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Foreword

The book entitled “Flow and Transport in Subsurface Environment” by Natarajan,
Vasudevan, and Berlin is comprised of three parts. This book addresses subsurface
flow in geological structures. A combination of experimental and numerical works
in this area is presented. Coverage essentially encompasses the groundwater and
petroleum applications. Part 1 of this book deals with contaminant migration and is
composed of four chapters. Part 2 covers numerical modeling and covers a couple
of chapters. The final Part 3 has the most extensive coverage of all three parts. It
deals with transport through porous media and includes seven chapters. This book
presents a collection of different aspects of heat and mass transfer in porous media.
The mathematical formulation mostly adopted is based on Darcy’s law and non-
linear coupled partial differential equations for mass, momentum, induction, and
energy transfer. The employed numerical solution is mainly based on implicit finite
difference for combined heat and mass transfer under the influence of multiple
physical parameters such as spatial inclination, non-uniform heating, viscous dis-
sipation, and magnetic field. The experimental methodology adopted in few
chapters deals with field applications such as immiscible foam displacement for
enhanced oil recovery and straining in reservoirs as well as migration and entrap-
ment of mercury in porous media. The covered topics are quite interesting and
timely. This book will be of interest for groundwater researchers.

Kambiz Vafai
Distinguished Professor of Mechanical Engineering
Director of the Online Master of Science Program

in Engineering at UCR
Editor-in-Chief of JPM & STRPM

University of California, Riverside, USA
http://vafai.engr.ucr.edu
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Preface

Subsurface fluid flow occurs in a complex and heterogeneous hydrogeologic
environment whose structural, morphological, and petro-physical characteristics
vary not only spatially but also with induced chemical transformations causing
temporal changes in these parameters. Intellectual attempts to understand the
complexities of flow and chemical transport in highly distinctive porous environ-
ment help us to critically evaluate some of the systemic limitations in classical
computational methodology as well as challenges in advanced analytical tools.
Being an important field of interest for many, such as hydrogeologists, petroleum
and chemical engineers, researchers working in fluid and soil mechanics as well as
scientists of many other disciplines, we have attempted to present the recent
advances in experimental, analytical, and numerical studies in porous media.

Providing insight on the latest face of research in the porous system by col-
lectively presenting an interconnected rather ensemble view of multifaceted
applications forms the motivation for bringing out this book. Essentially, this book
is a blend of experimental and numerical studies conducted in the porous domain by
researchers from various backgrounds such as petroleum, groundwater, fluid
mechanics. Experimental and modeling studies pertaining to multiphase flow and
combined heat and mass transfer have been specifically addressed. A brief
description of each of the chapters in this book is as follows.

Part I: Contaminant Migration in Complex Environment

The chapter entitled “Fines Migration in Aquifers and Oilfields: Laboratory and
Mathematical Modelling” provides a detailed study on the mobilization, migration,
and straining of fines in the natural reservoirs through experimental and mathe-
matical modeling.

The chapter entitled “Migration and Capillary Entrapment of Mercury in Porous
Media” describes the behavior of entrapped mercury in the subsurface porous
media through pore-scale micro-model experiments.
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The chapter entitled “New Insight into Immiscible Foam for Enhancing Oil
Recovery” examines the effect of surfactant concentration on the strength and
propagation of foams using X-ray CT scans.

Part II: Numerical Modeling of Fluid Flow Under Heterogeneous
Conditions

The chapter entitled “Numerical Simulation of Flows in a Channel with
Impermeable and Permeable Walls Using Finite Volume Methods” analyzes the
laminar flows in a channel with permeable and impermeable walls using FV-CFD
techniques.

The chapter entitled “A Comparative Analysis of Mixed Finite Element and
Conventional Finite Element Methods for One-Dimensional Steady Heterogeneous
Darcy Flow” uses mixed finite element method to obtain highly accurate flux
distribution in groundwater flow applications.

The chapter entitled “Subsurface Acid Sulphate Pollution and Salinity Intrusion
in Coastal Groundwater Environments” provides a brief review on the nature of
groundwater modeling with the focus on acid sulfate soils and salinity pollution.

Part III: Synergetic Effects of Heat and Mass Transfer in Porous
Media

The chapter entitled “Fully Developed Magnetoconvective Heat Transfer in
Vertical Double-Passage Porous Annuli” examines the combined analytical and
numerical investigation of fully developed mixed convective flow in a vertical
double-passage porous annuli formed by three vertical concentric cylinders.

The chapter entitled “Effect of Nonuniform Heating on Natural Convection in a
Vertical Porous Annulus” investigates the natural convection in a vertical annular
cavity filled with saturated porous media numerically.

The chapter entitled “Natural Convection in an Inclined Parallelogrammic
Porous Enclosure” investigates the natural convection in an inclined parallelo-
grammic porous enclosure numerically.

The chapter entitled “Natural Convection of Cold Water Near Its Density
Maximum in a Porous Wavy Cavity” investigates the buoyant convective flow and
heat transfer of cold water near its density maximum in a wavy porous square
cavity.

The chapter entitled “Convective Mass and Heat Transfer of a Chemically
Reacting Fluid in a Porous Medium with Cross Diffusion Effects and Convective
Boundary” examines the effects of Soret, Dufour, and convective boundary con-
dition on unsteady free convective flow, heat and mass transfer over a stretching
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surface subjected to first-order chemical reaction, heat generation/absorption and
suction/injection effects.

The chapter entitled “Local Non-similar Solution of Induced Magnetic Boundary
Layer Flow with Radiative Heat Flux” deals with the motion of steady 2D boundary
layer viscous heat transfer flow past a stretching surface under the influence of
aligned magnetic field with thermal radiation.

We deeply express our heartfelt and immense gratitude to the authors for their
valuable scientific contribution. But for their tireless efforts, this book would not
have been a success. Also, we appreciate the support rendered by the reviewers for
their critical and unbiased comments. We express our sincere thanks to Springer for
supporting our small but inspiring effort to publish this work. We believe that this
book would be highly beneficial to the scientific community by enlightening them
on the crucial elements of simulating flow through porous media under complex
environmental conditions.

Pollachi, India Natarajan Narayanan
Sathyamangalam, India Vasudevan Mangottiri
Yupia, India Berlin Mohanadhas
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Fines Migration in Aquifers
and Oilfields: Laboratory
and Mathematical Modelling

Y. Yang, F. D. Siqueira, A. Vaz, A. Badalyan, Z. You,
A. Zeinijahromi, T. Carageorgos and P. Bedrikovetsky

Nomenclature

A132 Hamaker constant for interaction between materials 1 and 2 in medium 3,
ML2 T−2

c Suspended particle concentration, L−3

C Dimensionless suspended particle concentration
Cmi Molar concentration of i-th ion, L−3

D Dispersion coefficient
De Dielectric constant
e Electron charge, C
E Young’s modulus, ML−1 T−2

F Force, ML T−2

h Particle-surface separation distance, L
H Half-width of the channel, L
J Impedance (normalised reciprocal of mean permeability)
k Permeability, L2

kdet Detachment coefficient
〈k〉 Mean permeability, L2

kB Boltzmann constant, ML2 T−2 K−1

kn Number of data points in a given stage
K Composite Young’s modulus, ML−1 T−2

l Lever arm ratio
ln Normal lever, L
ld Tangential (drag) lever, L
L Core length, L
p Pressure, MT−2 L−1
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P Dimensionless pressure
n Serial number of variant velocities in multi-rate test
N Serial number of final velocity
rs Radius of a particle, L
rscr Critical radius of a particle that can be removed at certain velocity, L
Sa Dimensionless attached particle concentration
Ss Dimensionless strained particle concentration
ΔSa Dimensionless mobilised concentration of detached particles with velocity

alteration
t Time, T
T Dimensionless time
tst,n Stabilisation time for n-th flow rate, T
Tst,n Dimensionless stabilisation time for n-th flow rate
tn Initial time of n-th flow rate, T
Tn Dimensionless initial time of n-th flow rate
�u Average velocity through a slot
ut Tangential crossflow velocity of fluid in the centre of the particle
U Darcy’s velocity, LT−1

Us Particle’s seepage velocity, LT−1

V Potential energy, ML2 T−2

x Linear coordinate, L
X Dimensionless linear coordinate
zi Electrolyte valence of the i-th ion

Greek Symbols

a Drift delay factor
b Formation damage coefficient
Ƴ Salinity
e Dimensionless delay time
e0 Free space permittivity, C−2 J−1 m−1

η Intersection of characteristic line and the T-axis
j Debye length, L−1

ka Filtration coefficient for attachment mechanism, L−1

ks Filtration coefficient for straining mechanism, L−1

Ka Dimensionless filtration coefficient for attachment mechanism
Ks Dimensionless filtration coefficient for straining mechanism
l Dynamic viscosity, ML−1 T−1

m Poisson’s ratio
q Fluid density, ML−3

qs Particle density, ML−3

rcr Critical retention function, L−3

Ra(rs) Size distribution of attached particles, L−3
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r Concentration of retained particles, L−3

Δrn Mobilised concentration of detached particles with velocity switch from
Un−1 to Un

rLJ Atomic collision diameter, L
s Delay time of particle release, T
ti Number of ions per unit volume
x Dimensionless coordinate of an immediate core point
v Lift factor
/ Porosity
W01 Particle surface potential
W02 Collector surface potential
x Drag factor

Subscripts

a Attached (for fine particles)
d Drag (for force)
g Gravitational (for force)
iion Injected ions
0ion Initial ions
l Lift (for force)
e Electrostatic (for force)
max Maximum
n Normal (for force), flow rate number (for velocities, inherited retained

concentrations, particle–fluid velocity ratios, inherited impedances)
BR Born repulsion (for potential energy)
DLR Electrostatic double layer (for potential energy)
LVA London–van der Waal (for potential energy)
0 Initial value or condition (for permeability, retained concentrations)

1 Introduction

Fines migration with consequent permeability reduction has been widely recog-
nised to cause formation damage in numerous petroleum, environmental and water
resource processes (Noubactep 2008; Noubactep et al. 2012; Faber et al. 2016).
Fines migration takes place during oil and gas production in conventional and
unconventional reservoirs, significantly reducing well productivity (Sarkar and
Sharma 1990; Byrne and Waggoner 2009; Byrne et al. 2014; Civan 2014). Natural
and induced fines migration has occurred in the waterflooding of oilfields. It also
causes drilling and completion fluids to invade the formation (Watson et al. 2008;

Fines Migration in Aquifers and Oilfields: Laboratory … 5



Fleming et al. 2007, 2010). Despite significant progress in the above-mentioned
technologies, clogging of production and injection wells remains a major opera-
tional issue.

The distinguishing features of natural reservoir fines migration are mobilisation
of the attached particles, their capture by straining in the rock, permeability
reduction and consequent decline in well productivity and injectivity (Fig. 1).
Several laboratory studies observed permeability decline during coreflooding with
piecewise-constant increase in velocity in (Ochi and Vernoux 1998). Similar effects
occur during piecewise-constant change in water salinity or pH during coreflooding
(Lever and Dawe 1984). Numerous authors attribute the permeability reduction
during velocity increase, salinity decrease and pH increase, to mobilisation of the
attached fine particles and their migration into pore spaces until size exclusion in
thin pore throats (Muecke 1979; Sarkar and Sharma 1990). Figure 1 shows a
schematic for attached and size-excluded fine particles in the porous space, along
with definitions of the concentrations of attached, suspended and strained particles.
Detachment of fines from the grain surfaces yields an insignificant increase in
permeability, whereas the straining in thin pore throats and consequent plugging of
conducting paths causes significant permeability decline. The main sources of
movable fine particles in natural reservoirs are kaolinite, chlorite and illite clays;
quartz and silica particles can be mobilised in low-consolidated sandstones (Khilar
and Fogler 1998). Usually, the kaolinite booklets of thin slices cover the grain
surfaces (Fig. 2). Detachment of a thin, large slice from the booklet can result in
plugging of a large pore.

Figure 3a, e show typical decreasing permeability curves during velocity
increase.

The laboratory-based mathematical modelling supports planning and design of
the above-mentioned processes. Classical filtration theory applied to particle
detachment includes a mass balance equation for suspended, attached and strained
particles:

@

@t
/cþ ra þ rs½ � þU

@c
@x

¼ 0 ð1Þ

Fig. 1 Schematic for fines
detachment, migration and
straining with consequent
permeability decline
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Fig. 2 Kaolinite particles attached to the grain surface (SEM image): a leaflet shape and b leaflets
in the pore space
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where c, ra and rs are the concentrations of suspended, attached and strained
particles, respectively, and U is flow velocity of the carrier fluid, which coincides
with particle speed.

The kinetics of simultaneous particle attachment and detachment is given by the
relaxation equation (Bradford and Bettahar 2005; Tufenkji 2007; Bradford et al.
2012, 2013; Zheng et al. 2014; Bai et al. 2015b)

@ra
@t

¼ kacU � kdetra ð2Þ

where ka is the filtration coefficient for attachment and kdet is the detachment
coefficient.

The irreversible fines straining rate in thin pore throats is expressed by the linear
kinetics equation where the straining rate is proportional to the advective flux of
suspended particles (Herzig et al. 1970; Yuan and Shapiro 2011a, b; You et al.
2013; Sacramento et al. 2015):

@rs
@t

¼ kscU ð3Þ

Modified Darcy’s law accounts for permeability damage due to both attachment
and straining (Pang and Sharma 1997; Krauss and Mays 2014):

U ¼ � k
l 1þ bsrs þ barað Þ

@p
@x

ð4Þ

Figure 1 illustrates the common assumption that the coating of grain by attached
particles causes significantly lower permeability damage than does straining:
bs � ba, i.e. the combination of particle detachment and straining is the primary
cause of the decline in permeability. Therefore, the term bara in Eq. (4) that
accounts for permeability increase due to detachment is negligible.

Civan (2010, 2014) presented numerous generalisations of the governing
Eqs. (1)–(4), to account for non-Newtonian behaviour of suspension fluxes,
non-equilibrium for deep-bed filtration of high-concentration suspensions and
colloids, and particle bridging at thin pore throats.

Quasi-linear system of partial differential Eqs. (1)–(3) exhibits the delayed
reaction to an abrupt injection rate alteration, whereas laboratory tests show an
instant permeability and breakthrough concentration response (Ochi and Vernoux
1998; Bedrikovetsky et al. 2012a, b). This discrepancy between the modelling and
laboratory data, and the corresponding shortcoming in the theory, has been
addressed in the modified model for particle detachment, by introducing the
maximum attached concentration as a velocity function ra = rcr(U) (Bedrikovetsky
et al. 2011a, b). If the attached concentration exceeds this maximum value, particle
detachment occurs and the detached particles follow the classical filtration Eq. (3);
otherwise, the maximum attached concentration holds. The dependency

8 Y. Yang et al.



ra = rcr(U) is called the maximum retention function. The following set of equa-
tions captures the above attachment–detachment scenario:

@ra
@t ¼ kaUc; ra\rcr Uð Þ
ra ¼ rcr Uð Þ

�
ð5Þ

The maximum retention function decreases as the flow velocity increases.
Therefore, the velocity increase causes instant release of the excess attached fine
particles.

The maximum retention function rcr(U) is an empirically based (material)
function of the model and can be determined only by the inverse-problem approach
applied to fines-migration tests (Figs. 4 and 5). However, it can be calculated
theoretically for a simplified geometry of porous space, using the conditions of
mechanical equilibrium of particles attached to the rock surface.

Freitas and Sharma (2001), Bergendahl and Grasso (2003), and Bradford et al.
(2013) discussed the torque balance of attaching and detaching forces exerting on a
particle situated at the rock or internal cake surface (Fig. 6):

FdðU; rscrÞlðrscrÞ ¼ FeðrscrÞ � FlðU; rscrÞþFgðrscrÞ; l ¼ ld=ln ð6Þ

Here, Fd, Fe, Fl and Fg represent drag, electrostatic, lift and gravitational forces,
respectively; ld and ln are the lever arms for drag and normal forces, respectively.
Substitution of the expressions for drag, electrostatic, lift and gravitational forces

0

Δσ

Umax

σcr

U

I
A B

C
High 
salinity

Low 
salinity

Critical
salinity

Critical
velocity

D

Ucr

Fig. 4 Velocity and salinity
dependencies of maximum
retention function with
introduction of critical
velocity and salinity

Fig. 5 Strained
concentration rs in large-scale
approximation is determined
by the maximum retention
function rcr(c). Here,
concentrations rs and rcr(c)
are extrapolated by the
vanishing function into the
domain r < rcr(c), where no
particles are mobilised
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into the torque balance equation (6) yields an expression of the maximum retention
function (Bedrikovetsky et al. 2011a). The maximum retention function (5) for the
case of poly-layer attachment of single-radius particles in rock having mono-sized
cylindrical capillaries is a quadratic polynomial with flow velocity as the variable.
The maximum retention function for a monolayer of polydispersed particles is
expressed via size distribution for fine particles (You et al. 2015, 2016).

Expression (5) substitutes the equation for simultaneous attachment and
detachment (2) in the mathematical model for colloidal-suspension transport
(1)–(3). The modified model consists of three Eqs. (1), (3) and (5) for three
unknown concentrations c, ra and rs. Equation (4) for pressure is separated from
system (1), (3) and (5). Let us discuss the case of low straining concentration, where
size exclusion does not affect the probability of particle capture. In this case, the
filtration coefficient ks is constant, whereas it should be a rs-function in the general
case. We also discuss the case of injection with timely decreasing rate, where the
attached concentration is equal to the maximum retained concentration [second line
in Eq. (5)]. The one-dimensional flow problem with attachment and detachment
allows for exact solution, yielding suspended, attached and strained concentrations
and pressure drop across the core. The laboratory- and theoretically determined
maximum retention functions are in high agreement, which validates the maximum
retention function as a mathematical model for particle detachment (Zeinijahromi
et al. 2012a, b; Nguyen et al. 2013).

In the case of large stained concentration, ks = ks(rs). Suspended concentration
can be expressed from Eq. (4) as a time derivative of a rs-dependent potential. Its
substitution into Eq. (1) and integration in t reduces the system to one non-linear
first-order partial differential equation, which is solved analytically using the
method of characteristics (Alvarez et al. 2006, 2007).

Usually, fines-migration tests are performed under piecewise-constant decreas-
ing velocity (Ochi and Vervoux 1998; Bedrikovetsky et al. 2011a; Oliveira et al.
2014, 2016). The amount of released particles during abrupt velocity alteration

Fig. 6 Scenarios involving particle detachment in monolayer on the grain surface and forces
exerting on the particles. Torque and force balance on a fine particle attached to the pore wall: a the
lever arm is equal to the contact area radius, deformation due to attracting electrostatic force. b The
lever arm is determined by the asperity size. c Velocity distribution in Hele–Shaw flow in a pore
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forms the initial suspended concentration for system (1), (3) and (4) with unknowns
c, rs and p. Thus, the basic governing equations for deep-bed filtration and fines
migration are the same (Herzig et al. 1970). The initial suspended concentration for
deep-bed filtration in clean beds is zero, whereas for fines migration the initial
suspended concentration is defined by the velocity alteration. Inlet boundary con-
dition for deep-bed filtration is equal to concentration of the injected suspension,
whereas it equals zero for fines migration. Therefore, the methods of exact inte-
gration of direct problems and regularisation of inverse problems, developed by
Alvarez et al. (2006, 2007) for deep-bed filtration, can be applied for fines
migration also.

The axisymmetric analogue of Eqs. (1), (3)–(5) describes the near-well flows,
allowing estimating the well inflow performance accounting for fines migration.
Zeinijahromi et al. (2012a, b) derive an analytical model for intermediate times with
steady-state suspension concentration. Bedrikovetsky et al. (2012b) present an
analytical steady-state model for late times, when all fines are either produced or
strained. Marques et al. (2014) derive the analytical transient model for the overall
well inflow period.

However, the exact solution of system (1), (3), (4) and (5) shows stabilisation of
the pressure drop after injection of one pore volume (Bedrikovetsky et al. 2011a, b),
whereas numerous laboratory studies have exhibited periods of stabilisation within
30–500 PVI (here PVI stands for pore volume injected) (Ochi and Vernoux 1998;
Oliveira et al. 2014). Figure 3a shows the permeability stabilisation within 70–3000
PVI, for various injection velocities (Ochi and Vernoux 1998). The stabilisation
times for flow exhibited in Fig. 3e vary from 300 to 1200 PVI. Therefore, the
modified model for colloidal-suspension transport in porous media (1), (3) and (5)
approximates well the stabilised permeability but fails to predict the long stabili-
sation period.

Several works have observed slow surface motion of the mobilised particles and
simultaneous fast particle transport in the bulk of the aqueous suspension. Li et al.
(2006) attributed the slow surface motion to particles in the secondary energy
minimum. Yuan and Shapiro (2011a) and Bradford et al. (2012) introduced slow
particle velocity into the classical suspension flow model, resulting in a two-speed
model that matched their laboratory data on breakthrough concentration. Navier–
Stokes-based simulation of colloids’ behaviour at the pore scale, performed by
Sefrioui et al. (2013), also exhibited particle transport speeds significantly lower
than the water velocity. However, classical filtration theory along with the modified
particle detachment model assumes that particle transport is at carrier fluid velocity
(Tufenkji 2007; Civan 2014).

Oliveira et al. (2014) attributed long stabilisation periods to slow drift of fine
particles near the rock surface in the porous space. However, a mathematical model
that depicts slow-particle migration and accurately reflects the stabilisation periods
is unavailable in the literature.

Application of nanoparticles (NPs) can significantly decrease migration of the
reservoir fines and the consequent permeability impairment (Habibi et al. 2012).
Under certain salinity and pH, NPs attract both fines and grain. Low size of NPs
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causes high mobility and diffusion, spreading them over the grain surfaces. NPs
‘glue’ the fines and significantly increase the electrostatic fine-grain attraction
(Ahmadi et al. 2013; Sourani et al. 2014a, b). The basic system of equations
includes two mass balance equations for NPs and salt. Yuan et al. (2016) solved the
system by the method of characteristics (Qiao et al. 2016). Combination of
low-salinity and NP waterfloods in oilfields adds the above-mentioned mass bal-
ance and deep-bed filtration equations to Buckley–Leverett equation for two-phase
flow in porous media (Bedrikovetsky 1993; Arab and Pourafshary 2013; Assef
et al. 2014; Huang and Clark 2015; Dang et al. 2016).

Mahani et al. (2015a, b) observed delay between salinity alteration and corre-
sponding surface change. This delay was attributed to saline water diffusion from
the contact area between the deformed particle and rock surface. The Nernst–Planck
diffusion in the thin slot between two plates subject to molecular-force action is
significantly slower than the Brownian diffusion, so the Nernst–Planck diffusion
can bring significant delay. The diffusive delay in particle mobilisation due to water
salinity decrease can serve as another explanation for the long stabilisation period.
Yet, a mathematical model that accounts for delay in particle mobilisation due to
salinity alteration also seems absent from the literature.

In the current work, the long times for permeability stabilisation are attributed to
slow surface motion of mobilised fine particles. The governing system (1), (3) and
(5) is modified further by replacing the water flow velocity U by the particle
velocity Us < U (Fig. 1). We also introduce a maximum retention function with
delay, which corresponds to the Nernst–Planck diffusion from the grain–particle
contact area into the bulk of the fluid. We derive the maximum retention function
for a monolayer of size-distributed fines, which accounts for its non-convex form.
We found that during continuous velocity/pH/temperature increase or salinity
decrease, the largest particles were released first. The obtained system with slow
fines migration and delayed maximum retention function allows for exact solution
for cases of piecewise-constant velocity/pH/temperature increase or salinity
decrease. High agreement between the laboratory and modelling data validates the
proposed model for slow surface motion of released fine particles in porous media.

The structure of the text is as follows. Section 2 presents the laboratory study of
fines migration due to high velocities and presents the mathematical model for
slow-particle migration that explains the long stabilisation periods. The derived
analytical model provides explicit formulae for concentration profiles, histories and
the pressure drop. Section 3 presents the laboratory study of fines migration due to
low salinities, and it derives the mathematical model that accounts for slow-particle
migration and for delayed fines mobilisation. Here, we also derive the analytical
model. Section 4 presents the analytical model for fines mobilisation at high tem-
perature. The recalculation method for varying salinity, temperature, pH, or velocity
is developed. Section 5 presents fines migration in gas and coal-bed-methane
reservoirs. Section 6 presents the conclusions.
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2 Fine Particles Mobilisation, Migration and Straining
Under High Velocities

This section presents the modelling and laboratory study of fine particles that
migrate after having been detached by drag and lift forces at increased velocities.
Section 2.1 presents a brief physical description of fines detachment in porous
media and introduces the maximum retention function for a monolayer of
size-distributed particles. A qualitative analysis of the laboratory results on
long-term stabilisation gives rise to a slow-particle modification of the mathematical
model for fines migration in porous media. Section 2.2 presents those basic
equations accounting for slow-particle transport. Section 2.3 derives the analytical
model for one-dimensional flow under piecewise increasing flow velocity with
consequent fines release and permeability impairment. Section 2.4 describes the
laboratory coreflood tests with fines mobilisation and examines how closely the
analytical model matches the experimental data. Section 2.5 discusses the model’s
validity, following the results of the laboratory and analytical modelling.

2.1 Physics of Fines Detachment, Transport and Straining
in Porous Media

In this section, we discuss the physics of fines detachment/mobilisation on a
micro-scale. In the presence of low ionic strength or high flow velocity, reservoir
fines are detached from the rock surface, mobilise and flow through the porous
media as shown in Fig. 1. Four forces act on a fine particle attached to the surface
of the grain: drag, lift, electrostatic and gravity (Fig. 6). For calculation of drag, we
use the expression proposed by Bergendahl and Grasso (2003) and Bradford et al.
(2013); lift is calculated using the formula of Akhatov et al. (2008); and the
electrostatic forces are calculated using DLVO (Derjaguin–Landau–Verwey–
Overbeek) theory (Khilar and Fogler 1998; Israelachvili 2011; Elimelech et al.
2013).

Elastic particles located on the grain surface undergo deformation due to grav-
itational, lift and electrostatic forces acting normal to the grain surface. The right
side of Eq. (6) contains the resultant of these forces (normal force). We assume that
at the mobilisation instant, a particle rotates around the rotation-touching point in
the boundary of the particle–grain contact area (Fig. 6a). Also assumed is that the
lever arm is equal to the radius of the contact area of particle deformation, which is
subject to the normal force (Freitas and Sharma 2001; Schechter 1992; Bradford
et al. 2013). The contact area radius is equal to the lever arm ln and is calculated
using Hertz’s theory of mutual grain–particle deformation:
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l3n ¼
Fnrs
4K

ld ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � l2n

q
K � 4

3 1�m21
E1

þ 1�m22
E2

� � ð7Þ

Here, K is the composite Young modulus that depends on Poisson’s ratio m and
Young’s elasticity modulus E of the particle and of the surface. Indices 1 and 2 refer
to the particle and solid matrix surfaces, respectively.

Figure 6b depicts the scenario in which a particle revolves around the contacting
roughness (asperity) on the surface of a grain. The elastic properties of rock and
particle determine the value of ln in the first scenario (Fig. 6a). In the second
scenario (Fig. 6b), the value of ln is determined by the surface roughness.

Two coreflood tests (I and II) at piecewise-constant increasing fluid velocity on
Berea sandstone cores were carried out by Ochi and Vernoux (1998) and resulted in
mobilisation of kaolinite particles (Fig. 3). We used the following electrostatic
constants and parameters for quartz and kaolinite in order to calculate Fe in Eq. (6):
surface potentials w01 and w02 (−55, −50 mv) for test I and (−70, −80 mv) for test II
(Ochi and Vernoux 1998); the Hamaker constant 2.6 � 10−20 J (Welzen et al. 1981);
atomic collision diameter 0.4 � 10−9 m (Das et al. 1994); and salinity 0.1 mol/L for
test I and 0.01 mol/L for test II. The Hamaker constant was calculated using dielectric
constant for water D = 78.0 and permittivity of free space (vacuum)
e0 = 8.854 � 10−12 C−2 J−1 m−1 (Israelachvili 2011; Khilar and Fogler 1998).
Electron charge was e = 1.6 � 10−19 C, Boltzmann’s constant was
kB = 1.3806504 � 10−23 J/K and temperature was T = 25 °C. Young’s modulus for
kaolinite was 6.2 GPa and for quartz was 12 GPa (Prasad et al. 2002), and Poisson’s
ratios were 0.281 and 0.241 (Gercek 2007) and were used to evaluate the lever arm
ratio according to Eq. (7). The above parameters were used to construct graphs for
electrostatic potential and force versus separation particle–grain distance (Fig. 7a, b).

The total potential of interaction V determines electrostatic force Fe. Zero values
for Fe correspond to energy extremes Vmax and Vmin, and the minimum value of
electrostatic force is obtained from the inflection point of the total potential of
interaction curve. The first test of Ochi and Vernoux (Fig. 3a–d) was favourable for
attachment of kaolinite particles to the grain surface, which resulted in the absence
of the secondary minimum on the total potential of interaction curve. For the second
test (Fig. 3e–h), the values of the primary and secondary energy minima equalled
550 and 19 kT, respectively. The energy barrier was 87 kT, exceeding the values of
the secondary minimum and allowing a particle to jump from secondary minimum
to primary minimum (Elimelech et al. 2013). Therefore, the second test was
unfavourable for kaolinite particle attachment to the grain surface.

Under the condition of mechanical equilibrium given by the torque balance
Eq. (6), fluid flow velocity affects lift and drag forces, whereas particle size
determines the magnitudes of all forces in the equation. Therefore, the critical
radius of the particle mobilised by fluid flow with velocity U can be determined as
follows: rscr ¼ rscr Uð Þ. This is an implicit function from Eq. (6), i.e. Equation (6) is
a transcendent equation for implicit dependency rscr = rscr(U). The stationary iter-
ative numerical procedure can be used to solve Eq. (6) (Varga 2009). The graph of
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the function rscr = rscr(U) obtained using the above parameters shows that the size
of each mobilised particle rscr(U) decreases monotonically as fluid velocity
increases. Therefore, those particles that remained immobilised on the grain surface
at fluid velocity U have sizes r < rscr(U). The magnitude of Fe increases as the
Hamaker constant increases (see Fig. 8), resulting in the right-shift of the
rscr(U)-curve.

Assume that the attached particles form a monolayer on the rock surface. The
initial concentration distribution of attached particle sizes is denoted as Ra(rs).
Particles are mobilised by descending size, as mentioned above. Thus, the critical
retention concentration in Eq. (5) includes all particles with radii smaller than
rscr(U):

rcr Uð Þ ¼ ra0

Zrscr Uð Þ

0

X
a

rsð Þdrs ð8Þ

-1500

-1000

-500

0

500

1000

En
er

gy
 p

ot
en

tia
l, 

V 
(k

BT)

10
-10

10
-9

10
-8

10
-7

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
x 10

-8

Separation distance (m)

El
ec

tro
st

at
ic

 fo
rc

e,
 F

e (N
)

I

I

II

II

(a)

(b)

Fig. 7 Measured values for tests I and II: a energy potential and b electrostatic force
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Now assume that the attached particles are size-distributed according to the
breakage algorithm (i.e. log-normal distribution for attached particle sizes Ra(rs)
holds (Jensen 2000). The forms of the maximum retention function as calculated by
Eq. (8) for different size distributions of the attached particles, using the above
values for electrostatic and elastic constants, are shown in Fig. 9.

Bedrikovetsky et al. (2011a, b) found that rcr(U) for mono-sized particles that
form the poly-layer coating on the surface of cylindrical pores is a quadratic
polynomial. The corresponding curves rcr(U) are convex. The model for the
poly-layer coating can be modified by the introduction of size distributions for
spherical particles and cylindrical pores; the resulting maximum retention curves
can contain the concave parts (Fig. 9).

Figure 9 indicates that the maximum retention function for monolayer fines is
not convex. The calculated rcr(U)-curves for three particle-size distributions char-
acterised by equal variance coefficients support the above observation that the larger
the particle, the higher the drag on the particle and the fewer the remaining particles
(Fig. 9a). Similar calculations for log-normal distributions with the same average
particle size and different variance coefficients result in the rcr(U)-curves shown in
Fig. 9b. The higher fraction of mobilised large particles corresponds to larger
coefficient of variation Cv. For the low-velocity range, rcr(U)-curves having high
standard deviation lie lower; whereas with the increase in fluid velocity, rcr(U)-
curves shift to higher rcr-values. Equation (8) shows that the rcr(U)-curve has a
step shape for mono-sized particles (Cv ! 0), meaning that the maximum retention
function is a step function. The wider the attached particle-size distribution, the
wider the transitional spread of the rcr(U)-curves. The phenomenological model for
fines detachment in porous media (1), (3)–(5) assumes the existence of a maximum
retention function whose form is unconstrained.

0

1

2

3

U (cm/s)

r sc
r (μ

m
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Now consider particle-free water being injected with increasing piecewise-
constant velocity into a core. The movable attached fines concentration is ra0. There
is no particle mobilisation at low fluid velocities (see Fig. 9c), because the attaching
torque from Eq. (6) exceeds the detaching torque for all size particles: points
(U < U0, ra0) are located below the maximum retention curve. Concentration of
attached particles remains constant along the horizontal arrow from the point U = 0
to critical velocity U = U0. Value U0 corresponds to the minimum velocity that
results in mobilisation of particles and the consequent first fine appearance in the
core effluent.

The initial concentration of attached fines ra0 determines the critical velocity U0

(Miranda and Underdown 1993; Hassani et al. 2014) as follows:

ra0 ¼ rcrðU0Þ ð9Þ

Movement along the rcr(U)-curve corresponds to velocity increase above the
critical value U > U0. An instant rate change from U1 to U2 is accompanied by
instant particle mobilisation with concentration Δra1 = rcr(U1) − rcr(U2) and
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Fig. 9 Maximum retention function for the attached fines forming a monolayer on the pore
surface: a for log-normal particle-size distributions with varying mean particle size. b For
log-normal particle-size distributions with varying variance coefficient. c Determining the
maximum retention function from the number of particles released at each abrupt velocity
alteration
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increase in suspended concentration by [rcr(U1) − rcr(U2)]//. The mobilised par-
ticle moves along the rock surface with velocity Us < U until it is strained by a pore
throat smaller than the particle size. This results in rock permeability decline due to
plugging of the pores. The increased strained particle concentration yields the
permeability decline according to Eq. (4). The stabilised damaged permeability
values at various fluid velocities, due to increasing strained particle concentration
for tests I and II, is presented in Fig. 10a, b.

Let us introduce the non-dimensional pressure drop across the core, normalised
by the initial pressure drop. This is denoted as the impedance J:

J Tð Þ ¼ DP Tð ÞU 0ð Þ
U Tð ÞDP 0ð Þ ¼

k0
kh i Tð Þ ð10Þ

where 〈k〉(T) is the average core permeability and T is dimensionless time (pore
volume injected). The permeability decline curves in Fig. 3a, e are recalculated to
yield the impedance growth curves in Fig. 11a, b, respectively.

Fig. 10 Stabilised
normalized permeability
versus velocity: a test I and
b test II
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The increase in pressure drop across the core from Dpn−1 to Dpn, or permeability
decline from kn−1 to kn, is caused by increasing fluid velocity Un, n = 1, 2, 3…,
which leads to particle mobilisation.

Permeability decline during the increase in fluid velocity is shown in Fig. 3.
According to the data from tests I (Fig. 3a) and II (Fig. 3b), rock permeabilities
stabilise after injection of many pore volumes. Classical filtration theory implies
that for a mobilised particle to appear at the end of the core, it must traverse the
overall core length. Each fine particle is transported by the carrier fluid; it is strained
in the core or must arrive at the outlet after injection of at most one pore volume.
According to Fig. 3a, e, permeability stabilisation times are significantly higher
than 1 PVI. This can be explained by slow-particle drift along the rock surface: the
mobilised particles move along the rock with velocity Us that is significantly lower
than the carrier fluid velocity U.

Fig. 11 Comparing the pressure drop across the core obtained from coreflood against the
mathematical model: a test I and b test II
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The next section introduces the basic governing equations for the transport of
suspended colloids in porous media. The basic system includes the maximum
retention function rcr which models particle detachment and its slow drift along the
porous medium with low velocity Us < U.

2.2 Governing System for Suspension-Colloidal Transport
and Detachment in Porous Media

The following assumptions are introduced for the development of the mathematical
model for detachment/mobilisation of particles and transport of suspended colloids
in porous media (Yuan and Shapiro 2011a; Yuan et al. 2012, 2013):

• the mobilised fine particles cannot reattach to the rock surface;
• the mobilised particles do not diffuse in long micro-homogeneous cores;
• the carrier fluid is incompressible;
• small concentrations of suspension in flowing fluid do not change the density or

viscosity of the carrier fluid, which equal those of injected water;
• there exists a phenomenological maximum retention function for particles

attached to the rock surface;
• volume balance of the incompressible carrier fluid is not affected by the pres-

ence of small concentrations of suspended, attached or strained particles; and
• the mobilised particles move with velocity Us which is smaller than fluid

velocity U.

Mobilised particles move along the surface of grains with velocity Us < U,
meaning that the drifted particle concentration is significantly higher than the
suspended concentration of fine particles carried by water stream (see Fig. 1). The
drift speed Us is a phenomenological constant of the model.

The slow-fines-drift assumption Us < U determines the difference between the
above formulated assumptions and those for modified model (1), (3)–(5). Thus, the
system of governing equations includes a mass balance equation for suspended,
attached and strained fines, where the suspended particles are transported by water
flux with reduced velocity Us:

@ /cþ rs þ rað Þ
@t

þUs
@c
@x

¼ 0 ð11Þ

The straining rate is assumed to be proportional to particle advection flux, cUs

(Herzig et al. 1970; Xu 2016):

@rs
@t

¼ k rsð ÞUsc ð12Þ
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If the maximum retention concentration is greater than attached concentration,
the particle attachment rate of Eq. (5) is also assumed to be proportional to the
particle advection flux cUs:

@ra
@t

¼ kaUsc; ra\rcr Uð Þ
ra ¼ rcr Uð Þ

ð13Þ

Otherwise, the attached particle concentration is expressed by the maximum
retention function given by Eq. (8).

Four Eqs. (4), (11), (12) and (13) with four unknowns c, ra, rs and p constitute a
closed system and a mathematical model for fine-particle migration in porous
media.

Now we introduce the following dimensionless parameters:

Sa ¼ ra
ra0

; Ss ¼ rs
ra0

; C ¼ c/
ra0

; Ka ¼ kaL; Ks ¼ ksL;

T ¼
R t
0 U yð Þdy
/L

; X ¼ x
L
; an ¼ Usn

Un
; P ¼ kp

lLU

ð14Þ

Here, the particle drift velocities Usn and delay factors an, n = 1, 2, 3… corre-
spond to flow velocities Un; T is the accumulated non-dimensional volume of
injected water. For the case of piecewise-constant flow velocity U(t), the dimen-
sionless accumulated injected volume T(t) is piecewise linear.

Substitution of dimensionless parameters (14) into governing Eqs. (4), (11)–(13)
yields the following dimensionless system, which consists of the particle balance:

@ Cþ Ss þ Sað Þ
@T

þ an
@C
@X

¼ 0 ð15Þ

particle straining kinetics (Xu 2016),

@Ss
@t

¼ KsanC ð16Þ

particle attachment–detachment kinetics,

@Sa
@T ¼ KaanC; Sa\Scr Uð Þ
Sa ¼ Scr Uð Þ ð17Þ

and the modified Darcy’s law that accounts for permeability damage due to fines
retention
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1 ¼ � 1
1þ bsra0Ss

@P
@X

ð18Þ

In the next section, we solve non-dimensional governing system (15)–(18) for
the conditions of laboratory tests with piecewise-constant increasing velocity.

2.3 Analytical Model for One-Dimensional
Suspension-Colloidal Flow with Fines
Mobilisation and Straining

During coreflood when velocity U1 is higher than critical velocity U0, i.e.
ra0 > rcr(U1), the excess of the attached concentration is instantly released into the
colloidal suspension. Particle straining in the proposed model is irreversible;
therefore, it is assumed that initial porosity and permeability already account for the
strained particle initial concentration. Coreflood with constant fluid velocity results
in constant attached concentration Sa given by the maximum retention function.
Thus, the initial conditions are

T ¼ 0: C ¼ DSa1 ¼ Sa0 � Scr U1ð Þ; Ss ¼ 0; Sa ¼ Scr U1ð Þ ð19Þ

The inlet boundary condition corresponds to injection of water without particles:

X ¼ 0 : c ¼ 0 ð20Þ

Substituting the expression for straining rate (16) into mass balance Eq. (15) and
accounting for steady-state distribution of attached particles Sa yields the linear
first-order hyperbolic equation

@C
@T

þ a1
@C
@X

¼ �Ksa1C ð21Þ

The next section uses the method of characteristics to solve Eq. (21).

2.3.1 Exact Analytical Solution for Injection at Constant Rate

The characteristic velocity in Eq. (21) is equal to a1. The solution C(X, T) is
presented in Table 1, and integration of Eq. (16) over T determines the strained
concentration profile Ss(X, T).

As illustrated in Fig. 12a, the concentration front of the injected particle-free
fluid moves along the path X = a1T. Behind the concentration front, suspended
particle concentration is zero and the ‘last’ mobilised particle arrives at the core
outlet at T = 1/a1. The mobilised particles are assumed to be uniformly distributed:
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they move with the same velocity and have the same probability of capture by pore
throats. Therefore, the profile of suspended particle concentration is uniform during
fluid flow, and concentration of suspension at X > a1T is independent of X (as
indicated by the second line in Table 1). This leads to the conclusion that the
concentration of particles strained in thin pores is independent of X ahead of the
concentration front. Particle straining occurs for non-zero concentration of sus-
pended particles. Therefore, the strained particles accumulate at a reservoir point
X until the arrival of the concentration front, after which the concentration of
suspended particles remains unchanged. Therefore, the concentration of strained
particles behind the concentration front is steady-state.

The profiles of suspended particle concentration at T = 0, Ta (before the arrival
of the concentration front at the outlet of the core) and Tb (after the arrival of the
concentration front) are shown in Fig. 12b. We denote ΔSa1 as the initial concen-
tration of the released suspended particles. The profile of the concentration of
suspended particles equals zero behind the concentration front and is constantly
ahead of the front. After the front’s arrival, the breakthrough concentration of

Fig. 12 Schematic for the
analytical solution of 1-D
fines migration under
piecewise increasing velocity
at times before and after the
breakthrough (moments Ta
and Tb, respectively):
a trajectory of fronts and
characteristic lines in (X,
T) plane. b Suspended
concentration profiles in three
moments T = 0, Ta, and Tb.
c Strained concentration
profiles at three instants
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suspended particles equals zero because all mobilised particles either are strained in
thin pore throats or emerge at the rock effluent.

Three profiles of concentration of strained particles, for times 0, Ta and Tb, are
shown in Fig. 12c. No strained particles are present in the rock before particle
mobilisation. The concentration of strained particles continues to grow until the
front’s arrival, after which it remains constant. The duration of particle straining
during the flow becomes longer with X. Therefore, the profiles of strained particle
concentration grow as X increases. The probability of particle capture ahead of the
front remains constant. Thus, the particle advective flux is uniform, and the strained
profile is uniform.

Figure 13 shows the history of particle breakthrough concentration. The later the
arrival, the higher the particle capture probability. According to Herzig et al. (1970),
the coefficient of filtration ks equals the probability of particle straining per unit
length of the particle trajectory. Therefore, the number of particles captured by thin
pore throats increases with time, and breakthrough concentration C(1, T) decreases
with time. All mobilised fine particles either are strained or exit the core at time
Tst,1, i.e. concentration of suspended particles becomes zero and the rock perme-
ability stabilises at time Tst,1.

Tst;1 ¼ 1
a1

ð22Þ

The impedance can be calculated directly from Eq. (10). Impedance for the time
interval having the constant fluid velocity from Eq. (18) equals

JðTÞ ¼
Z1

0

� @P
@X


 �
dX ¼ 1þ bsra0

Z1

0

SsðX; TÞdX ð23Þ

Substituting the solution for the concentration of the retained particles (rows 4
and 5 in Table 1) into Eq. (23) and integrating over X results in the following
explicit formula for impedance increase with time:

Fig. 13 Histories for
dimensionless pressure drop
across the core J and
breakthrough concentration
C, with strained concentration
Ss at the outlet
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J Tð Þ ¼ 1þ bsra0DSa1 1� 1
Ks

� 1� 1
Ks

� a1T


 �
e�a1KsT

� 
; T\a�1

1 ð24Þ

Substituting the expression for stabilisation time (22) into Eq. (24) yields the
stabilised value of the impedance

J Tst1ð Þ ¼ 1þ bsra0DSa1 1� 1
Ks

þ e�Ks

Ks


 �
; T 	 a�1

1 ð25Þ

Monotonic increase of dimensionless pressure drop from one to the maximum
stabilised value is achieved at time equal to 1/a1, which coincides with the arrival of
the ‘last’ mobilised particle at the core outlet.

2.3.2 Analytical Solution for Multiple Injections

The solution of problem (15)–(18) where fluid velocity has changed from Un−1 to
Un is similar to that of the first stage under U1. The only difference is that the
concentration of strained particles for T > Tn equals the total of the concentration of
strained particles before the fluid velocity alteration at time T = Tn − 0 and the
concentration of particles that have been strained during time T > Tn. We discuss
the case where the change in fluid velocity occurs after permeability stabilisation.

When the fluid velocity changes from Un−1 to Un at instant T = Tn, the attached
particles are immediately mobilised. The mobilised particle concentration is
DSan = Scr(Un−1) − Scr(Un). The strained concentration at T = Tn equals that before
velocity alteration at T = Tn − 0:

T ¼ Tn : C ¼ DSan ¼ Scr Un�1ð Þ � Scr Unð Þ; Ss ¼ Ss X; Tn � 0ð Þ; Sa ¼ Scr Unð Þ
ð26Þ

Substituting the strained concentration (see Table 1) into Darcy’s law (18) and
integrating for pressure gradient over X along the core yields the impedance for
T > Tn:

T\Tn þ a�1
n :

J Tð Þ ¼ J0n þ bsra0DSan 1� 1
Ks

�

� 1� 1
Ks

� an T � Tnð Þe�anKs T�Tnð Þ

 � ð27Þ

Substituting stabilised time T = Tn + 1/an into Eq. (27) gives the stabilised
impedance after the n-th injection with velocity Un.
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The analytical model-based formulae for impedance (rows 12 and 13 in Table 1)
will be validated against the laboratory tests in the next section.

2.4 Using the Laboratory Results to Adjust
the Analytical Model

In order to replicate water injection in a well, Ochi and Vernoux (1998) performed
two laboratory corefloods using Berea cores at conditions similar to bottom-hole
pressures and temperatures and at various fluid velocities. Permeability and flow
velocity for test I are shown in Fig. 3a, b, respectively, and for test II in Fig. 3e, f,
respectively. Initial and boundary conditions (19) and (20) correspond to injection
of particle-free water with piecewise-constant increasing velocity. Pressure drop
along the core was measured. Both tests used Berea sandstone cores prepared from
the same block, so that the rock properties for both cores would be similar. As fluid
velocity increased, kaolinite particles detached from the grain surface. The mobi-
lised fines migrated and were strained by the rock. Pressure drop predicted by the
analytical model proposed in Sect. 2.3 was compared to the actual pressure drop
across the cores during the tests. Minimisation of the difference between the
modelled and measured pressure drop was used to adjust the phenomenological
constants of the model: a, Dr, kL and b.

2.4.1 Tuning the Rheological Model Parameters
from Laboratory Coreflooding Data

Formation damage and filtration coefficients were assumed to remain constant for
the duration of the experiment. Therefore, these parameters would be independent
of fluid velocity and concentration of the retained particles. The drift delay factor
was assumed to vary, i.e. the alteration of rock surface during detachment/
mobilisation of particles affects drift velocity.

For stabilised permeability, according to Eq. (4), the permeability values kn fulfil
the following relationship:

b rcr Un�1ð Þ½ �Dran ¼ kn�1

kn
� 1 ð28Þ

Pressure drops along the core, which define the permeabilities ki, were measured
during coreflood tests with varying fluid velocities Ui. The least-squares method
was used to tune the above experimental pressure drop data and obtained filtration
coefficient ks, the products bsDrcr(Un), n = 1, 2…, and the drift delay factors an for
different fluid velocities Un. The optimisation problem (Coleman and Li 1996) was
solved using the reflective trust region algorithm in Matlab (Mathworks 2016).
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The average core permeabilities (Fig. 3a,e) were used to calculate the impe-
dances in Fig. 11. For Berea sandstone, we assumed typical porosity of 0.2 and
typical concentration of kaolinite particles of 0.06 (Khilar and Fogler 1998). The
attached volumetric concentration is equal to ra0 = 0.06 � 0.8 = 0.048, which is
equivalent to rcr for U0 < U1 (see Eq. (9)). We calculated the formation damage
coefficient for the condition of total removal of all attached particles at the maxi-
mum fluid velocity, during the last fluid injection:

bs ¼
PN
n¼1

bsDranð Þ
ra0

ð29Þ

Substituting formation damage coefficient (29) into the products bsDran results
in the values of released concentrations Dran. The maximum retention concentra-
tions at different fluid velocities can be calculated as follows:

rcr Unð Þ ¼ ra0 �
XN
n¼1

Dran ð30Þ

2.4.2 Results

Table 2 and Fig. 11 show results for history matching of impedance for the two
coreflood tests by Ochi and Vernoux (1998). Tuning the model parameters resulted

Table 2 Tuned values of the
model parameters

Model parameter Test I Test II

a1 0.0020 0.0017

a2 0.0020 0.0015

a3 0.0020 0.0015

a4 0.0020 0.0014

a5 0.0020 –

a6 0.0008 –

a7 0.0008 –

Δra1 0.0017 0.0178

Δra2 0.0039 0.0087

Δra3 0.0045 0.0087

Δra4 0.0076 0.0066

Δra5 0.0114 –

Δra6 0.0114 –

Δra7 0.0076 –

kL 2.2869 3.2842

b 30.9328 22.327
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in monotonically decreasing dependency of the drift delay factor a = a(S) for
corefloods in cores I and II (Fig. 3d, h, respectively). The higher the strained
concentration, the higher the rock tortuosity, which decelerates particle drift. Also,
the higher the strained concentration, the smaller the mobilised particles, which
drifted at lower velocity.

The experimental data closely matched the model (R2 values of 0.99 and 0.98 for
cores I and II, respectively). Fixing the drift delay factor for the overall period of
fluid injection and then comparing the impedance data resulted in significantly
lower R2 values during adjustment of the proposed model. Using Eq. (30) to tune
the model for two cores yielded the maximum retention function shown in Fig. 14.
The increase in fluid velocity resulted in the increase in drag and lift forces, which
detached the kaolinite particles from the surface of the rock grains and reduced the
concentration of kaolinite particles remaining immobilised on the rock grain sur-
face. If a monolayer of poly-sized kaolinite particles is attached to the surface of
rock grains, mechanical equilibrium model (6) and (8) indicates that the obtained
rcr-curves would not be convex.

The proposed model can be used to calculate the size distribution of attached fine
particles Ra(rs) from the maximum retention function rcr(U): the minimum mobi-
lised size rscr(U) is determined from Eq. (6), and size distribution function Ra(rs)

Fig. 14 Maximum retention
curves rcr(U) obtained from
a test I and b test II

Fines Migration in Aquifers and Oilfields: Laboratory … 29



is calculated from Eq. (8) by regularised numerical differentiation (Coleman and
Li 1996).

Because the fluid velocity was changing stepwise during coreflood tests (seven
velocities for test I, and four velocities for test II), the calculated kaolinite particle
distributions are given in the form of a histogram (Fig. 15). As follows from
Fig. 3c, g, the minimum radius of detached particles decreases as fluid velocity
increases. This observation agrees with the shape of the velocity dependency of the
critical radius exhibited in Fig. 8.

Figure 16a, b compare the various forces acting on a particle at the critical
instant of its mobilisation. According to Fig. 15, the ranges of particle radii cover
the ranges of size distributions for particles attached to the surface of rock grains.
The drag force was two orders of magnitude smaller than the electrostatic force.
The drag force was significantly larger than the gravitational or lift force. Because
lever arm ratio l significantly exceeded one, the small drag torque exceeded the
torque developed by electrostatic force.

The maximum retention function can be parameterised by the critical particle
radius rcr(U) = rcr(rscr(U)). Considering the value rcr(rscr) as an accumulation
function of retained concentration for all particles with radius smaller than rscr
yields the corresponding histogram (Fig. 15), representing the concentration

Fig. 15 Size distributions of
movable fine particles on the
matrix surface: a test I and
b test II
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distribution of initial reservoir fines for various radii. Thus, the maximum retention
function, rcr, for various sized particles attached to the grain surface can be
explained: if particles attached to the grain surface cannot be mobilised by fluid
flowing with velocity U, then their radii are smaller than rscr(U) and their con-
centration is expressed as rcr(U). Increasing fluid velocity U results in the decrease
of minimum radius of particles detached by flow with velocity U.

The calculated values of filtration and formation damage coefficients (Table 2)
fall within the common ranges of these coefficients reported by Pang and Sharma
(1997). The orders of magnitude of drift delay factor, which vary between 10−3 and
10−4 in the present work, are the same as those reported by Oliveira et al. (2014).

2.5 Summary and Discussion

According to mathematical model (1), (3) and (5), which accounts for the maximum
retention function for detachment and migration of particles at velocity equal to
carrier fluid velocity, rock permeability should stabilise after 1 PVI. However, the
experimental data showed that the permeability stabilisation periods are signifi-
cantly greater than 1 PVI. Such behaviour can be explained only if a mobilised

Fig. 16 Forces exerting on
the attached particles: a test I
and b test II
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particle moves significantly slower than the flowing fluid. This behaviour could be
described by a two-speed particle-transport model (Yuan and Shapiro 2011a, b;
Bradford et al. 2012).

The model contains six constants of mass exchange between particles moving
slow and fast, detachment coefficient and filtration coefficient for fast particles,
corresponding coefficients for slow particles and velocity of slow particles. The
model tuning for the experimental breakthrough curves is not unique. Complete
characterisation of the two-speed model would require complex experiments in
which pressure drops along a core and along the particle breakthrough curve are
measured and the retained particle concentrations are calculated. Yet, most core-
flood studies have reported data for pressure drop along the core only. For this
reason, the present study considers a rapid exchange between populations of par-
ticles migrating with fast and slow velocities along each rock pore, yielding a
unique particle drift velocity. Also, this exchange is assumed to occur significantly
faster than the capture of particles by the rock after a free run in numerous pores,
resulting in equal concentrations of particles moving with fast and slow velocities.
The above assumptions translate to a single-velocity model (You et al. 2015, 2016).

Proposed model (15)–(18) is applied to the data treatment of laboratory tests.
The modelling results show that the migrating particles move significantly slower
than the carrier fluid. Hence, there is a delay in the permeability stabilisation due to
fines migration. The delay time is 500–1250 PVI, which corresponds to the drift
delay factor an varying within 0.0008–0.002.

Migrating particles can be divided into two groups according to the velocity.
One group of particles travel with the same velocity as the carrier fluid; while the
other group drifts along the grain surfaces with significantly lower velocity (slow
particles). The percentage of slow particles depends on particle-size distribution,
velocity of the carrier fluid and electrostatic forces between the particles and grains
(both magnitude of the electrical forces and whether they are repulsive or attrac-
tive). The slow particles can slide or roll on the grain surfaces, or temporarily move
away from grain surface to the bulk of the fluid, before colliding with grain surface
asperities again (Li et al. 2006; Yuan and Shapiro 2011b; Sefrioui et al. 2013).

The largest size of particles that can stay attached to the grain surface at each
velocity can be calculated using torque balance Eq. (6), i.e. there exists a critical
particle radius for each velocity such that all particles with larger radii will be
mobilised by the carrier fluid: rscr = rscr(U) (see Fig. 6).

The maximum retention function, rcr(U), can be defined for a monolayer of
attached particles as the concentration of attached particles with r < rscr. The
minimum size of mobilised particles as a function of fluid velocity follows from
torque balance given by Eq. (6). It allows calculation of rcr using size distribution
of the particles that can be mobilised at each fluid velocity. The function rcr
depends on particle-rock electrostatic constants, Young’s moduli, Poisson’s ratio
and size distribution of the attached particles.

Maximum retention is a monotonically decreasing function of mean particle size
(Fig. 9a). The higher the variance coefficient of particle-size distribution, the lower
the rcr at low fluid velocities, and the higher the rcr at high velocities (Fig. 9b).
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The rcr curve for a monolayer of multi-sized particles has a convex shape at low
fluid velocities and a concave shape at high velocities (Fig. 9c). However, for a
multilayer attachment of mono-sized particles, that curve has a convex shape for all
velocities.

For 1-D (one-dimensional) suspension flow with piecewise increase of the fluid
velocity, the exact analytical solution can be obtained. The process includes particle
migration and subsequent capture (straining) at the pore throats. Changing the fluid
velocity creates a particle concentration front that starts moving from the core inlet.
The concentration front coincides with the trajectory of the drifting particles and
separates the particle-free region (behind the front) from particle-migration region
(ahead of the front). The concentration profiles of the suspended and strained
particles are uniform ahead of the front.

The drift delay factor an is a function of the particle size and the geometry of the
porous media, which undergoes a continuous change during straining of migrating
particles at the pore throats. Small particles move along the grain surface more
slowly than do large particles. Hence, the drift delay factor is smaller for small
particles than for large particles. Because larger particles are detached at lower fluid
velocities, the size of the released particles decreases during the coreflood test with
piecewise increase of fluid velocity. This explains the decrease in drift delay factor
during the experiment (Fig. 3d, h). Hence, the introduction of a phenomenological
function of the form an = an(rs,rs) can further improve the proposed model for
colloidal-suspension transport in porous media with instant particle release and
slow drift (Eqs. 15–18).

The proposed mathematical model has been found to yield pressure data that
closely approximate those from coreflood tests with piecewise increase of velocity.
To completely validate the model for where velocity of the migrating particles
differs significantly from that of the carrier fluid, parameters such as particle
retention profiles, breakthrough concentration of particles and size distribution of
produced particles should also be measured. Then, these measured data would be
compared against the analytical solutions presented in Table 1. Such a test with
measurement of all required parameters is not available in the literature.

3 Fines Detachment and Migration at Low Salinity

Salinity alteration affects the electrostatic forces between fines and the rock surface,
thereby influencing fines detachment. Decreasing salinity of the flowing brine
increases the repulsive component of the electrical forces (double-layer electrical
force). This weakens the total attraction between the attached fines and rock surface,
which may cause fines to be mobilised by the viscous forces from flowing brine
(Eq. 6). The detached fine particles migrate with the carrier fluid and plug pore
throats smaller than they are, leading to a significant permeability reduction.

Section 3.1 describes the methodology and experimental setup for coreflood
tests with piecewise salinity decrease. Section 3.2 presents the experimental results.
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Section 3.3 derives a mathematical model for fines detachment and migration in
porous media, accounting for slow fines migration and delayed fines release during
salinity alteration. Section 3.4 compares the experimental data and the mathemat-
ical model’s prediction.

3.1 Laboratory Study

This section presents the experimental setup, properties of the core and fluids, and
the experimental methodology.

3.1.1 Experimental Setup

A special experimental setup was developed to conduct colloidal-suspension flow
tests in natural reservoir rocks. The core permeability and produced fines concen-
tration were measured. In addition, an extra pressure measurement was taken at the
midpoint of the core, which complements the routine core inlet and outlet pressure
measurements. The schematic drawing and the photograph of the apparatus are
shown in Figs. 17 and 18, respectively. The system consisted of a Hassler type core
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Fig. 17 Schematic of laboratory setup for fines migration in porous media: (1) core plug.
(2) Viton sleeve. (3) Core holder. (4) Pressure generator. (5, 9, 14, 15, 16) Manual valves. (6, 10,
11, 17) Pressure transmitters. (7) Suspension. (8) HPLC pump. (12) Back-pressure regulator.
(13) Differential pressure transmitter. (18) Data acquisition module. (19) Signal converter.
(20) Computer. (21) Beakers. (22) PAMAS particle computer/sizer
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holder, a high-pressure liquid chromatography pump (HPLC) and a dome
back-pressure regulator to maintain a constant pressure at the core outlet. Three
Yokogawa pressure transmitters were used to record the pressure data at the core
inlet, outlet and the intermediate point, and a fraction collector was used to collect
samples of the produced fluid. The overall volumetric concentration of solid par-
ticles at the effluent was measured using a PAMAS SVSS particle counter with a
particle-size range of 1–200 µm. Prior to the tests, the concentration of solid par-
ticles in the solution was measured and used as the background particle concen-
tration in the calculations.

3.1.2 Materials

A sandstone core plug was used to perform a coreflood test with piecewise salinity
decrease. The core was taken from the Birkhead Formation (Eromanga Basin,
Australia) and had a permeability of 34.64 mD. A water-cooled diamond saw was
used to fashion several core plugs, each having a diameter of 37.82 mm and a
length of 49.21 mm. These were subsequently dried for 24 h.

Fig. 18 Photo of laboratory setup for fines migration in porous media
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The XRD test showed that the core sample contains a considerable amount of
movable clay, including 9.2 w/w% of kaolinite and 18.6 w/w% of illite (see
Table 3 for the full mineral composition).

The ionic composition of the formation fluid (FF) is listed in Table 4a (supplied
by Amdel Laboratories, Adelaide, Australia). The ionic composition was expressed
as salt concentration in order to prepare an artificial formation fluid (AFF) with
similar ionic strength (0.23 mol/L) to the formation water (Table 4b). The AFF was
prepared by dissolving the calculated salt concentrations in deionized ultrapure
water (Millipore Corporation, USA; later in the text it is called the DI water). NaCl
was then added to the AFF, in order to increase the ionic strength of the solution to
0.6 mol/L, equivalent to the ionic strength of the completion fluid. The composition
of high-salinity AFF is listed in Table 4b (AFF (NaCL)). In order to decrease
salinity of the injected fluid during the experiment, the AFF was diluted using DI
water to obtain the desired ionic strength for each injection step (maintaining the
salinity 0.6, 0.4, 0.2, 0.1, 0.05, 0.025, 0.01, 0.005, 0.001 mol/L).

3.2 Methodology

Prior to the experiment, the air was displaced from the core by saturating the core
sample with 0.6 M AFF under a high vacuum. Then, the core plug was installed
inside the core holder, and the overburden pressure was gradually increased to 1000
psi and maintained during the experiment. Afterwards, the 0.6 M AFF was injected
into the core sample with a constant volumetric flow rate of 1.0 mL/min (superficial
velocity: 1.483 � 10−5 m/s). The pressure drop was recorded at three points: inlet,
outlet and the intermediate point. The intermediate pressure point was placed
25.10 mm from the core inlet.

Fluid injection continued until permeability stabilisation was achieved with
uncertainty of 3.2% or less (Badalyan et al. 2012). The test then proceeded by
stepwise decreasing the ionic strength of injected brine in nine consecutive
steps: 0.4, 0.2, 0.1, 0.05, 0.025, 0.01, 0.005, 0.001 mol/L and DI water.

Table 3 Mineralogical
composition of the rock

Mineral A1 core % (w/w)

Quartz 59.9

K-feldspar 2.3

Plagioclase 1.0

Kaolinite 9.2

Illite/mica 18.6

Illite/smectite 2.0

Chlorite 5.1

Siderite 1.9

Total 100.00
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Permeability stabilisation was achieved at each step. The produced fluid was
sampled using an automatic fraction collector. The sampling size was 0.17 PV at
the beginning and then increased to 0.86 PV after 2 PVI.

The overall solid particle concentration in the produced samples was measured
using a PAMAS particle counter, which uses laser scattering in a flow-through cell
to measure the number and size distribution of the solid particles (from 0.5 to
5.0 µm) in the suspension, assuming spherical particles. Multiplying the size dis-
tribution function by the sphere volume and integrating with respect to radius yields
the overall volumetric particle concentration. The electrolytic conductivity of the
produced samples was also measured, to calculate breakthrough ionic strength.

Table 4 a Ionic
compositions for formation
fluid (FF), and b ionic
compositions for artificial
formation fluid (AFF)

(a)

Parameter or ion Unit FF

Electrical conductivity µS/cm 24,000

pH N/A 7.6

Total dissolved solids (TDS) mg/L 15,000

Ionic strength mol/L 0.231

Chloride mg/L 7,300

Sulphate as SO2�
4 mg/L 350

Bicarbonate as HCO�
3 mg/L 450

Calcium mg/L 260

Magnesium mg/L 18

Sodium mg/L 1,600

Potassium mg/L 5,400

(b)

Parameter or ion Units AFF AFF (NaCl)

Electrical conductivity µS/cm 25,257 49,200

pH N/A 7.9 8.1

Total dissolved solids
(TDS)

mg/L 15,275 36,851

Ionic strength mol/L 0.230 0.601

NaCl mg/L 3,118 24,693

MgCl2 mg/L 70.5 70.5

Na2SO4 mg/L 517.5 517.5

CaCl2 mg/L 720.0 720.0

NaHCO3 mg/L 553.4 553.4

KCl mg/L 10,296 10,296
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3.3 Experimental Results

The initial core permeability and porosity were 34.64 mD and 0.13, respectively.
This allowed calculation of mean pore radius (rp = 6.62 µm, r2p ¼ k=ð4:48/2Þ)
(Katz and Thompson 1986). The analysis of effluent samples shows that the mean
size of produced particles was 1.47 µm. The so-called 1/7–1/3 rule of filtration was
introduced by Van Oort et al. (1993). They suggested that particles larger than 1/3
of the pore size cannot enter the porous media and form an external filter cake, but
that particles smaller than 1/7 of the pore size can travel through porous media
without being captured. Particles between 1/3 and 1/7 of the pore size can enter the
porous media; however, they can be retained at the pore throats, which impairs
permeability. In the current experiment, the particle-to-pore size ratio (jamming
ratio) was 0.22 (between 1/3 and 1/7), implying that particles can be captured at
pore throats after being released by reduction of fluid salinity. This explains the
observed impedance growth (Fig. 19a) during reduction of injection fluid salinity
(ionic strength).

If all mobilised particles were released instantly and moved at the same velocity
as the carrier fluid, permeability would be expected to stabilise in 1 PVI after each
salinity alteration. However, the measured pressure data show that permeability
stabilisation takes much longer (Fig. 19a). This delay in permeability stabilisation
could be attributed to delay in particle detachment after salinity alteration or to the
slow migration of released particles drifting along the rock surface (Yuan and
Shapiro 2011a; You et al. 2015).

Figure 20 shows the cumulative produced particles and effluent ionic strength.
The salinity and produced particle fronts coincide after each salinity alteration. The
salinity alteration is accompanied by fine particle production and permeability
reduction. This confirms that the fines mobilisation during salinity alteration is the
mechanism for the permeability impairment. Similar to permeability behaviour, the
fines were produced for a much longer period than 1 PVI.

3.4 Analytical Model for Slow Fines Migration
and Delayed Particle Release

The impedance (reciprocal of permeability) growth curve presented in Fig. 19a
indicates that after each salinity alteration, permeability stabilisation was achieved
in tens to hundreds of PVI rather than the expected 1 PVI. As mentioned previ-
ously, one possible mechanism for the slow permeability stabilisation is the delay in
particle detachment after salinity alternation. This phenomenon can be explained by
electrokinetic ion-transport theory (Nernst–Planck model). It describes the diffusion
of ions between the bulk fluid and the particle–grain area (Mahani et al. 2015a, b,
2016), which is not considered in slow-migration model (15)–(18). In this section,
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the slow-migration model is modified to account for both slow fines migration and
delayed particle release.

Introducing a delay s into the maximum retention function results in an
expression for delayed fines detachment: ra(x, t + s) = rcr(c(x,t)), where c(x, t) is
the fluid salinity at time t. Retaining the first two terms of Taylor’s expansion for a
small value of s results in

s
@ra
@t

¼ rcr c1ð Þ � ra ð31Þ

The equation for maximum retention function (13) can now be replaced by
kinetic Eq. (31). The system of three Eqs. (11), (12) and (31) describes suspension
transport in porous media and accounts for delayed release of the reservoir fines
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Fig. 19 Matching the coreflood data by the slow-particle model: a impedance growth along the
whole core and the first core section. b Accumulated fine particle production
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Fig. 20 Variation in effluent ionic strength and cumulative produced particle volume versus PVI
during injection of water with piecewise-constant decreasing salinity: a for salinities 0.4, 0.2 and
0.1 M; b for salinities 0.05, 0.025 and 0.01 M; and c for salinities 0.005, 0.001 M and MilliQ
water
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during salinity reduction. This system can be solved for the unknown values c, ra
and rs.

Replacing ra0 with released particles concentration Drcr in dimensionless group
(14) yields a dimensionless system of equations for suspension transport in porous
media that accounts for delayed release of reservoir fines:

@ Cþ Ss þ Sað Þ
@T

þ a
@C
@X

¼ 0 ð32Þ

e
@Sa
@T

¼ Scr c1ð Þ � Sa ð33Þ

@Ss
@T

¼ aKC ð34Þ

where the delay factor e is defined as e ¼ Us=/L.
Because it takes significantly longer than 1 PVI for the mobilised particles to

reach the core outlet (1/a � 1), i.e. a 
 1, the initial and boundary conditions for
injection of particle-free fluid with salinity c1 are

C X; 0ð Þ ¼ 0; c X; 0ð Þ ¼ c1; Ss X; 0ð Þ ¼ 0;

Sa X; 0ð Þ ¼ Sa0 ¼ ra0
Dra

C 0; Tð Þ ¼ 0; c 0; Tð Þ ¼ c1

ð35Þ

where c0 and c1 are initial and injected salinities, respectively. The initial con-
centration of attached particles is ra0 = rcr(c0) for c0 > c1.

The solution to linear ordinary differential Eq. (33) with initial condition (35) is

Sa ¼ Sacr c1ð Þ � Sacr c1ð Þ � Sa0½ � exp � T
e


 �
ð36Þ

It yields the following equation for the detaching rate:

@Sa
@T

¼ 1
e
Sacr c1ð Þ � Sa0½ � exp � T

e


 �
ð37Þ

Substituting the equations for straining rate (34) and detaching rate (37) into
overall particle balance equation (32) results in the following equation for sus-
pended concentration:

@C
@T

þ a
@C
@X

¼ �aKCþ 1
e
Sa0 � Sacr c1ð Þ½ � exp � T

e


 �
ð38Þ
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Introduction of the following constants:

y ¼ 1
e
Sa0 � Sacr c1ð Þ½ �; b ¼ 1=e ð39Þ

simplifies Eq. (38) as

@C
@T

þ a
@C
@X

¼ �aKCþ y exp �bTð Þ ð40Þ

Ahead of the front of the mobilised fines (T � X/a), the characteristic form of
the linear hyperbolic Eq. (40) is

dx
dT

¼ a ð41Þ

dC
dT

¼ �aKCþ y exp �bTð Þ; CðX; 0Þ ¼ 0 ð42Þ

If aK 6¼ b, the solution to the linear ordinary differential Eq. (42) is

C Tð Þ ¼ y
aK� b

e�bT � e�aKT
� � ð43Þ

If aK = b, the solution to (42) is

C Tð Þ ¼ yTe�bT ð44Þ

Similar to fines migration due to abrupt velocity increase (row 3 in Table 1), the
initial uniform profile of the suspended particles moves with an equal capture
probability for all the suspended particles. Thus, the profile of the suspended par-
ticles remains uniform, and the suspended concentration is time-dependent only.

Behind the front of mobilised fines (T > X/a), the characteristic form of Eq. (38)
with a zero boundary condition is

dT
dX

¼ 1
a
; T 0ð Þ ¼ g ð45Þ

dC
dX

¼ �KCþ y
a
e�bT ; C 0ð Þ ¼ 0 ð46Þ

If aK 6¼ b, the solution to the linear ordinary differential Eq. (46) is

CðXÞ ¼ m
K� b

a

e�
b
aX � e�KX

� �
; m ¼ y

a
e �bgð Þ ð47Þ
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Substituting the constant η along the characteristic line

g ¼ T � X
a

ð48Þ

into solution (48) yields the following expression for the suspended concentration
behind the front:

CðX; TÞ ¼ y
aK� b

e�bT 1� e
b
a�Kð ÞX� �

ð49Þ

If aK = b, the solution to Eq. (46) is

CðXÞ ¼ mXe�KX ð50Þ

Substituting the constant η along the characteristic line (48) into solution (50)
yields the following expression for the suspended concentration behind the front:

CðX; TÞ ¼ y
a
e�bTXe

b
a�Kð ÞX ð51Þ

Formulae for strained concentration Ss are obtained by substituting suspended
concentration from Eqs. (43), (44), (49) and (51) into the equation for straining rate
(34) and then integrating with respect to T. This solution is listed in Table 5 for
aK 6¼ b and in Table 6 for aK = b. The profiles of suspended and strained con-
centrations are shown in Fig. 21.

3.5 Treatment of Experimental Data

The result of the coreflood test with piecewise salinity decrease (presented in
Sect. 3.1) is modelled in this section. The three models that have been presented in
previous sections are applied to the experimental data treatment: the slow-particle
migration model (Table 1), the delayed-particle-release model (Tables 5 and 6 with
a = 1), and the general model that accounts for both effects (Tables 5 and 6). The
pressure drop along the core (whole core) and between inlet and midpoint
(half-core), and the accumulated produced fines are matched separately by all three
models. The reflective trust region algorithm (Coleman and Li 1996) is applied for
optimisation using Matlab (Mathworks 2016).

Figure 19 presents the treatment of impedance and cumulative produced fines
data using the slow-particle migration model. The coefficient of determination R2 is
0.9902. The model tuning parameters are formation damage coefficient b, filtration
coefficient k, released concentration Dr, delay factor e, and drift delay factor a. The
pore space geometry and values of the tuning parameters change during coreflood,
as a result of pore throat plugging by mobilised fines. Hence, the tuning parameters
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vary with change in injected fluid salinity, which causes fines mobilisation and
permeability impairment. Table 7 and Fig. 22 show the values of the tuning
parameters at each salinity.

The drift delay factor a decreases as salinity decreases (Fig. 22a). This can be
attributed to the decreasing size of released particles during the salinity decrease.

Table 6 Analytical model for fines mobilisation, migration and suspension (aK ¼ b)

Term Notation Zones Expression

Suspended concentration CðX;TÞ T �X=a yTe�bT

T [X=a y
a e

�bTX

Strained concentration SsðX; TÞ T �X=a �ye�bTT þ y
b 1� e�bT
� �

T [X=a y
b 1� e�bXa
� �

� y
aXe

�bT

Permeability kðtDÞ k0 1þ b/
x

Rx
0 Ss xD; tDð ÞdxD

� ��1

Fig. 21 Analytical
slow-fines delay-release
model: a trajectory of fronts
and characteristic lines in (X,
T) plane. b Suspended
concentration profiles at three
instants. c Strained
concentration profiles at three
instants
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Smaller particles are subject to lower drag force and therefore move at lower
velocity. Also, the rock tortuosity increases due to straining, so that the fines move
at lower velocity. Regarding formation damage coefficient b, there are two com-
peting factors during the salinity decrease. The first is permeability, which inversely
affects the formation damage coefficient. The other is particle size, with which the
formation damage coefficient varies. The retained-concentration dependency for the
formation damage coefficient, shown in Fig. 22b, is attributed to particle size’s

Table 7 Fitted parameters for the slow-particle model

Salinity (M) b Δr a k e

0.6 32,803 3.17E−06 0.0138 12.06 0

0.4 93,310 4.35E−07 0.0439 17.78 0

0.2 916,406 3.72E−07 0.0628 1.14 0

0.1 89,189 4.63E−06 0.0094 8.28 0

0.05 100,070 1.04E−06 0.0500 9.99 0

0.025 41,985 1.30E−05 0.0128 2.81 0

0.01 99,875 2.15E−05 0.0019 15.78 0

0.005 2,928 6.27E−05 0.0010 99.87 0

0.001 4,451 8.87E−05 0.0030 84.44 0

0 8,879 2.10E−04 0.0022 69.37 0

Fig. 22 Tuned values of the slow-particle model parameters: a drift delay factor, b formation
damage coefficient, c filtration coefficient and d maximum retention function
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dominating the permeability effect. The filtration coefficient for straining, k,
increases with rock tortuosity increase during salinity reduction (Fig. 22c). Yet, it
should decrease due to decrease in released particle size. Figure 22d presents the
salinity dependency of the maximum retention function, which exhibits a typical
form (Bedrikovetsky et al. 2012a, b; Zeinijahromi et al. 2012a, b).

The results of comparison with the delayed-particle-release model are presented
in Fig. 23a for impedance, and in Fig. 23b for accumulated particle concentration.
Table 8 shows the tuning parameter values. The values of tuned parameters b, k, e
and Dr versus the salinity injected are also presented in Fig. 24a–d, respectively.
The coefficient of determination is equal to R2 = 0.9874 and is slightly lower than
that for the slow-particle model.

Figure 24a shows that formation damage coefficient b increases as salinity
declines, which contradicts the above conclusion for the slow-particle model. We
attribute this to the dominant role of permeability decline on the formation damage
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Fig. 23 Matching the coreflood data by the delayed-particle-release model: a impedance growth
along the whole core and the first core section; b accumulated fine particle production
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coefficient: the lower the permeability, the higher the formation damage. Yet, this
explanation contradicts the observation made above for the slow-particle model,
where the formation damage coefficient decreases with the deposit increase.

The filtration coefficient k decreases during salinity reduction (Fig. 24b), which
also contradicts the above observation for the slow-particle model. We attribute this
to the blocking filtration function, where k is proportional to the vacancy con-
centration: the filtration function approaches zero as the number of pores smaller
than particles approaches zero. Also, the released particle size decreases during

Table 8 Fitted parameters for the delayed-particle-release model

Salinity (M) b Δr a k e

0.6 12,876 1.07E−05 1.0000 31.40 8

0.4 99,876 6.09E−07 1.0000 21.07 4

0.2 99,976 5.86E−05 1.0000 13.27 338

0.1 99,973 3.97E−06 1.0000 6.65 11

0.05 199,985 5.60E−07 1.0000 6.65 1

0.025 99,990 3.56E−05 1.0000 2.23 84

0.01 1,100,000 3.51E−06 1.0000 2.23 33

0.005 100,000 1.77E−06 1.0000 2.23 5

0.001 200,000 6.02E−06 1.0000 2.23 2

0 900,000 5.14E−06 1.0000 2.34 6

Fig. 24 Tuned values of the delayed-particle-release model parameters for 10 different-salinity
stages: a formation damage coefficient, b filtration coefficient, c delay factor and d concentration
of detached fines
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salinity decrease, so the probability of particle straining declines, which is another
explanation why the filtration coefficient declines during the injection.

The delay factor e decreases with increase in strained concentration (Fig. 24c),
which we attribute to more confined porous space and smaller diffusive path. Also,
the interstitial velocity increases during straining, resulting in higher effective
(Taylor’s) diffusion in each pore and yielding the delay decline.

The maximum retention function (Fig. 24d) is unlike the usual release of fine
particles at very low salinity, which is close to freshwater. The effect of fines release
decrease during salinity decrease might be explained by low concentration of small
particles on the rock surface. This hypothesis could be tested by measuring
particle-size distributions in the breakthrough fluid.

Mahani (2015a, b) measured the delay period, which is 10–20 times longer than
that expected by diffusion alone and is explained by slow electrokinetic Nernst–
Planck ion-diffusion in the field of electrostatic DLVO forces. The delay time ts
varies from 10,800 to 363,600 s, which corresponds to dimensionless time (e = Uts/
/L) varying from 15.49 to 521.62 PVI for conditions of the test presented in
Sect. 3.1 (/ = 0.13, U = 1.48 � 10−5 m/s). These values have the same order of
magnitude as those obtained by tuning the parameter e from laboratory tests and are
presented in Tables 8 and 9.

Figure 25a presents the results of impedance matching by the general model that
accounts for both phenomena of slow-particle migration and delayed particle
release. Figure 25b presents the results for accumulated particle concentration.
Table 9 shows the tuning parameter values. The coefficient of determination is
equal to R2 = 0.9899. The modelling data are in close agreement with the labora-
tory results, with deviation observed only for freshwater injection. The strained
concentration dependencies for a, b, k and Dr (Fig. 26a–c, e, respectively) follow
the same tendencies as those exhibited by the slow-particle model. The delay factor
e (Fig. 26d) has the same form as that for the delay-detachment model. Thus, the
tendencies for tuned values as obtained by the general model agree with the results
of both particular models.

Table 9 Fitted parameters for the slow-particle delayed-release model

Salinity b Δr a k e

0.6 M 99,998 1.14E−06 0.4835 5.14 3.99

0.4 M 99,998 8.06E−07 0.2682 10.00 4.59

0.2 M 64,851 8.21E−06 0.0503 14.85 23.64

0.1 M 80,078 4.63E−06 0.0103 8.54 0.91

0.05 M 11,084 9.38E−06 0.0055 101.73 0.01

0.025 M 2,370 8.02E−05 0.0067 52.28 2.94

0.01 M 208,613 9.90E−06 0.0043 7.30 0.63

0.005 M 9,963 2.91E−05 0.0033 50.65 0.17

0.001 M 10,070 5.44E−05 0.0014 29.74 0.17

0 M 30,211 6.52E−05 0.0084 29.74 0.17
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3.6 Summary and Discussion

The laboratory study of fines migration due to decreasing brine salinity provided
three measurement histories during each injection step with constant salinity:
impedance across the half-core, impedance across the whole core and the outlet
concentration of fine particles. Each pressure curve and each concentration curve
has at least two degrees of freedom. Thus, the three measured curves have six
degrees of freedom for constant-salinity periods.

The slow-particle migration model has four independent coefficients; therefore, a
six-dimensional dataset was compared to the model with four tuned coefficients,
and the latter was found to be highly accurate. We explained the strained saturation
dependencies of the tuned parameters by the well-known dependencies for for-
mation damage parameters of particle and pore sizes. Under the conditions where
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Fig. 25 Matching the coreflood data by the slow-particle delayed-release model: a impedance
growth along the whole core and the first core section. b Accumulated fine particle production
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the degree of freedom for the experimental data are higher than the number of tuned
constants, close agreement between the experimental data and the model allows
concluding the validity of the slow-particle migration model. The delay-release
model has five independent coefficients. This is higher than that for the
slow-particle migration model, but still lower than the six degrees of freedom of
the laboratory dataset. The agreement coefficient is also very high between the
laboratory data and the model-predicted data. The obtained delay periods have the
same order of magnitude as do those observed in laboratory tests by Mahani et al.
(2015a, b). However, the model does not exhibit a common form of the maximum
retention function after the laboratory-data adjustment.

Thus, the advantages of the slow-particle model over the delay-release model are
the smaller number of tuned parameters and common form of the revealed maxi-
mum retention function.

Fig. 26 Tuned values of the slow-particle delayed-release model parameters for 10
different-salinity stages: a drift delay factor, b formation damage coefficient, c filtration coefficient,
d delay factor and e concentration of detached fines
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The general model has five independent coefficients, which is lower than the six
degrees of freedom of the laboratory dataset. The agreement coefficient is also very
high. The obtained delay periods have the same order of magnitude as do those
observed in laboratory tests. The model exhibits a common form of the maximum
retention function.

The slow-fines-migration model with four free parameters already exhibits very
close agreement with laboratory data. Adding the delay factor into the slow-fines
model does not change its accuracy.

The proposed interpretation of the model-parameter variations with the salinity
decrease includes several competitive factors. It is impossible to declare a priori
which factor dominates. Therefore, the proposed explanations must be verified by
micro-scale modelling.

4 Fines Detachment and Migration at High Temperature

This section discusses the temperature dependency of fine particle detachment and
migration in geothermal reservoirs (Rosenbrand et al. 2015).

As previously discussed, the DLVO theory is used for calculating the electro-
static forces. Because the electrostatic forces are temperature-dependent, fines
mobilisation is also a function of temperature. The temperature-dependent param-
eters of the DLVO forces are listed in Table 10.

Figure 27 presents the effect of temperature on critical particle size according to
Eq. (6). Because electrical attraction decreases with temperature increase, particles
can be mobilised at a lower velocity if the temperature is increased (illustrated by
the curve for 25 °C being above the curve for 80 °C).

Table 10 Temperature effects on the parameters in DLVO interaction energy model

Parameter Temperature effect Reference

k N/A Gregory (1981)

e1 Table 11 Leluk et al. (2010)

e2 Negligible if T < 170 °C (Fig. 1 in Ref.) Stuart (1955)

e3 Table 12 Marshall (2008)

n1 N/A Egan and Hilgeman (1979)

n2 Interpolation from Fig. 1 in Ref. Leviton and Frey (2006)

n3 Equation (8) in Ref. Aly and Esmail (1993)

fs Equation (9) in Ref. Schembre and Kovscek (2005)

fpm Equation (9) in Ref. Schembre and Kovscek (2005)

rc N/A Elimelech et al. (2013)
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4.1 Experimental Results and Model Prediction

The experimental study was undertaken to help analyse formation damage due to
fines migration in the Salamander-1 geothermal well (Pretty Hill Formation, Otway
Basin, South Australia). However, there is no core from the Salamander-1 well, and
only drilling cuttings are available. Thus, a core with analogous mineral charac-
teristics from the same formation and basin (Ladbroke Grove-1 well) was used for
this study. This core was taken from depth 2557.12 m and has porosity of 17.2%.
The core is 6.33 cm long and has a diameter of 3.92 cm.

In order to characterise the mineralogy of fines present in the core sample, the
produced fines were collected by filtering the effluent fluid through a 0.45 lm
Nylon filter. The collected volume of produced fines was insufficient for performing
an XRD analysis. Thus, SEM-EDX analyses were performed on the produced fines,
the results of which are shown in Fig. 28. The plate-like ‘booklets’ on the SEM
image show the typical characteristic of kaolinite fines (Fig. 28a). The ‘peak height
ratio’ (ratio of relative molar proportions) for Al and Si are shown in the EDX
spectrum (Fig. 28b). The similar ratios between Al and Si indicate that the observed
booklets on the SEM image are kaolinite, where the compound Al2(Si2O5)(OH)4 is
typical.

A coreflood test with piecewise salinity (ionic strength) decrease was performed
using the Ladbroke Grove-1 core, using the methodology given in Sect. 3.

Figure 29a presents the normalised permeability of the core for each salinity
versus time (black circles). Figure 29b shows that reduction in injection fluid
salinity resulted in decrease of the core permeability and production of fine parti-
cles. As expected, the graph shows a similar trend as those presented in Figs. 20, 23
and 25. The core permeability drops instantly after each salinity reduction, implying
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that a significant fraction of attached fine particles are mobilised when salinity is
reduced. The mobilised particles then plug pore throats gradually.

The analytical model presented in Sect. 2.3 (rows 12 and 13 in Table 1) was
used to treat the experimental data from the Ladbroke Grove-1 core. A typical
log-normal distribution of particle sizes is assumed.

Because quartz and kaolinite are the most abundant minerals in the studied
sandstone core, the following DLVO parameters were used in the calculations:
refractive index of kaolinite n1 = 1.502 (Egan and Hilgeman 1979), refractive index
of quartz n2 and brine n3 as functions of temperature (Leviton and Frey 2006; Aly
and Esmail 1993), dielectric constant of quartz e2 ¼ 4:65 (Stuart 1955), dielectric
constant of kaolinite e1 ¼ 6:65 at T ¼ 25 �C and e1 ¼ 6:35 at 80 °C (Leluk et al.
2010; see Table 10), and dielectric constant of brine e3 (Leluk et al. 2010; see
Table 11). The zeta potentials for fines and grains were calculated using the corre-
lation presented by Schembre and Kovscek (2005), and the water viscosity as a
function of temperature was calculated using l Tð Þ ¼ 2:414� 10�5 � 10247:8= T�140ð Þ

(Al-Shemmeri 2012).
No available data were found for temperature dependency of the characteristic

wavelength of interaction k, refractive index of clay n1, or collision diameter rc.
Therefore, it was assumed that the parameters mentioned above are constant with
temperature (Schembre and Kovscek 2005; Schembre et al. 2006; Lagasca and
Kovscek 2014). These constant values were taken from Egan and Hilgeman (1979)
and Elimelech et al. (2013).

The model tuning parameters are as follows: filtration coefficient k, formation
damage coefficient b, drift delay factor a, variance coefficient for particle-size
distribution Cv, and mean particle size 〈rs〉. As discussed previously, the sizes of
particles that are mobilised depend on the injected fluid velocity and ionic strength
(salinity). The DLVO calculation showed that particles with smaller sizes can be
mobilised during the reduction of injected fluid salinity (Fig. 27). We assume that
particles of only one size can be mobilised during each salinity step. This allows the
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Fig. 28 SEM-EDX results for the core sample (Ladbroke Grove-1 well): a SEM image and
b EDX spectra for kaolinite
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Table 11 Dielectric constant
of kaolinite e1 [interpolated
from data in Leluk et al.
(2010)]

T (°C) e1
25 6.65

80 6.35

130 6.11

180 5.89
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following parameters to remain unchanged during each salinity step: filtration
coefficient, formation damage coefficient and drift delay factor.

A least-square goal function was used to tune the analytical model. The min-
imisation of the difference between model prediction and the experimental data was
carried out using the Levenberg–Marquardt minimisation algorithm (Matlab 2016).
The obtained values of the tuning parameters are presented in Table 12. Figure 29
presents the results of modelling for permeability and effluent concentration. It
shows high agreement between modelling results and experimental data for both
core permeability (R2 = 0.997) and produced particle concentration (R2 = 0.943).

We now calculate the number of degrees of freedom for the experimental dataset.
Assuming that pressure drop is exponential with time during each constant-salinity
injection, we obtain three degrees of freedom for each time interval in Fig. 29a. Yet,
the initial permeability for each time interval is equal to the final permeability from
the previous interval, which results in 2 � 4 = 8 degrees of freedom of the pressure
drop measurements. Four independent breakthrough particle concentrations, aver-
aged over the constant-salinity injection periods, add four degrees of freedom,
giving a total of 12. Table 13 shows 15 independent constants tuned from the
experimental data, which exceeds the number of degrees of freedom of the labo-
ratory dataset. There is close agreement between the experimental and modelling
data. We conclude that the model matches the laboratory results with high accuracy.

However, validating the proposed model would require significantly more lab-
oratory data. Such data could include online measurements of breakthrough particle
concentration against time. Another possibility is the three-point pressure mea-
surement discussed in Sect. 3. Pressure measurements in an intermediate core port
will double the number of degrees of freedom of the pressure drop information. It
would allow increasing the number of degrees of freedom for the experimental
dataset and validating the mathematical model.

The sensitivity analysis was performed using the following tuning parameters:
drift delay factor, formation damage coefficient and filtration coefficient.
Figure 29a, b presents the results of the sensitivity calculations. The blue curve in
Fig. 29a indicates that a-increase yields stabilisation-time decrease, because the
particles move faster. The light-blue curve indicates that lower probability of par-
ticle capture by thin pores translates to lower values of k, leading to higher values
for permeability stabilisation period. The green curve shows that smaller values of b
correspond to decrease in permeability damage with time. The only modelling
parameter that has a significant effect on breakthrough concentration of mobilised
particles is the filtration coefficient k, because it reflects the probability of mobilised
particle capture by thin pore throats (Fig. 29b). The light-blue curve in Fig. 29b
shows that the lower values of k correspond to higher breakthrough particle con-
centrations. The blue curve indicates that breakthrough particle concentration is
insensitive to drift delay factor. The green curve shows that the breakthrough
concentration is insensitive to b. The obtained values of k and b presented in
Table 13 along with the drift delay factor fall within their common intervals given
by Nabzar and Chauveteau (1996), Pang and Sharma (1997), and Civan (2010,
2014).
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The tuned data allow predicting the maximum retention function using Eq. (8).
Maximum retention functions for a monolayer of multi-sized particles versus fluid
velocity and fluid ionic strength are shown in Fig. 30a, b, respectively. Point I in
Fig. 30a corresponds to initial attached particle concentration. While fluid velocity
increases from 0 to UA under the ambient temperature, the state point moves along
the path I ! A without particle mobilisation. Increasing fluid velocity from UA to
UB (represented by migrating from point A to point B) leads to initiation of particle
mobilisation at critical fluid velocity U = UB. If fluid velocity further increases from
UB to UC, the state point moves down along the maximum retention curve from
point B to point C. Figure 30a, b depict the typical shape of the maximum retention
function with gradual decrease in fluid ionic strength corresponding to increase in
fluid velocity. This results in similarity between the critical ionic strength cB and the
critical fluid velocity UB. Miranda and Underdown (1993) reported that critical
velocity corresponds to the first-particle release when fluid velocity increases.
Khilar and Fogler (1998) reported that critical ionic strength corresponds to the
first-particle release when fluid ionic strength decreases. The maximum retention
function allows predicting the amount of the released fines as a result of altering the
critical parameters. The amount of mobilised particles during alteration of fluid
velocity or salinity is denoted as Δr in Fig. 30a, b.

Electrostatic attractive force decreases with increasing temperature, thereby
somewhat decreasing the maximum retention function. On the contrary, reduction
in water viscosity with temperature results in decrease in (detaching) lift and drag
forces, yielding an increase in the maximum retention function. These two com-
peting effects determine whether the maximum retention function increases or
decreases.

Table 13 Values of the
model tuning parameters in
the coreflood test

Parameter Value

rs, µm 1.80

Cv 0.66

r0 3.04e−4

a1 4.10e−3

a2 2.96e−3

a3 2.81e−3

a4 2.74e−3

b1 9,793

b2 7,631

b3 7,391

b4 7,158

kD1 67.14

kD2 53.79

kD3 51.11

kD4 50.13

58 Y. Yang et al.



Figure 30a, b show that the dominance of temperature influence on electrostatic
attaching forces leads to decrease in the maximum retention function and conse-
quent permeability decline with temperature rise. rcr-curves were calculated for the
following temperatures: room temperature (25 °C), 80, 100, and 129 °C (curves 1–
4, respectively, in Fig. 30a, b). Comparing these curves shows decline in the
maximum retention function with temperature increase. The geothermal well from
the Salamander-1 field is characterised by a moderate temperature of T = 129 °C
and ionic strength equivalent to 0.2 M NaCl. At these field conditions, according to
curve 4 (Fig. 30b), almost all fines were mobilised when the maximum retention
function has decreased to zero.

Fluid velocity alteration also affected particle mobilisation within a porous
medium. Figure 30c shows rcr-curves for the following fluid velocities: wellbore
velocity rw, 50 rw, and 100 rw (curves 1–3, respectively). A decrease in fluid
velocity yielded the maximum retention concentration increase, due to reduced
detaching drag force acting on the attached particles.
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c Ionic strength dependency at geothermal reservoir temperature and different velocities
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4.2 Using Sensitivity of Ionic Strength to Characterise Fines
Mobilisation

Torque balance equation (6) shows that the critical concentration of the attached
particle rcr is a function of drag and lift forces. These detaching forces highly
depend on the fluid velocity and viscosity. In a geothermal reservoir, both fluid
velocity and viscosity change with time and position.

Consider inflow performance in a geothermal production well. The production
rate per unit of the reservoir thickness is q ¼ 2prU rð Þ, where U(r) is fluid velocity
and r is radius of the drainage contour.

During production, the fluid velocity decreases significantly with radius (two or
more orders of magnitude) in the direction from the wellbore toward the drainage
contour. Therefore, the rheological dependence of rcr on temperature should be
studied in a wide range of fluid velocities. Having studied this relationship, one can
reliably estimate well fines migration and consequently the productivity index.

Experimental study of fines migration at very high velocities is limited by
injection pump capacity. However, coreflood tests can be performed at a wide range
of fluid ionic strength. Therefore, in the laboratory, it is more practical to perform
fines mobilisation tests by varying fluid ionic strength than by varying velocity
alteration. Torque balance Eq. (6) has solutions rcr ¼ rcr cð Þ and rcr ¼ rcr Uð Þ. This
allows the effect of fluid ionic strength on fines mobilisation (rcr ¼ rcr cð Þ) to be
translated into the effect of fluid velocity on fines mobilisation (rcr ¼ rcr Uð Þ, and
vice versa. From rcr c0ð Þ ¼ rcr U0ð Þ, the translation formula is

rcr U; c0ð Þ ¼ rcr U0; cð Þ ð52Þ

The methodology of this translation is described below for a monolayer of
multi-sized particles (see Eq. (8)). Performing a coreflood test at constant velocity
U0 with varying fluid ionic strength c yields critical concentration of attached
particles rcr U0; cð Þ. Equation (6) determines critical attached particle radius at each
salinity rscr U; cð Þ. The critical radius for varying velocity at a constant ionic
strength can be recalculated using Eq. (6): rscr U0; cð Þ ¼ rscr U; c0ð Þ. This allows
translating the experimentally obtained rcr U0; cð Þ into rcr U; c0ð Þ. Figure 30a, b
show such a translation. Curve 1 in Fig. 30a presents the critical particle concen-
tration at constant ionic strength rcr U; c0ð Þ that is equivalent to curve 1 in Fig. 30b,
the critical particle concentration at constant velocity rcr U0; cð Þ.

Figure 30b presents the maximum retention function (critical concentration of
the attached fine particles) that corresponds to the permeability decline curve pre-
sented in Fig. 29a. The cumulative produced particle concentration is presented in
Fig. 29b. Point I in Fig. 30b corresponds to the initial condition (injection
of high-salinity fluid c1). A negligible volume of fines was produced at this
salinity (point I in Fig. 29b). The path for reduction of injection fluid salinity
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(ionic strength) from point I to III on the maximum retention function curve goes
through point II (horizontally from I ! II and then along the curve II ! III,
indicated by arrows in Fig. 30b). Reduction in fluid salinity (ionic strength) from
point I to point III results in a significant mobilisation of fines and a sharp increase
in produced fines (points II and III in Fig. 29b). This sharp increase in fines
mobilisation can be explained by the increase of slope of the maximum retention
function curve from point II to point III. Further decrease of fluid ionic strength to
point IV is accompanied by a smaller increase of released and produced fines. This
corresponds to the inflection of the maximum retention function curve.

4.3 Summary and Discussion

This laboratory study on fines migration at high temperatures and micro-scale
modelling of fines mobilisation allows drawing the following conclusions:

• For geothermal reservoir conditions, the lifting and gravity forces are two to four
orders of magnitude weaker than the drag and electrostatic forces. Mechanical
equilibrium of attached fines and the maximum retention function is determined
by drag and electrostatic forces; the lift and gravity forces are negligible.

• The fines release capacity—maximum retention function—for a monolayer
deposit of multi-sized particles, as well as for a poly-layer of single-size parti-
cles, can be expressed by explicit formula.

• Experiment-based model predictions for high-temperature geothermal condi-
tions showed that the electrostatic attraction weakens with temperature increase,
and the detaching drag force reduces with water viscosity decrease. The former
effect dominates, resulting in the decrease of the maximum retention function
with temperature. Therefore, geothermal reservoirs are more susceptible to fines
migration than conventional aquifers or oilfields.

• The laboratory ‘temperature-ionic strength’ transformation procedure along with
mechanical equilibrium modelling allows determining temperature dependency
of the maximum retention concentration from the tests with varying ionic
strength; it allows predicting particle detachment at high temperatures based on
laboratory tests with salinity variation.

• Laboratory-measured permeability history is consistent with the model
prediction.

• The prediction from laboratory-based mathematical modelling closely approx-
imates geothermal-well index history from field data.

• Kaolinite and illite/chlorite, as main clay minerals presented in released fines
from coreflood in the present study, are responsible for formation damage.
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5 Fines Migration in Gas and CBM Reservoirs

Byrne et al. (2009, 2014) reported the intensive fines production and associated
formation damage in high-rate gas wells. Possible explanation of this phenomenon
is drying-up the rock in well vicinity. Despite negligible equilibrium vapour con-
centration in methane, numerous gas volumes pass via the near-well zone, resulting
in evaporation of the connate water. The adhesion grain–grain attraction (bridging
between two particles by capillary menisci) consolidates the rock. As water satu-
ration decreases below its connate value, the capillary water bridge between some
grains disappeared, the capillary component of stress decreases, yielding rock
dis-consolidation. It causes the release of some particles by the drag force, exerting
on the particle by the flowing gas.

The maximum retention function can model the phenomenon of fines release
during water saturation decreasing below the connate value. Lazouskaya et al.
(2013) account for two-phase fines mobilisation in torque balance Eq. (6). The
adhesive force attracts water-wet particles and repulses hydrophobic fines (Muecke
1979). Accounting for capillary forces makes maximum retention function
saturation-dependent (Yuan and Shapiro 2011b). However, matching the laboratory
or field data on fines migration in two-phase environment by mathematical model is
not available.

Besides salinity decreasing and increase in velocity, pH and temperature, stress
increasing can also be a cause of fines mobilisation (Bai et al. 2015a; Han et al.
2015). Fines migration has been reported during well fracturing. Another area of
fines migration due to increase in the reservoir stress is methane production from
coal beds (Yao et al. 2016). The mathematical model for fines lifting is a kinetic
equation for detachment rate, where the kinetics coefficient (relaxation time) is
stress-dependent (Civan 2010; Guo et al. 2015; Mitchell and Leonardi 2016).
Validation of the fines detachment rate under stress-increase by laboratory testing
and theoretical derivation of kinetics rate equation from entropy production
(Onsager principle) are still not available in the literature.

6 Conclusions

This analytical modelling and laboratory study of fines migration due to velocity,
salinity, temperature and pH alteration during coreflooding allows drawing the
following conclusions:

1. Mechanical equilibrium of attached fines is determined mainly by drag and
electrostatic forces. Neglecting lift and gravitational forces eliminates half of
the tuning parameters in the torque balance equation.

2. Low-velocity fines’ drifting along the rock surface (rolling, sliding) explains the
long permeability stabilisation periods. Stabilisation time greatly exceeds the
expected one pore volume injected, suggesting that the fine particles migrate at
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a velocity that is two to three orders of magnitude lower than the carrier water
velocity.

3. Another explanation of long permeability stabilisation periods might be the
delay in particle release due to slow diffusion of salt from the grain–particle
deformed contact area into the bulk of the fluid.

4. One-dimensional problems for slow fines migration with delayed particle
release after velocity, salinity or pH alteration allow for exact solution. The
analytical model contains explicit formulae for breakthrough and retained
concentrations and pressure drop history.

5. Matching the measured permeability and cumulative outlet particle concen-
tration by the analytical model, accounting for both slow fines migration and
delayed release, shows strong agreement between the measured data and
modelling results.

6. The slow-particle model matches the experimental data with higher accuracy
than does the delay-release model. The straining concentration and salinity
dependencies for model parameters obtained from tuning the laboratory data by
the slow-particle model have typical forms observed in other studies. Using the
delay-release model for laboratory-data tuning reveals a non-typical form of the
maximum retention function.

7. Fine particles mobilisation occurs in order of decreasing particle size during
velocity, temperature and pH increase, or salinity decrease.

8. The maximum retention function for size-distributed fine particles attached to
pore walls as a monolayer is expressed by an explicit formula that includes the
size distribution of attached particles and the critical detached-size curve. This
function is equal to accumulated concentration of particles smaller than those
mobilised by the flux with a given flow velocity U.

9. Size distribution of the attached movable particles can be determined from the
maximum retention function and the critical-size curve.

10. The laboratory ‘velocity-ionic strength’ and ‘temperature-ionic strength’
translation procedures along with mechanical equilibrium modelling allow
determining velocity- and temperature dependencies of the maximum retention
concentration from tests that vary ionic strength.

11. Temperature effect on reduction of electrostatic attractive forces exceeds the
effect of (detaching) drag-force reduction induced by viscosity decrease. This
results in the maximum retention function decrease with temperature increase.
Therefore, geothermal reservoirs are more susceptible to fines migration than
are conventional aquifers or oil and gas fields.
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Migration and Capillary Entrapment
of Mercury in Porous Media

M. Devasena and Indumathi M. Nambi

1 Introduction

Elemental mercury (Hg0) is considered to be a widespread contaminant in the
environment. It is highly toxic, persistent and difficult to handle. As Hg0 is a liquid
under ambient conditions, it stands unique among all metals. In addition, its high
specific gravity and electrical conductivity have brought about extensive usage of
Hg0 in various scientific and domestic equipment such as thermometers, barometers
and compact fluorescent lights (CFLs). Much of the Hg0 in the broken and dis-
carded CFLs and thermometers are generally not recovered and become an envi-
ronmental and human health concern. Improper disposal of Hg0 from chlor-alkali
plants, thermometer manufacturing units, metal smelting facilities and pharma
industries has dramatically increased the spread and distribution of Hg0 around the
globe. Due to low aqueous solubility and high density, it penetrates into the sub-
surface and migrates as a typical dense non-aqueous phase liquid (DNAPL) and
gets trapped in the void spaces as residual Hg0. Any non-aqueous phase liquid
(NAPL) migrates under the influence of groundwater forces such as capillary,
gravity, viscous and buoyancy forces. The bulk of the NAPL migrates downwards
and in the direction of groundwater flow and displaces water from the saturated
zone. NAPL finally becomes discontinuous and immobile and gets trapped within
the pore space. The entrapped NAPL serves as a long-term source of groundwater
contamination. Oil, petroleum compounds, creosote and chlorinated organic sol-
vents are few common examples of NAPLs. The entrapped liquid is termed as
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residual oil saturation in petroleum reservoir engineering (Morrow 1979; Chatzis
and Morrow 1984; Anderson 1988) whereas all chlorinated organic solvents
entrapped in the subsurface are referred to as residual NAPL saturation or residual
organic saturation. A residual liquid can serve as a long-term source of groundwater
contamination both by direct dissolution and by volatilization into the soil gas
(Mercer and Cohen 1990; Kueper and Frind 1991a, b; Chevalier and Fonte 2000).
In order to determine the rate at which a DNAPL such as mercury gets entrapped
depends on the aquifer characteristics, groundwater flow and properties of Hg0.

Mercury entrapment is an important phenomenon and is expected to be governed
by the same principles of commonly referred DNAPLs such as trichloroethylene
(TCE) and perchloroethylene (PCE). However, investigations on Hg0 as a DNAPL
and its migration into soils and aquifers are limited. The fundamental properties of
Hg0 have been well documented in numerous publications and are summarized in
Table 1. Properties of a comparable DNAPL (PCE) are also shown in Table 1.

Hg0, being a highly dense and viscous liquid, with high interfacial tension with
water, behaves as a typical DNAPL and gets trapped in the interparticle void spaces
of the subsurface Entrapped Hg0, termed as residual Hg0 saturation, brings wide-
spread groundwater contamination by its biochemical transformations to ionic and
methylated forms of mercury. High density and high surface tension control the
immediate behaviour of Hg0 spills. Being an element, Hg0 never breaks down but it
persists in the environment, continuously cycling through the interconnected ter-
restrial, atmospheric, aquatic and biotic compartments. However, land spills and
disposals are more serious since Hg0 can percolate the subsurface. Depending upon
the heterogeneity, it can travel longer distances and to deeper depths without
boundaries. Several questions need to be answered in order to fully understand
mercury entrapment process in porous media: What are the predominant forces
influencing its migration in the subsurface? Do elemental mercury’s high density

Table 1 Properties of Hg0 and PCE

Parameter Units Mercury PCE

Chemical formula Hg0 C2Cl4
Molecular weight 200 166

Solubility mg/l 0.056a 200b

Vapour pressure kPa 0.2 × 10−3a 2.462c

Density kg/m3 13,500a 1630b

Viscosity kg/m s 0.001554a 0.00089d

Surface tension dynes/cm 480a 72.8e

Interfacial tension with water dynes/cm 375a 47.8f

aU.S.DOE (2001)
bGilham and Rao (1990)
cWatts (1996)
dLi et al. (2007)
eDemond and Linder (1993)
fPennell et al. (1994)
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and interfacial tension play a significant role in Hg0 entrapment and residual Hg0

saturation values? To what extent does Hg0 behave according to the
well-established DNAPL theories?

Mercury porosimetry technique is based on forcing mercury into a porous
structure, observing Hg0 intrusion and extrusion curves and analysing the structure
of porous media. Capillary pressure–water saturation (Pc–Sw) curves have been
used widely by soil scientists and petroleum engineers to find the pore size dis-
tribution and pore connectivity for pairs of wetting and non-wetting fluids.
Ioannidis et al. (1991) found the relation between mercury saturation and capillary
pressure for mercury–air system using glass-etched micromodels as porous media.
Rigby et al. (2003) investigated the same using sol-gel silica powder fragments and
pellets as porous media They demonstrated that no mercury entrapment was
observed with silica gel powders of size *30–40 μm whereas pellets of size
*3 mm showed apparent hysteresis and mercury entrapment. The reason attributed
for entrapment was the specific arrangement of porous media where the larger pore
sizes were surrounded by smaller pore sizes creating non-random heterogeneity.
The samples were first subjected to a pressure of 6.7 Pa and then gradually up to
412 MPa during mercury intrusion. During mercury retraction, the pressure was
reduced to 0.131 MPa. Wardlaw and McKellar (1981) also attributed the cause of
mercury entrapment to non-random structural heterogeneity while conducting
mercury porosimetry experiments with glass-etched micromodels. Their study
revealed that only a non-random model, which had clusters of larger pores within a
continuous network of smaller pores, showed mercury entrapment. Grids of uni-
form pore size and grids with different and randomly distributed pore size did not
result in entrapment of mercury. In the above studies, neither residual saturation
quantification nor capillary entrapment parameters have been reported.
Nevertheless, the Young–Laplace equation given in Eq. 1 is the basis of capillary
trapping of such immiscible liquids. The fundamentals of two-phase flow phe-
nomena, capillary entrapment, two-phase Pc–Sw experiments conducted for Hg0–
water systems in homogenous porous media and investigation of pore-scale dis-
tribution of entrapped Hg0 and identification of pore-scale entrapment parameters in
glass bead-flow through micromodel experiments are discussed in this chapter.

2 Two-Phase Flow Phenomena

Migration and entrapment of elemental mercury in the subsurface is governed by
two-phase flow phenomenon. The fundamental principles of two-phase flow and
their implications for Hg distribution are reviewed in this section in order to
understand the location and distribution of residual mercury. Air–water, NAPL–
water, NAPL–air, oil–water, oil–air, mercury–water and mercury–air are few
immiscible fluid pairs that are greatly influenced by the differences in their density,
viscosity and interfacial tension. When two immiscible fluids are in contact with
each other, they experience unbalanced forces at the interface giving rise to
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interfacial tension. As a result of this, the boundary between them exists as a curved
surface which is the interface. Forces acting across the interface, called the inter-
facial forces, are responsible for the entrapment of the non-wetting fluid within the
saturated zone. Water wets most aquifer materials relative to DNAPLs or air.
Across the interface, there exists a pressure difference between both fluids, called
capillary pressure (Pc). Mathematically, it is defined as

Pc ¼ Pnw � Pw ð1Þ

where Pc is the capillary pressure, Pnw is the pressure of the non-wetting fluid and
Pw represents the pressure of the wetting fluid. The wetting fluid adheres to the soil
surface forming a thin film around it and has the tendency to imbibe spontaneously
into the pore space whereas the non-wetting fluid has to reach a breakthrough
pressure to penetrate into the pore space.

Figure 1 shows the cross section of porous media with the non-wetting fluid
trapped within the pore space under specific flow conditions. In mercury–water
systems, Hg0 is the non-wetting fluid and water is the wetting fluid. Groundwater
displaces the non-wetting fluid leaving behind entrapped residuals of non-wetting
fluid in the pore space. The amount of non-wetting fluid entrapped within the pore
space is referred as residual non-wetting fluid saturation and is the ratio of the
non-wetting fluid volume to the pore space volume.

Residual DNAPL saturations depend on many factors such as pore size distri-
bution, wettability, fluid viscosity, density, interfacial tension and Darcy velocity
(Wardlaw 1982). They are typically in the range of 10–50% and are found to be
higher in the saturated zone. They are also higher in fine-grained porous media
because of their dependence on inverse grain size (Mercer and Cohen 1990).
Oostrom et al. (2002) observed residual saturation of carbon tetrachloride, to be
higher in fine-grained sand compared to coarser materials. Moreover, residual
saturation for a wetting fluid is different from that of a non-wetting fluid. Even
among fluid systems where water is the wetting fluid, residual saturation may vary
depending upon the density and interfacial tension values (Mercer and Cohen
1990).

Porous medium

Non Wetting Fluid

Fig. 1 Entrapped
non-wetting fluid in porous
media
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3 Mechanisms of Entrapment

Capillary trapping is a function of wettability, contact angle as well as pore
geometry. Capillary trapping may occur due to snap-off or bypassing mechanism.
Snap-off occurs when a non-wetting fluid is forced by the wetting fluid from a large
diameter pore body to a small diameter pore throat. This mechanism strongly
depends on wettability and aspect ratio, i.e. the ratio of pore-body diameter to
pore-throat diameter. Figure 2 illustrates the migration of non-wetting fluid through
the porous media and its entrapment in the pore body by snap-off mechanism. Blobs
trapped by snap-off typically occupy one or two pore spaces and are called singlets
and doublets, respectively (Wilson et al. 1990).

The number of pore throats connected to each pore body also decides whether a
non-wetting fluid will become entrapped by snap-off mechanism. In a soil with a
high aspect ratio, a singlet is trapped by snap-off in each individual pore. For low
aspect ratio soils, the non-wetting fluid is completely displaced without any
entrapment. The combined effect of contact angle and pore aspect ratio determines
the potential for snap-off mechanism. When wetting fluid tries to displace
non-wetting fluid filled in pore space with different pore diameters, non-wetting
fluid present in the smaller pore gets displaced first, disconnecting the non-wetting
fluid present in the wider pore. This mechanism, known as bypassing, is shown in
Fig. 3. Branched and more complex blobs can be expected to be trapped by means
of bypassing mechanism. As shown in Fig. 3, water enters the narrower pore first
and continues reaching the downstream end. The non-wetting liquid in the wider
pore becomes disconnected from the main body of non-wetting phase liquid and
has been bypassed by the wetting phase.

Snap-off would be the predominant mechanism of trapping in homogenous
porous media. Morrow and Chatzis (1982) and Chatzis et al. (1983) observed
singlets in their capillary trapping experiments. Powers (1992) and Mayer and
Miller (1993) observed complex blobs occupying more pore spaces in addition to
singlets. Powers (1992) accounted for nearly 30% of complex blobs in well-graded
sand. According to Li and Wardlaw (1986), entrapment by snap-off does not occur
for systems with contact angles greater than 70°. Even the intermediate contact
angle of 90° causes the curvature of the interface to remain relatively small, and

Fig. 2 Entrapment by snap-off mechanism (Adapted in part from Thomson 2007)
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therefore, there is no possibility of trapping. Hg0 has a contact angle of 180° (Good
and Mikhail 1981). It has a contact angle of 140° when measured on flat surfaces
(Anderson 1987), yet a large percentage of singlets were found by the authors in
their micromodel investigations using glass beads as porous media.

Figure 4 shows a singlet, doublet, triplet and a complex blob of Hg0 entrapped in
the micromodel experimental investigations. Having known that singlets are usually
trapped by snap-off mechanism, it appears that interfacial tension is an influential
parameter in entrapment mechanisms in addition to contact angle. Soil or hetero-
geneous condition encourages trapping through bypassing. This signifies that pore
size distribution and heterogeneity also determine the method of trapping. As long
as the aspect ratio does not exceed a value of six, the mercury ganglion remains
continuous and mercury may leave the system of concern without getting entrap-
ped. However, when this ratio is exceeded, mercury becomes entrapped by snap-off
within the pore body (Rigby et al. 2003).

4 Capillary, Viscous and Gravity Forces

The three predominant forces governing immiscible fluid flow and its entrapment
behaviour in the subsurface are capillary, viscous, and gravity or buoyancy forces.
Capillary force is proportional to the interfacial tension at the fluid–fluid interface

Fig. 3 Entrapment by bypass mechanism (Adapted in part from Thomson 2007)
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and the contact angle between porous media and fluid–fluid interface. It is inversely
proportional to the pore size. Mathematically it is represented by the Laplace
equation as

Pc ¼ 2r cos h
r

ð2Þ

where σ is the interfacial tension between the non-wetting fluid and wetting fluid, θ is
the contact angle the two fluids create at the pore wall and r is the mean radius of
curvature (Bear 1972). The contact angle is the angle formed by the solid surface and
the fluid–fluid interface, at the point where the three phases contact. It is an indicator
of the wettability of the system and falls in the range between 0° and 180°.
Wettability refers to the preferential spreading of one fluid over the porous media in
the presence of another fluid. Wetting fluids have θ value between 0° and 90°
whereas for non-wetting fluids have θ values range between 90° and 180°. Most
materials are not wetted by mercury and θ value for mercury is generally in the range
of 140° when measured on flat surfaces and 180° for porous media (Anderson 1987).

Fig. 4 a Singlet blob, b doublet blob, c triplet blob and d complex blob
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Viscous forces are directly proportional to the permeability and pressure gradient
and determine the velocity of the displacing fluids and gravity or buoyancy forces
are proportional to the density differences between the fluids. All the three forces
make the fluid displacement more complex. At typical flow rates of the aquifer,
capillary forces generally dominate the hydrodynamic forces like gravity and vis-
cous forces and lead to entrapment of immiscible fluids, gravity and viscous forces.
The domination of capillary forces over the hydrodynamic forces like gravity and
viscous forces lead to entrapment of immiscible fluids. Depending upon the
hydrogeology and nature of the fluids, these forces determine the residual saturation
of an immiscible fluid. Compared to other NAPLs, Hg0 is highly viscous, possess
high interfacial tension and is an order of magnitude denser than other fluids.
Gravity force of mercury–water system was 3.07 × 10−2 and 0.49 × 10−2 kg/s2 for
coarse and fine sand, respectively. The capillary force of mercury–water system was
1.22 × 104 and 7.65 × 104 times higher than the gravity force in for coarse sand
and fine sand, respectively. High capillary forces in mercury–water system coun-
teracted the high gravity forces and caused mercury entrapment (Devasena and
Nambi 2010).

Capillary forces which are responsible for NAPL entrapment are also respon-
sible for the difficulties associated with their clean up. Typical groundwater
velocities cannot overcome capillary forces. Traditional pump and treat methods
have proven to be unsuccessful in remediating NAPL contaminated sites (Taylor
et al. 2001; Pennell et al. 1996). The larger interfacial tension between water and
NAPL prevents the displacement and recovery of trapped NAPLs at normal
groundwater velocities. Reducing the interfacial tension generally helps to enhance
recovery of trapped fluids. Capillary force, being directly proportional to the
interfacial tension, can be lowered by reducing the interfacial tension. Surfactants
and cosolvents flushing generally reduce the interfacial tension and thereby (a) in-
crease the solubility of NAPLs and (b) induce mobilization of trapped NAPL
(Taylor et al. 2001; Pennell et al. 1996; Gupta and Mohanty 2001).

5 Measurement of Capillary Pressure as a Function
of Water Saturation

Entrapment of immiscible fluids is largely controlled by capillary forces.
Entrapment and distribution of immiscible fluids in the subsurface are best
understood by the Laplace equation (Eq. 2) where the relationship between water
saturation and capillary pressure is described. This constitutive relationship is best
estimated by constructing Pc–Sw curves. Consider a completely saturated porous
medium where water is the wetting fluid with water saturation, Sw as one. When
non-wetting fluid enters a water-wet porous medium (Initiation of Primary drainage
curve), the local capillary pressure is increased, wetting fluid is forced out of larger
pressure by the non-wetting fluid and is reduced to irreducible water saturation
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(Sirw). Irreducible water saturation is the water retained within the pore space after
the cessation of the non-wetting fluid. As capillary pressure decreases during the
main imbibition curve, water saturation again increases from Sirw to Snr. At this
critical residual saturation Snr, the non-wetting phase is no longer interconnected
and becomes entrapped and termed as residual non-wetting fluid saturation. The
term drainage and imbibition are used with reference to water, the wetting phase.
The mechanisms of water drainage (intrusion of non-wetting fluid) and water
imbibition (extrusion of non-wetting fluid) are shown in Figs. 5 and 6, respectively.

Figure 7 illustrates the relevant features of Pc–Sw relationships for capillary
force dominated systems. Such a Pc−Sw curve produced by incrementally
increasing and decreasing the pressure on the non-wetting fluid is hysteric in nature.
The primary drainage curve and main imbibition curve form an envelope for infinite
number of hysteric curves formed during either increasing or decreasing saturation.
Pcrence to water, the wetting phaseSw relationship is the main tool for character-
izing the immiscible fluid distribution in the subsurface (Ishakoglu and Baytas
2005). Devasena and Nambi (2010) estimated residual Hg0 saturations as 0.04 for
coarse sand and 0.07 for fine sand from two-phase capillary pressure–water

Fig. 5 Two-phase flow process—drainage (Adapted in part from Thomson 2007)

Wetting phase Non-wetting phase Porous media

Fig. 6 Two-phase flow process—imbibition (Adapted in part from Thomson 2007)
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saturation experimental investigations on Hg0–water systems. The experimental
results of Hg0–water system and PCE–water system brings out the influence of fluid
properties on residual saturation values.

Drainage and imbibition curves were established by subjecting the 1D column to
increase and decrease in capillary pressure and by monitoring the corresponding
water saturation. The capillary pressure was determined with the densities and
heads of mercury and water.

Pc ¼ qmghm � qwghw ð3Þ

ρm and ρw are the densities of Hg0 and water, respectively. hm and hw are the
heights of Hg0 and water measured from the bottom of the sand column, respec-
tively, and g is the gravitational force. Pc can be converted to capillary pressure
head hc through Eq. 4.

hc ¼ Pc=qwg ð4Þ

In most of the previous studies, NAPL displacement experiments were con-
ducted in horizontal direction. Very few studies (Morrow and Songkron 1981;
Dawson and Roberts 1997) have considered vertical displacement of NAPLs to find
the influence of gravity forces on residual saturations. Irrespective of flow direction,
the interface would be unconditionally stable when a denser and more viscous fluid
displaces a less viscous fluid. The reverse of the above-mentioned condition creates
an unconditionally unstable interface. The stability of the interface is affected by the
buoyancy forces; the interface is stable when an LNAPL is injected at the top of a
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denser fluid and the interface is considered unstable when a DNAPL is injected at
the top of a less dense fluid. Interface stability has also been defined by the velocity
of the interface during vertical two-phase flow. The interface is stable when U < Uc

where U is the velocity of interface motion and Uc is the critical velocity of
interface motion during dominant gravity force. On the other hand, the interface is
stable for U > Uc when viscosity dominates (Chen et al. 1995). Any fluid with high
density and viscosity forms an unconditionally stable interface and ends up with
minimum residual saturation (Powers 1992).

Mercury, being a dense and more viscous fluid, forms an unconditionally stable
interface during both drainage and imbibition. The stable interface prevents the
water pressure from altering the interface, and hence, water flows from the pore
throat to the pore body and results in least residual mercury saturation. In the case
of other DNAPLs such as PCE, an unstable interface is formed since their viscosity
is less than water. The interface becomes highly curved as water enters the pore
throat during imbibition and severs the interface formed in the pore throat resulting
in high PCE residual saturation. During the main water drainage, it was observed
that at least 18.5 cm of capillary pressure head was required to initiate water
drainage (Fig. 7). At the end of the drainage cycle, water saturation reaches a
minimum value of 0.07 referred as irreducible water saturation. In the main
imbibition pathway, water saturation increases and reaches a value of 0.96 although
the mercury head was lowered well below zero capillary pressure. This shows that
4% of mercury was entrapped in the pore space.

One-dimensional column experiments do not help in close observation of the
entrapped blobs and their distribution. Two-dimensional micromodels are promis-
ing in understanding the distribution of entrapped Hg. An initially water-saturated
micromodel was flooded with Hg0 at a particular rate to simulate the migration of
Hg0 into the water-saturated zone. Then, Hg0 was displaced by water flooding and
residual Hg0 was established over a range of capillary numbers. Images taken
during the experiment were processed with image analysis software SigmaScan Pro
5.0. Hg0 was found to be trapped as discrete blobs of varying sizes and shapes
ranging from spherical shaped singlets/doublets occupying one/two pore bodies to
complex multipore blobs.

Figure 8a shows entrapment of Hg in glass bead micromodel studies, and the
threshold image of Fig. 8a is shown in Fig. 8b. In post-image analysis (Fig. 8b),
Hg0 appears dark red, and water-wetted glass beads appear black. The number of
individual blobs entrapped was 103, and mean length for the entrapped blobs was
2.52 mm. Entrapped blobs were found as singlets, some blobs were larger than a
singlet or doublet, and some blobs were more complex and extended in length.
Similarly, singlets comprised approximately 20% of the total number of blobs for
experiments conducted under low flow rate (low capillary number) and around 30%
under high flow rate experiments (high capillary number) showing that as capillary
number increases, singlets dominate the entrapment process.
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6 Empirical Models of Capillary Pressure–Saturation
Curves

Mathematical models developed to predict NAPL entrapment and its migration
need fundamental input parameters from Pc–Sw experiments (Ishakoglu and Baytas
2005). Pc–Sw data generated from the experiments are generally parameterized
using empirical relations such as Brooks and Corey (1964) and van Genuchten
(1980) equation. The entrapment parameters serve as useful inputs to two-phase and
multiphase flow models. In addition, entry pressure or displacement pressure,
irreducible wetting phase saturation and residual non-wetting phase saturation are
the other crucial experimental data obtained from Pc–Sw experiments. Brooks and
Corey (1964) developed an empirical relationship which takes into account the
displacement pressure (Pd), pore size distribution index (λ) and effective water
saturation (Se).

For drainage,

Se ¼ Sw � Sirw
1� Sirw

ð5Þ

Fig. 8 Distribution of entrapped Hg0 a before thresholding and b after thresholding
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For imbibition,

Se ¼ Sw � Sirw
1� Sirw � Snr

ð6Þ

Se ¼ ðPd=PcÞk ð7Þ

Small values of λ indicate well-graded media. However, the Brooks–Corey
exponential curve is invalid at Pc < Pd and does not include the slightest decrease in
saturation at pressures higher than displacement pressure.

The empirical equation proposed by van Genuchten is robust and has gained
favourable acceptance. It is given by

Se ¼ ð1þðahcÞnÞ�m ð8Þ

m ¼ 1� 1
n

ð9Þ

where α, n and m are constants. The parameter n is a fitting parameter associated
with both drainage and imbibition as nd and ni, respectively. It is related to the pore
size distribution index and it controls the shape of the curve (n = λ + 1). αd is the
measure of the pore-throat size, and αi is the measure of the pore-body size. hc is the
capillary pressure head corresponding to the degree of saturation. Water saturation
is expressed as Se (effective saturation) for the convenience of normalizing the data
between aqueous phase saturation values of 0 and 1 (Powers and Tamblin 1995).
When compared to Brooks and Corey model, van Genuchten model does not utilize
Pd directly, and hence, initial desaturation corresponds to any Pc > 0. The retention
curve model (RETC) can be used to find the capillary entrapment parameters such
as ‘αd’, ‘nd’, ‘αi’ and ‘ni’. Figure 9 shows the experimentally observed and math-
ematically fitted Pc–Sw curve for mercury–water system where an average capillary
pressure head of 18.5 cm of water was required by mercury–water system.

7 Dimensionless Numbers

The NAPL–water interface moves only when either the viscous force or the
gravitational force surmounts the capillary force that is responsible for retaining the
NAPL. When capillary forces are minimized, NAPL starts mobilizing (Morrow
1979; Mayer and Miller 1993; Gioia and Urciuolo 2006). The relative strength of
the forces acting on a single residual NAPL blob is given by capillary number and
Bond number. Capillary number (NC) and Bond number (NB) are dimensionless
numbers that show the influence of capillary, gravity and viscous forces on
non-wetting fluid entrapment. NC measures the relative strength of the viscous to
the capillary forces. NC may be varied either by changing the aqueous flow rate or
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by using surfactants that reduce the interfacial tension. NB measures the relative
strength of the gravity to the capillary forces. NC can be varied by varying the
aqueous flow velocity. NB variation can be achieved by using different NAPLs,
thereby changing NAPL density and interfacial tension from experiment to
experiment (Mayer and Miller 1993) or by changing the porous media size.
Manipulation of the parameters involved in NC and NB can be done either by
increasing the aqueous flow rate or by varying the NAPL or flushing with alcohol/
surfactants so that the NAPL properties such as density, viscosity and interfacial
tension are altered. Capillary number NC is given by

NC ¼ lwUw

r
ð10Þ

Uw ¼ kqwgi
lw

ð11Þ

Uw is the superficial velocity of the wetting phase (m/s), k is the media permeability
(m2), ρw is the density of the wetting phase (kg/m3), µw is its viscosity (kg/ms), σ is
the interfacial tension between the two fluids (dynes/cm) g is the acceleration due to
gravity (m/s2) and i is the hydraulic gradient. The viscous force is given by µw times
Uw (kg/s2). Bond number NB is given by
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NB ¼ ðqnw � qwÞgr2
r

ð12Þ

ρnw is the density of the non-wetting fluid (kg/m3), ρw is the density of the wetting
fluid (kg/m3), and r is the radius of the grain size (m). The gravity force is given by
Δρ times g times square of the radius of the grain size (kg/s2). Pennell et al. (1996)
found another dimensionless number referred as trapping number NT (vectoral sum
of NC and NB) under low NC and high NB conditions. A critical trapping number of
1 × 10−3 is required for complete NAPL mobilization whereas NT in the range of
2×10−5 to 5×10−5 was required to initiate NAPL mobilization. For vertical flow,
NT is given by

NT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N2
C þN2

B

q

ð13Þ

For the case of horizontal flow,

NT ¼ NCj þNBj ð14Þ

The results of Pennell et al. (1996) are similar to critical capillary numbers attained
by Morrow and Chatzis (1982) in sandstone packs. But Morrow and Chatzis (1982)
did not consider the effect of NB. Therefore, NT can be used for systems with or
without significant buoyancy effects.

Residual non-wetting fluid saturation is a function of both NC and NB (Morrow
and Songkran 1981). The extent of influence of NC and NB on capillary trapping of
non-wetting fluids was investigated by Conrad et al. (1992), Morrow et al. (1988),
Meakin et al. (2000) and Ovdat and Berkowitz (2007). An increase in either of
these dimensionless numbers decreases the residual non-wetting fluid saturation.
Dombrowski and Brownell (1954) proved that increase in NC resulted in significant
decrease in residual saturation only when NC was greater than 10−2. Ng et al. (1978)
showed that at low fluid velocities with NC ≤ 2 × 10−5, capillary forces dominated
viscous forces and residual saturation either increased or became invariant. When
NC exceeded 2 × 10−5, viscous forces became significant and residual non-wetting
fluid saturation decreased. Morrow and Songkran (1981) found that residual satu-
ration varied from 14% at low NC and to almost zero at higher NC for experiments
conducted with bead packs. Moreover, intentionally varying the NC either by
reducing the interfacial tension or by increasing the aqueous flow rate is one of the
NAPL remediation techniques. NC greater than 10−5 is typically achieved by
introducing surfactants/cosolvents which lower the interfacial tension between the
immiscible fluids. Chatzis and Morrow (1984) found a critical NC above which
complete NAPL mobilization took place.

An inverse relationship between NAPL saturation and NB is commonly reported
(Morrow et al. 1988; Gupta and Mohanty 2001). The relationship between DNAPL
saturation and NB depends on the sign of NB. DNAPL–water systems are usually
operated in downward displacement mode with a positive NB in order to minimize
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fingering and achieve 100% NAPL saturation during its initial invasion. Negative
Bond numbers are generally associated with LNAPLs or DNAPLs when operated
in upward displacement mode. Dawson and Roberts (1997) showed a direct rela-
tionship between NAPL saturation and NB where DNAPL saturation was measured
through an upward displacement mode. The upward displacement mode may result
in fingering and random variation in residual NAPL saturations, however, it sim-
ulates natural migration of DNAPL during a spill. DNAPL saturation is, therefore, a
function of a linear combination of NC and NB, provided the relative permeability of
water is also considered. In concise, for fluids with high density and high NB,
gravity force dominates and for highly viscous fluids, viscous forces govern. NAPL
entrapment and mobilization very strongly depend upon the predominant forces.

Understanding the independent role of NC and NB becomes essential to decide
whether entrapped mercury can be hydraulically mobilized. Table 2 provides gravity
and viscous forces along with Capillary and Bond number measured for mercury—
water systems. Capillary number was found in the order of 10−9 much lesser than the
Bond number. NC is usually increased to the range of 10−4 either by increasing the
aqueous flow rate or by adding surfactants that reduce the interfacial tension. Chatzis
and Morrow (1984) conducted numerous experiments under low NB and NC condi-
tions to explore the relationship between NC and residual saturation. A critical NC of
2 × 10−5 was established in order to initiate mobilization of trappedNAPL blob and a
critical NC of 1.3 × 10−3 to completely mobilize all the trapped blobs. Pennell et al.
(1996) varied NC from 9.21 × 10−7 to 6.10 × 10−4 by using different surfactants and
by increasing the flow rate. They also increased the NB from 2.62 × 10−7 to
1.31 × 10−4 by reducing the interfacial tension of the displacing fluid and concluded
that NC alone cannot be used to predict NAPL mobilization especially when the NB is
higher. NC in mercury–water systems is in the order of 10−9 which is an order of
magnitude less than PCE–water system (10−8). Such low NC confirms that entrap-
ment of mercury is more dependent on the combined effect of gravity and capillary
forces than the viscous forces. Low NC values of mercury–water system strongly
specify that it may not be possible to raise the NC by several orders of magnitude to
mobilize entrapped mercury blobs. Figure 10 shows the variation of residual satu-
ration of non-wetting fluids with respect to NC. NC for Hg0–water system is between
7.5 × 10−11 to 4.08 × 10−10. Corresponding NC for PCE–water and air–water sys-
tems are between 5.91 × 10−10 to 3.2 × 10−9 and 3.93 × 10−9 to 2.15 × 10−9,
respectively. Hg0–water systems showed clearly an order of magnitude lower NC.

Theoretically, residual non-wetting saturation and NB are inversely proportional
during downward displacement of NAPL. Mercury–water systems displayed a large
density difference and a high interfacial tension Compared to PCE–water system,
gravity force was 20 times higher in mercury–water system. Gravity force, nev-
ertheless a predominant control factor in the migration of highly dense mercury,
was counteracted by not less trivial capillary force. The much higher capillary
forces surmounted the gravity forces and lead to mercury entrapment. The capillary
force was 1.22 × 104 times higher than the gravity force in mercury–water system
for coarse sand. For the same coarse sand, the capillary force was 3.09 × 104 times
higher in PCE–water system. Similarly, the capillary force was much higher in fine
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sand for both mercury–water (7.65 × 104) and PCE–water (1.93 × 105). NB for
mercury–water was found to be 8.2 × 10−5 (coarse sand) and 1.3 × 10−5 (fine
sand), approximately 2.5 times higher than PCE–water systems. NB for PCE–water
was 3.23 × 10−5 and 5.17 × 10−6 for coarse and fine sand, respectively. A 2.5-fold
increase in NB for mercury–water system compared to the PCE–water system
resulted in low residual mercury saturation of 0.04 (coarse sand). Hence, at low NC,
gravity and capillary forces are the significant causes of mercury entrapment.

In the micromodel investigations, at low capillary numbers, stable, continuous,
tortuous paths were observed. As the capillary number was further increased,
complex ganglia became shorter, reaching the size of a singlet. Singlets composed
approximately 20% of the total number of blobs for low NC (2.47 × 10−12)
experiments and around 30% for high NC (2.47 × 10−10) experiments showing that
as capillary number increases, singlets dominate the entrapment process. Complex
blobs composed 35% and 17% for low and high NC, respectively. The mean shape
factor of the distributed blobs was found to be 0.39 at low NC (2.47 × 10−12) and
0.6 at high NC (2.47 × 10−10). Shape factor is the measure of the divergence of the
blob shape from that of a reference object such as sphere. The results indicate that
the average blob is non-spherical at low NC and sphericity increases as NC

increases.
Figure 11 shows the cumulative frequency distribution of shape factors for each

experiment with varying NC. About 17.8% of Hg0 blobs at low NC and 7.5% at high
NC had a shape factor of 0.1, while 9.3% and 26% had a shape factor of 0.9 at both
low and high NC, respectively. Similar results were found by Pan et al. (2006)
where the shape factor shifted gradually towards 1 at low residual NAPL satura-
tions (high NC). They found that around 13% of blobs at high residual saturation
and 9% of blobs at low residual saturation had a shape factor of 0.1. As the residual
saturation decreased, the shape factor in their study reached around 0.8.
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8 Conclusions

Elemental mercury, a widespread contaminant, stands unique with distinct prop-
erties such as very high density, high surface tension and low aqueous solubility.
These properties not only allow migration of Hg0 deeper into the subsurface but
also entrap it in the pore spaces. Current remediation technologies are more per-
tinent to various inorganic and organic mercury compounds. Subsurface contami-
nation due to spills and disposals of Hg0, quantification of Hg0 entrapment
phenomena at pore scale and the effect of residual Hg0 on remediation have not
been studied extensively. With a significant increase in the number of Hg0 spill sites
and lack of studies on entrapment and entrapment models, the need for under-
standing Hg0 migration and its entrapment and remediating entrapped Hg0 becomes
inevitable. The results of controlled capillary pressure–water saturation experiments
and pore-scale glass bead micromodel experiments were discussed in this chapter.
The influence of each of the forces involved during migration and entrapment and
the effect of capillary number and Bond number on residual Hg0 saturation were
also discussed. The influence of porous media and fluid properties on residual Hg0

saturation was also elicited. Pore-scale glass bead micromodels and associated
image analysis studies brought forth the effect of NC on the size and shape distri-
bution of entrapped Hg0. Theoretical investigations showed that fluid properties
were found to have an equal effect on the process of non-wetting fluid entrapment
and residual non-wetting fluid saturation especially for Hg0, which has a high
interfacial tension and density. Theoretical investigations also proved that migration
of Hg0 was greatest under the influence of gravity and capillary forces and to some
extent was influenced by viscous forces. Hg0–water systems exhibited high NB and
low NC indicating that the critical NC and NT established for a common DNAPL
such as PCE may not be directly applicable to Hg0. The NC cut off values
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established for PCE or TCE for its entrapment and mobilization cannot be applied
for Hg0 as its NC is much lower.

Heterogeneities are expected to radically increase residual Hg0 saturation. While
the effect of heterogeneities on mercury migration, entrapment and distribution can
be easily hypothesized, further capillary pressure–water saturation experiments are
needed to quantify Hg0 entrapment and generate entrapment parameters. Additional
micromodel studies to quantify residual saturation and assess the distribution of
Hg0 on a wide variety of heterogeneities are also needed. The relationship between
entrapped Hg0 blob distributions and heterogeneities are recommended to be
established before predicting the efficacy of any remediation effort.
Capillary-trapped Hg0 blob is expected to have a strong influence on mass transfer
between phases such as liquid mercury to gaseous mercury. Follow-up work should
involve experimental investigations in porous media to study mass transfer pro-
cesses from entrapped Hg0 and quantify steady-state volatilization rates from
entrapped Hg0 blobs. The probability and rate of Hg0 speciation into organic or
inorganic mercury should also be assessed from residual Hg0 blobs. A thorough
experimental investigation may be required to explore subsurface conditions and
predict the effect of the aforementioned parameters on mercury mass transfer rates.
An appropriate, constitutive and robust mathematical model to simulate Hg0 release
and its entrapment in the subsurface would be a valuable tool to
develop. Entrapment parameters obtained from Pc–Sw experiments can be used to
validate the model. The model could also be expanded to incorporate the fate and
transport of mercury and to mimic the various remediation scenarios.
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New Insight into Immiscible Foam
for Enhancing Oil Recovery

Mohammad Simjoo and Pacelli L. J. Zitha

1 Introduction

One of the most accepted and widely used methods for enhanced oil recovery
(EOR) is gas flooding (Orr 2007). The main underlying mechanism for this EOR
method is that the residual oil saturation for gas flooding is lower than that for water
flooding (Lake 1989; Green and Willhite 1998). However, the efficiency of gas
EOR processes in the reservoir conditions is often not promising due to very low
viscosity and density of gas compared to water and crude oil. Thus, gas injection
suffers from gravity segregation and viscous instabilities, leading to uneven oil
displacement, early gas breakthrough, and low oil recovery factor.

Foaming of the injected gas is a potential solution to improve gas flooding
performance by a considerable increase of gas viscosity and also by trapping a part
of the gas inside the porous medium (Bernard et al. 1965; Hirasaki and Lawson
1985; Kovscek and Radke 1994; Rossen 1996; Li et al. 2010; Simjoo and Zitha
2015). Hereby, gas mobility substantially decreases and instead volumetric sweep
efficiency increases during gas flooding into oil reservoirs. Thus, this has obvious
potential benefits for enhancing oil recovery.

Bond and Holbrook (1958) were the first to propose that foam could be gen-
erated in oil reservoirs to obtain a favorable mobility ratio. This idea has been
supported by several laboratory studies (Fried 1961; Chiang et al. 1980; Wellington
and Vinegar 1988), field trials, and commercial projects (Patzek and Koinis 1990;
Friedmann et al. 1994; Turta and Singhal 1998; Skauge et al. 2002). Although foam
has been widely applied during various stages of oil production to control fluid
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mobility, there are still some important questions about the effects of oil on foam
stability and foam propagation in reservoirs containing residual oil. Available
experimental evidence resulted from bulk and porous media studies present varied
results for foam–oil interaction. While several studies argued that the presence of oil
could be detrimental on foam stability (Minssieux 1974; Jensen and Friedmann
1987; Schramm and Novosad 1992; Svorstøl et al. 1996; Arnaudov et al. 2001;
Hadjiiski et al. 2001; Denkov 2004; Farajzadeh et al. 2012), others supported that
stable foam could be effectively generated in the presence of oil by selecting
appropriate foaming agents (Nikolov et al. 1986; Lau and O’Brien 1988; Suffridge
et al. 1989; Schramm et al. 1993; Mannhardt et al. 1998; Aarra et al. 2002;
Vikingstad and Aarra 2009; Emadi et al. 2011; Andrianov et al. 2012; Li et al.
2012; Simjoo et al. 2013a; Singh and Mohanty 2015). The latter idea has been
discussed in several studies where the development of sufficiently stable foam leads
to incremental oil recovery on top of water and gas flooding (Ali et al. 1985;
Mannhardt et al. 1998; Yin et al. 2009; Andrianov et al. 2012). However, it was
argued that before foam could propagate in porous media, oil saturation must be
below a critical value (Jensen and Friedmann 1987; Svorstøl et al. 1996; Mannhardt
and Svorstøl 1999). This was not supported by other studies in which foam was
generated at relatively high oil saturation (Ali et al. 1985; Farajzadeh et al. 2010;
Andrianov et al. 2012; Simjoo et al. 2013b). From the existing studies, one can infer
that the topic of foam–oil indication is still a subject of debate and more systematic
studies are needed to elucidate the corresponding mechanisms.

The goal of this study is to gain better insight into the effects of oil on foam
stability and foam propagation in natural sandstone cores containing water-flood
residual oil. More specifically, this study is concerned with the question of whether
immiscible foam can be a tertiary oil recovery method. We also investigate the
effect of surfactant concentration because it is one of the main physical parameters
that directly affect the stability of foam films in the presence of oil. The use of a CT
scanner enabled us to provide new insight into foam–oil interaction in porous
media. We provide a detailed analysis of the incremental oil recovery by foam that
has not been elaborated in the previous studies. This chapter proceeds with a
description of the experimental part. Next, the results are presented and discussed.
Then the main conclusions of this study are drawn.

2 Experimental Description

2.1 Materials

Brine was prepared by dissolving sodium chloride (NaCl, Merck) at a fixed con-
centration of 0.5 M in de-ionized water (pH = 6.8 ± 0.1). Density and viscosity of
the brine at 21 °C were 1.02 ± 0.01 g/cm3 and 1.18 ± 0.01 cP, respectively.
The surfactant used to perform experiments was C14-16 alpha olefin sulfonate
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(AOS, Stepan) with the molecular weight of 315 g/mole. It was provided as an
aqueous solution containing 40.0 wt% active content and used as received without
further treatment. The critical micelle concentration of the AOS solution in the
presence of 0.5 M NaCl was 4.0 � 10−3 wt%. Normal hexadecane (n-C16,
Sigma-Aldrich) with a purity of 99.99% was used as model oil. Density and vis-
cosity of the oil at 21 °C were 0.77 ± 0.01 g/cm3 and 3.28 ± 0.01 cP, respec-
tively. Nitrogen gas with a purity of 99.98% was used to conduct the experiments.

Bentheimer sandstone cores were used to perform the experiments. This sand-
stone contains up to 97% quartz and is consolidated and nearly homogeneous
(Peksa et al. 2015). The core samples were drilled from a cubical block and then
sawn to the desired dimensions using a water-cooled diamond saw. Next, the cores
were dried in an oven at 60 °C for 48 h. Then they were encapsulated in a thin layer
of low X-ray attenuation Araldite self-hardening glue to avoid possible bypassing
along the side of the core. From the CT scans of the dry core, it was estimated that
the glue penetrates about 1.0 mm of the core sample. The effective diameter was
used for the calculation of the total pore volumes of the cores. After hardening, the
glued core was machined to ensure that the core fits precisely into the core holder.
The physical properties of the core samples are presented in Table 1.

The core holder was made of polyether ether ketone (PEEK), a synthetic
material that combines good mechanical properties with a low X-ray attenuation. It
transmits X-ray within a narrow energy window, which significantly minimizes the
beam hardening artifact due to the polychromaticity of the X-ray beam. Several
holes were drilled through the glue layer into the core surface along the core length
for pressure measurements. The pressure connectors were also made of PEEK to
prevent interference of the pressure lines with the CT scanning.

2.2 Experimental Setup

The setup used to conduct the core-flooding experiments is shown in Fig. 1. It
consists of a core-holder in line with a double effect piston displacement pump
(Pharmacia Biotech P-500) in parallel with a gas mass flow controller (Bronkhorst)
and on the other end, a back pressure regulator and a collector for the produced
fluids. The pump was used to inject brine, oil, and surfactant solution. Nitrogen gas

Table 1 Physical properties
of the core samples used in
this study

Core sample Bentheimer
sandstone

Diameter (cm) 3.8 ± 0.1

Length (cm) 17.0 ± 0.1

Porosity (%) 21.0 ± 0.1

Pore volume (cm3) 40.5 ± 0.5

Absolute permeability to brine
(Darcy)

2.5 ± 0.1
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was supplied by a 200 bar cylinder equipped with a pressure regulator (KHP Series,
Swagelok) and connected to the core inlet through a mass flow controller.
A differential pressure transducer was used to record the overall pressure drop along
the core length. A data acquisition system (National Instruments) was used to
record pressure, liquid production, and gas and liquid injection rates.

2.3 CT Scanner

The CT scans were obtained using a third-generation SAMATOM Volume Zoom
Quad slice scanner. The core-flooding setup was placed on the couch of the CT
scanner and core-holder was fixed vertically to the edge of the couch using poly-
methyl methacrylate stand, which is equally transparent to X-rays. The X-ray tube
of the CT scanner operated at a voltage of 140 kV and a current of 250 mA. The
sequential scan mode was used for image acquisition. The thickness of each CT
slice was 1 mm and one series of scans included eight slices. The B40 medium filter
was used for the reconstruction of the images. A typical slice image consists of
512 � 512 pixels with the pixel size of 0.3 mm � 0.3 mm. Since the noise for CT
images typically ranges from 3 to 20 Hounsfield units (HU), the accuracy in the
measured fluid saturation is within ±2%. The following equation was used to

Pressure 
transducer

Inlet

Differential 
pressure 

transducer

Back-pressure

Production 
collector

Gas supply 
Outlet

Liquid pump Gas flow 
controller

Fig. 1 Schematic of the experimental setup used to perform core-flooding experiments. The
core-holder was placed vertically on the couch of CT scanner. There were additional lines not
shown in the schematic that allowed the injection of fluids from the bottom of the core
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obtain oil saturation from the measured attenuation coefficients in Hounsfield units,
eliminating the contribution of rock by the subtraction:

So ¼ 1
u

HU� HUwet

HUo � HUw

� �
ð1Þ

where u is porosity of the core, HU is the attenuation coefficient obtained during oil
injection into the brine-saturated core, HUwet is the attenuation coefficient of the
brine-saturated core, HUo is the attenuation coefficient of the oil phase, and HUw is
the attenuation coefficient of the water (brine, 0.5 M NaCl) phase. To describe the
distribution of fluids during foam (or gas) flooding, the CT images were converted
into the total liquid saturation (Sliq = So + Sw) profiles. The reason to obtain total
liquid saturation rather than oil and water saturations is that for the latter case one
needs to CT scan the core using a true dual-energy method. This option was
available in the CT scanner, but the contrast of the images resulting from the pair of
energies was not good enough to discriminate fluids at three-phase flow conditions.
Therefore, total liquid saturation was reported in terms of the summation of oil and
water saturations using the following equation:

So ¼ HUfoam � HUdry

HUpre�flush � HUdry
ð2Þ

where subscripts foam, pre-flush, and dry stand for core with foam, core at the end
of surfactant pre-flush, and dry core, respectively.

2.4 Experimental Procedure

The basic sequence used to conduct core-flooding experiments is shown in Table 2.
First, air was removed by flushing the core with CO2 at 5 bar injection pressure.
Then the dry core was saturated by injecting at least 10 pore volumes (PV) of brine
while maintaining a back pressure of 25 bar. This was done to dissolve any CO2

present in the core and thus to ensure a complete saturation of the core with brine.
Next, primary drainage was performed by injecting model oil at 0.5 cm3/min under
gravity stable conditions (from top of the core). Subsequently, imbibition was done
by injecting brine from the bottom of the core and continued until no more oil was
produced and the pressure drop over the core became constant. Then 2.0 PV of the
surfactant solution was injected into the core to satisfy its adsorption capacity. Next,
nitrogen and surfactant solution were co-injected downward to generate foam at
different surfactant concentrations (0.1, 0.5, 1.0 wt%). Foam flooding was per-
formed at a fixed superficial velocity of 4.58 ft/day and with foam quality of 91% at
a back pressure of 20 bar and ambient temperature (21 ± 1 °C). One baseline gas
flooding experiment was performed at a superficial velocity of 4.2 ft/day at the
same experimental conditions.
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At each stage of the experiment, the core was CT scanned to determine the
distribution of fluid saturations in the porous medium and to reveal the propagation
of the foam front. The results of core-flooding experiments were examined in terms
of CT scan images, total liquid saturation, mobility reduction factor (as a ratio of
foam to single-phase water flow pressure drops at the same superficial velocity),
incremental oil recovery (oil recovered during gas or foam flooding divided by oil
initially in place, OIIP, after primary drainage), and dynamic capillary desaturation
curve.

3 Results and Discussion

3.1 Primary Drainage and Imbibition

Since the results of primary drainage and imbibition were similar for all
core-flooding experiments, only one prototypical experiment will be discussed in
detail. Figure 2 shows a series of CT images taken at different injected pore vol-
umes during the primary drainage and imbibition. The image at zero PV represents
a core fully saturated with brine, which is characterized by a dark red color. As oil is
injected from top of the core, the color of images changes from red to yellow,
indicating that oil drains water from the porous medium. Oil breakthrough occurred
at 0.74 ± 0.02 PV, and thereafter the color in the image changes only slightly.
After the breakthrough, a relatively high intensity of the red color is evident near the
outlet face. This is due to the capillary end effect: the wetting phase saturation must
satisfy the zero capillary pressure conditions prevailing at outlet boundary. Further
oil injection partially eliminates the capillary end effect. Subsequently, imbibition
was done by injecting brine upward. Change in the color of the images from yellow
to orange indicates the displacement of oil by the brine. Water breakthrough
occurred slightly before 0.36 ± 0.02 PV, and thereafter the color of the images
remained practically unchanged. The last image in Fig. 2 represents the end of the
surfactant pre-flush, where 2.0 PV of the AOS solution was injected at the same
flow rate as brine during water flooding. Only a small amount of oil of about

Table 2 Basic sequence used to conduct core-flooding experiments

Step Description Back pressure
(bar)

Flow rate
(cm3/min)

Injection
direction

1 CO2 flushing – 5.0 Down

2 Core saturation 25 1.0 Up

3 Oil injection – 0.5 Down

4 Water flooding – 0.5–1.0 Up

5 Surfactant pre-flush – 1.0 Up

6 Foam or gas flooding 20 1.1 Down
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2.0 ± 0.5% of the OIIP was produced during surfactant pre-flush. We recall that
the main purpose of surfactant pre-flush was to quench the adsorption capacities of
the rock sample to reduce surfactant loss as much as possible during foam flooding.

For further quantitative analysis, we plotted oil saturation during primary drai-
nage and imbibition for different injected pore volumes as shown in Figs. 3 and 4.
The general behavior of the oil saturation profiles, Fig. 3, during primary drainage
is reminiscent of a Buckley–Leverett displacement: a sharp shock region followed
by a rarefaction wave. As mentioned before, after breakthrough time oil saturation
remained low at the outlet face due to the capillary end effect, but it increased

0PV        0.12PV     0.37PV     0.49PV      0.62PV      0.74PV 6.3PV          0.05PV     0.17PV     0.27PV       0.36PV    1.98PV Surfactant 
pre-flush

Primary drainage Water flooding

Fig. 2 CT images during primary drainage (left), water flooding (middle), and surfactant pre-flush
(right). The image at zero PV corresponds to the core fully saturated with brine. During primary
drainage, brine (dark red) is displaced by oil (yellow). Oil production by water flooding is evident
by a change in the color from yellow to orange

Fig. 3 Oil saturation profile during primary drainage, obtained from the corresponding CT images
shown in Fig. 2. Oil was injected from the top of the core, which is located on the right side of the
figure. The average oil saturation at the end of drainage was 0.85 ± 0.02
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gradually by injecting more oil. The average oil saturation along the core at the end
of the primary drainage was 0.85 ± 0.02, equal to a connate water saturation of
Swc = 0.15 ± 0.02. This is consistent with the value obtained from the measured
special core analysis (SCAL) data for Bentheimer sandstone, where Swc varied from
0.14 to 0.18 (Andrianov et al. 2012).

Figure 4 shows oil saturation profile during water flooding. The general behavior
of the advancing front is similar to that of primary drainage, although the broad-
ening of the frontal region due to capillary pressure is more pronounced. Most of
the oil was produced before water breakthrough and thereafter only a tiny amount
of extra oil was recovered. The remaining oil was distributed uniformly through the
core length and exhibited an average value of 0.46 ± 0.02. This value is higher
than those obtained from the SCAL measurements, which is about 0.28 ± 0.05
(Andrianov et al. 2012). However, several pore volumes of brine were injected after
water breakthrough, but very little oil was produced. Instead, water cut (i.e., fraction
of water in total produced liquid) increased considerably and reached nearly unity.
Therefore, we concluded that under the experimental condition the measured oil
saturation at the end of the imbibition is water-flood residual oil saturation.

3.2 Gas Flooding

Before performing foam flooding experiments, a baseline gas flooding experiment
was performed by injecting nitrogen directly after water flooding from the top of the
core. The gas injection was done under gravity stable conditions according to the

Fig. 4 Oil saturation profile during water flooding, obtained from the corresponding CT images
shown in Fig. 2. Water was injected from the bottom of the core, which is located on the left side
of the figure. The average oil saturation at the end of water flooding was 0.46 ± 0.02
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Dietz stability analysis (Dietz 1953) by which the critical injection velocity was
obtained 4.2 ft/day, which was the same as the injected velocity. Figure 5 shows
the CT scan images taken during gas flooding. As gas is injected downward, there is
a change in the image color from orange to yellowish green, indicating that a part of
the liquid is displaced by gas. During this period only water moving ahead of the
gas front is produced. The gas breakthrough was observed early after the beginning
of gas injection at 0.25 ± 0.02 PV. This time coincided also with the start of oil
production at the core outlet. Visual inspection of the effluents revealed that after
gas breakthrough a small amount of oil was recovered in a highly dispersed form
(tiny droplets).

For further analysis of gas flooding, total liquid saturation (Sliq) profiles were
calculated using Eq. (2) at different injected pore volumes. As shown in Fig. 6, only
a very small fraction of total liquid (and thereby a very small fraction of water-flood
residual oil) was produced by gas. After gas breakthrough, the average liquid
saturation along the core was 0.86 ± 0.02. This shows that the performance of gas
flooding, even under gravity stable conditions, is not satisfactory due to the high
mobility of the injected gas and thus most of the initial liquid including water-flood
residual oil is left in the porous medium. This high amount of remaining oil is a
potential target for foam EOR as will be discussed in the next section.

0.07PV      0.15PV        0.20PV     0.25PV      0.30PV      0.47PV

Fig. 5 CT images obtained during gravity stable gas flooding in a water-flooded core. Gas
breakthrough occurred at the early time only after 0.25 ± 0.02 PV of gas injection
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3.3 Foam Flooding

3.3.1 CT Scan Images

To investigate the potential performance of foam to recover incremental oil,
nitrogen and the AOS surfactant solution were co-injected into the water-flooded
core. Figures 7, 8 and 9 present a series of CT scan images obtained during foam
flooding for different AOS concentrations (0.1, 0.5 and 1.0 wt%). In the CT images,
the region with orange color corresponds to the liquid phase consisting of residual
oil plus surfactant solution, representing a two-phase flow region. As gas and
surfactant solution are co-injected from the top of the core, the intensity of orange
color diminishes progressively in favor of more blue/green, representing a
three-phase flow region. This gives a first qualitative impression about the change
in fluid saturations in the core due to the foam flow. Four main regions can be
distinguished from the CT images before foam breakthrough time. The first one is
located over the first 2.0 ± 0.2 cm from the core inlet. In this region, orange color
persists for large numbers of injected pore volumes. This indicates the presence of
high liquid saturation in the inlet region. This can be explained by the fact that the
injected gas needs to travel a certain distance into the core before the foam is fully
developed. As a result gas mobility remains high, resulting in a weak liquid dis-
placement. Moreover, if the oil phase is present in the pore spaces, it might slow
down the net rate of foam development and thus leading to even higher gas
mobility. The second region is the upstream of the advancing front, characterized
by a clear change in the image color from orange to blue/green. This region grows
over the core length as the foam front moves toward the core outlet. The third
region is a transition zone between swept and un-swept parts of the core. This
transition zone is not as sharp as the one for foam flow in the absence of oil

Fig. 6 Total liquid saturation profiles during gas flooding, obtained from the CT images shown in
Fig. 5. Gas was injected from the top of the core, which is located on the right side of the figure
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(Simjoo et al. 2013c). This is most likely due to the fact that oil mobilized by foam
forms a diffuse oil bank with high oil saturation ahead of the advancing foam front,
which could partially destabilize foam. The fourth region is downstream of the
advancing front, shown by orange color indicating liquid saturation equal to unity.

0.03PV     0.08PV     0.14PV       0.19PV      0.24PV    0.30PV 0.35PV      0.41PV    0.62PV      0.98PV      1.98PV      4.18PV      5.98PV    10.70PV    16.24PV

Fig. 7 CT images obtained during 0.1 wt% AOS foam flooding. Co-injection of gas and
surfactant solution was done under gravity stable conditions. Orange color stands for residual oil
plus surfactant solution. Green/blue color indicates three-phase region. Foam breakthrough
occurred at 0.28 ± 0.02 PV

0.03PV      0.08PV     0.14PV       0.24PV    0.30PV      0.35PV      0.41PV      0.46PV      0.52PV     0.68PV       1.0PV        2.09PV       5.11PV    10.43PV    15.64PV

Fig. 8 CT images obtained during 0.5 wt% AOS foam flooding. Foam breakthrough occurred at
0.41 ± 0.02 PV

0.03PV      0.08PV       0.14PV      0.24PV      0.30PV  0.35PV      0.41PV       0.52PV     0.57PV      0.62PV      0.68PV      1.0PV       2.09PV    5.11PV       10.48PV   16.62PV

Fig. 9 CT images obtained during 1.0 wt% AOS foam flooding. Foam breakthrough occurred at
0.57 ± 0.02 PV
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A detailed examination of the CT images, however, reveals that the intensity of
orange color in the region displaced by foam decreases with increasing surfactant
concentration. Let us consider the CT image at 0.30 PV for different surfactant
concentrations. For 0.1 wt% AOS foam orange color is more visible in the flow
domain. However, for 0.5 and 1.0 wt% AOS foams the number of orange spots
diminishes and instead a progressive appearance and spreading of blue color are
evident. Recall that the higher intensity of blue color in the CT image indicates the
presence of a stronger foam and thus more liquid desaturation from the liquid-filled
pores. Therefore, one can conclude that foam development improves considerably
when surfactant concentration increases from 0.1 to 1.0 wt%.

Foam breakthrough time is another indicator of foam performance: breakthrough
time for 0.1 wt% foam was 0.28 ± 0.02 PV, which is slightly longer than that for
baseline gas flooding (about 0.25 ± 0.02 PV). Foam breakthrough time increases
with surfactant concentration: 0.41 ± 0.02 PV for 0.5 wt% foam and
0.57 ± 0.02 PV for 1.0 wt% foam. The above results reveal that the foam prop-
agation rate decreases with increasing surfactant concentration, which indicates a
better macroscopic sweep of the core. For a longer time of foam injection, the CT
images of 1.0 wt% AOS foam show that a new secondary foam front emerges at the
downstream of the core and propagates upward against the main flow direction (see
the image at 16.62 PV in Fig. 9). The appearance of this new front was visualized
by a higher intensity of the blue-colored zone, indicating that strong foam was
generated in the downstream of the core. The general feature of this new secondary
front is qualitatively similar to that observed for 1.0 wt% AOS foam in the absence
of oil (Simjoo et al. 2013c). However, the secondary foam front in absence of oil
was developed earlier, after 1.5 PV compared to 16 PV for foam in the presence of
oil.

3.3.2 Saturation Profiles

For further quantitative analysis of foam propagation in the presence of oil,
we examine total liquid saturation (Sliq) at different injected pore volumes.
Figures 10, 11, and 12 show Sliq profiles obtained for three surfactant concentra-
tions investigated. Let us first consider 0.1 wt% foam flow (Fig. 10). The four
regions observed before foam breakthrough can be characterized further as follows:
in the inlet region, Sliq decreases from 0.90 ± 0.02 to 0.80 ± 0.02 at a distance of
2.0 ± 0.2 cm from the core inlet. In the upstream region displaced by foam,
average Sliq is about 0.80 ± 0.02. This region is followed by a transition zone at
which Sliq increases from 0.80 ± 0.02 to unity. After foam breakthrough at
0.28 ± 0.02 PV, the remaining liquid saturation is distributed uniformly through
the core and exhibits an average value of 0.78 ± 0.02, except the inlet region (see
the Sliq profile at 0.98 PV in Fig. 10). As more foam is injected, liquid saturation
decreases continuously through the core: average Sliq decreases further from
0.78 ± 0.02 to 0.55 ± 0.02 after injecting 5.98 PV of foam. Beyond this pore
volume, liquid saturation continues to decrease but at a slower rate: Sliq obtains an
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average value of 0.43 ± 0.02 after 16 PV injected. Note that even after injecting
16 PV, Sliq in the inlet region remains high. This reflects the fact that the injected
gas needs some distance, which is 2.0 ± 0.2 cm for the conditions investigated,
before it is fully developed into the foam. Now let us consider the Sliq profiles for
foam at higher surfactant concentrations (Figs. 11 and 12). The overall trend of the
Sliq profiles for 0.5 and 1.0 wt% foams is qualitatively similar to that for 0.1 wt%
foam: a high amount of Sliq in the inlet region, followed by a reduction in Sliq in the
upstream region, and then a transition zone through which Sliq increases to unity.
However, when the surfactant concentration increases from 0.1 to 1.0 wt%, more
liquid desaturation occurs by foam and thus a smaller Sliq is obtained in the
upstream region. Let us compare the average Sliq before foam breakthrough for
different surfactant concentrations. For 0.1 wt% foam average Sliq is 0.80 ± 0.02
while for 0.5 and 1.0 wt% foams it decreases further to 0.70 ± 0.02 and
0.50 ± 0.02, respectively. Note that the corresponding average Sliq for the baseline
gas flooding was 0.88 ± 0.02.

The effect of the surfactant concentration on the Sliq profiles is also evident after
foam breakthrough. Let us compare Sliq after 1.0 PV of foam injection. While the
average Sliq for 0.1 wt% foam is 0.78 ± 0.02, it decreases further to 0.55 ± 0.02
for 0.5 wt% foam and 0.47 ± 0.02 for 1.0 wt% foam. The results above prove that
foaming of the injected gas, even at surfactant concentration as low as 0.1 wt%,
provides a better mobility control compared to gas flooding and, correspondingly,
diminishes liquid saturation more effectively. Also, as the surfactant concentration
increases from 0.1 to 1.0 wt%, foam flow exhibits better macroscopic sweep effi-
ciency due to the development of a stronger foam.
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Fig. 10 Total liquid saturation profiles for 0.1 wt% foam obtained from the CT scan images
shown in Fig. 7. Gas and surfactant solution were co-injected from the top of the core, which is
located on the right side of the figure. Closed and open symbols indicate liquid saturation profiles
before and after foam breakthrough
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Table 3 gives a summary of the effect of the surfactant concentration on foam
propagation rate and foam breakthrough time in the absence and presence of oil.
The data shows that for all concentrations investigated the foam propagation rate is
higher in the presence of oil due to the partial destabilization of foam. This leads to
an earlier foam breakthrough time compared to foam flow in the absence of oil. For
instance for 1.0 wt% concentration when oil is present in the porous medium, foam
propagation rate increases from 0.22 ± 0.01 to 0.30 ± 0.01 m/PV, corresponding
with a reduction in foam breakthrough time from 0.76 ± 0.2 to 0.57 ± 0.2 PV.
Remarkably, although the generated foam becomes partially destabilized by oil,
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Fig. 11 Total liquid saturation profiles for 0.5 wt% foam obtained from the CT scan images
shown in Fig. 8
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Fig. 12 Total liquid saturation profiles for 1.0 wt% foam obtained from the CT scan images
shown in Fig. 9
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the foam front is still strong enough to induce a reduction in liquid saturation as
noted in the CT images and saturation profiles (Figs. 9 and 12). Comparing the
magnitude of the foam propagation rate in the absence and presence oil shows that
the effect of the surfactant concentration is more pronounced when oil is present in
the porous medium: foam propagation rate in the presence of oil decreases twice as
the surfactant concentration increases from 0.1 to 1.0 wt%. These results once again
show that surfactant concentration is a key physical parameter to adjust the prop-
erties of the advancing foam front for a given EOR application.

3.3.3 Foam Mobility Reduction Factor

Figure 13 shows mobility reduction factor (MRF) obtained for three surfactant
concentrations investigated. Recall that MRF was defined as a ratio of foam to
single-phase water pressure drops over the core length. MRF for 0.1 wt% foam
remains low during the first 4.0 PV injected: it increases very slowly from 18 ± 5
to 40 ± 5, corresponding to a pressure gradient of 1.9 bar/m. This slow increase is
consistent with liquid saturation remaining high (about 0.68 ± 0.02) in the porous
medium. Beyond 4.0 PV, MRF rises progressively and then levels off to 335 ± 5.
As the surfactant concentration increases, MRF grows rapidly in the first injected
pore volume, reaching 300 ± 5 for 0.5 wt% foam and 470 ± 5 for 1.0 wt% foam.
The sharp increase of MRF is consistent with the substantial reduction in liquid
saturation within the first injected pore volume (Figs. 11 and 12). The rate of
increase of MRF is faster (about two times) for 1.0 wt% foam compared to 0.5 wt%
foam. It seems that MRF for 0.5 wt% foam continues to increase very slowly such
that, after the initial rise, it reaches 630 ± 5. MRF for 1.0 wt% foam, however,
tends to decrease slowly after peaking at 700 ± 5. The above results combined with
the liquid saturation profiles show that increasing the surfactant concentration
enhances foam stability in the presence of oil, giving a large MRF. This improves
the sweep efficiency and displaces more liquid (including part of residual oil) from
the core.

Table 3 Effect of surfactant concentration on foam propagation rate and foam breakthrough time
in the absence and presence of oil

Concentration
(wt%)

In the absence of oil In the presence of oil

Propagation
rate (m/PV,
±0.01)

Breakthrough
time (PV,
±0.02)

Propagation
rate (m/PV,
±0.01)

Breakthrough
time (PV,
±0.02)

0.1 0.29 0.58 0.61 0.28

0.5 0.24 0.71 0.42 0.41

1.0 0.22 0.76 0.30 0.57

Foam was generated at a fixed quality of 91% at 20 bar back pressure and temperature of 21 ± 1 °C
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3.3.4 Incremental Oil Recovery by Foam

Figures 14 and 15 show oil cut profile and incremental oil recovery due to foam
flooding for the three surfactant concentrations investigated. The amount of pro-
duced oil was obtained from the material balance on the core and the analysis of the
effluents. Oil cut was defined as the fraction of oil in the produced liquid. The
incremental oil recovery was defined as a ratio of the produced oil to the oil initially
in place. Let us first consider 0.1 wt% foam. In the first 0.3 PV, oil is produced at a
high rate such that a jump in the oil cut profile is evident, which is consistent with
the formation of an oil bank. Then the oil cut profile decreases significantly to as
low as 3.0% up to 2.0 PV. Thereafter, no more oil is produced until 4.0 PV.
Beyond that oil production resumes with a modest increase in the oil cut profile to
8.0% until 10 PV and then it continues with an almost constant oil cut for the rest of
the experiment. We note that increase in oil production after 4.0 PV coincides with
a progressive rise of MRF from 40 ± 5 to 300 ± 5 and also with a reduction in
average liquid saturation from 0.68 ± 0.02 to 0.50 ± 0.02 (see Figs. 10 and 13).
Beyond 10.0 PV, when the oil production rate becomes constant, the MRF profile
also levels off to a plateau value of 335 ± 5. When the surfactant concentration
increases to 0.5 and 1.0 wt%, a qualitatively different oil recovery is observed. First
of all, for both concentrations oil breakthrough is delayed due to a good mobility
control provided by foam. At short times (within the first 1.5 PV) the oil production
rate tends to increase as can be judged from the oil cut profiles, while during long
times it decreases progressively. Therefore, oil is produced first by the formation of
an oil bank followed by a long tail production. The size of the oil bank increases
with surfactant concentration: after 3.0 PV the oil cut for 0.5 wt% foam is 15 ± 1%
compared to 25 ± 1% for 1.0 wt% foam. The tailing oil production is, however,
less sensitive to the surfactant concentration: the oil cut for 0.5 and 1.0 wt% foams
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is 7 ± 1% and 9 ± 1% respectively. For both 0.5 and 1.0 wt% foams the oil bank
production coincides with a sharp increase in MRF, while the tailing production
occurs without drastic changes in MRF and also in liquid saturation profiles.

Table 4 gives a summary of the incremental oil recovery by foam for the three
surfactant concentrations investigated at two different pore volumes, namely 3.0
and 16.0 PV (respectively equal to the injection of 0.27 and 1.46 PV of surfactant
solution) representing the short and long time of foam injection. The results show
that an increase in the surfactant concentration leads to a substantially higher oil
recovery consisting of a larger MRF (see Fig. 13). After 3.0 PV the incremental oil
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recovery by 0.1, 0.5 and 1.0 wt% foams was, respectively, 5.0 ± 0.5%, 12 ± 2%,
and 16 ± 2% of the OIIP. Note that the corresponding oil recovery by gas flooding
was 4.0 ± 0.5% of the OIIP. As foam is injected for a longer time, oil recovery
continues to increase, but at a slower rate. For example for 1.0 wt% foam beyond
16 ± 2% oil recovery obtained after 3.0 PV, an additional oil production of
13 ± 2% was recovered for the next 13 PV. Table 4 also shows that oil recovery
by 0.1 wt% foam after 16 PV is about half of the 0.5 and 1.0 wt% foams. The
lower oil recovery (13.0 ± 0.5% of the OIIP) by 0.1 wt% AOS foam is consistent
with its lower stabilized MRF.

3.3.5 Foam EOR Mechanism

In the previous sections, we provided tangible evidence that stable foam can be
obtained by co-injection of surfactant (AOS in brine) and nitrogen in sandstone
cores pre-flushed by surfactant solution. This was established by a careful analysis
of the CT scan images and the liquid saturation profiles in Figs. 7, 8, 9, 10, 11, and
12 and the mobility reduction factor in Fig. 13. We demonstrated that foam is
generated at a surfactant concentration as low as 0.1 wt%, but its mobility reduction
factor remained low and correspondingly the incremental oil recovery was slightly
higher than that of gas flooding. We also found that the foam mobility reduction
factor increases considerably upon increasing the surfactant concentration to 0.5
and 1.0 wt%. The increase of surfactant concentration also resulted in higher oil
recovery by foam as shown in Fig. 15. We identified that the incremental oil by
foam is obtained first by a formation of an oil bank followed by a long tail
production.

In order to explore further the foam-flooding mechanism, we have plotted oil
saturation as a function of the capillary number Nc, as shown in Fig. 16. This curve
can be viewed as a dynamic picture of the evolution of oil saturation with respect to
Nc during foam flow. The capillary number Nc was defined as follows:

Nc ¼ kkrfDP
rowL

ð3Þ

where k is absolute permeability of the core sample, krf is foam relative perme-
ability, DP is pressure drop over the core, row is the interfacial tension between oil
and water, and L is the core length. For simplicity, it was assumed that foam is a

Table 4 Incremental oil recovery by foam at different surfactant concentrations

Concentration (wt%) Incremental oil recovery (% of OIIP)

After 3.0 PV of foam injection After 16 PV of foam injection

0.1 5.0 ± 0.5 13.0 ± 0.5

0.5 12 ± 2 28 ± 2

1.0 16 ± 2 29 ± 2
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single-phase fluid such that krf is equal to one. This implies that an increase in the
capillary number amounts essentially to an increase of viscous forces. Each Nc

profile in Fig. 16 starts with water flooding at two injection velocities of 2.1 and
4.2 ft/day. The corresponding Nc changes in the order of 10−7 to 10−6 at which
capillary forces are dominant to trap the oil phase. The oil recovery factor due to
water flooding was about 44 ± 2% of the OIIP. The third point in Fig. 16 stands
for the surfactant pre-flush by which IFT between oil and water decreases to
1.9 ± 0.1 mN/m under the experimental conditions. Although Nc increases by one
order of magnitude when we switch from water to surfactant, capillary forces are
still dominant and keep most of the water-flood residual oil trapped. During the
surfactant pre-flush, only a small amount of oil of about 2.0 ± 0.5% of the OIIP
was recovered. The next point at each Nc profile corresponds to the beginning of
foam flooding, which shows that Nc increases during foam flooding. This can be
explained by a larger magnitude of viscous forces as a result of pressure build-up
due to the foam development. An increase in viscous forces along with a modest
reduction in IFT, due to the presence of surfactant, ensures partial mobilization of
the trapped oil. Our results also show that Nc increases with the surfactant con-
centration. For 0.1 wt% foam, Nc remains low at the early time hardly exceeding
1.0 � 10−4. Thereafter, Nc increases progressively reaching 2.0 � 10−3 after
16.0 PV of foam injection. For 0.5 and 1.0 wt% foams Nc instead increases from
5.0 � 10−5 at the end of the surfactant pre-flush to 3.3 � 10−3 after 3.0 PV of foam
injection and then remains fairly constant at this value for the rest of the injection
time. The last point of the dynamic capillary desaturation curve for 1.0 wt% foam
shows that 43 ± 2% of the water-flood residual oil was produced by the foam
flood. However, if one would continue foam flooding for longer time, the oil
saturation would decrease further as can be inferred from the oil recovery profiles in
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Fig. 15. According to Maldal et al. (1997) for Bentheimer sandstone at the Nc at the
order of 10−3 about 40% of the water-flood residual oil is produced.

The sharp increase of Nc in the presence of oil (Fig. 16) is perhaps the best
indication of foam development and its ability to recover incremental oil. This
confirms that we can adjust the magnitude of foam mobility by selecting an ade-
quate surfactant at an appropriate concentration. However, we should note that the
use of higher surfactant concentrations could be limited due to the fact that it might
lead to more complex phase behavior of the surfactant with the appearance of liquid
crystal phases (Davis 1996).

The following important conclusion can be drawn from the dynamic capillary
desaturation curve in Fig. 16 and also from the MRF profiles in Fig. 13: for 0.5 and
1.0 wt% surfactant concentrations, the foam is created (MRF goes to a larger value)
long before all the oil is produced. This supports the idea that foam is formed at the
water-flood residual oil which leads to increase in the capillary number Nc and oil
displacement out of the core. Therefore, it seems not necessary that oil is first
reduced from the water-flood residual oil in order for foam to be formed, as has
been suggested earlier (Ali et al. 1985; Nikolov et al. 1986; Mannhardt et al. 1998;
Yin et al. 2009; Andrianov et al. 2012). This confirms the possibility of generating
strong foam in the presence of oil and then incremental oil recovery by the foam.
However, for 0.1 wt% concentration, it appears that foam strength increases as oil
saturation decreases.

Figure 17 summarizes the incremental oil recovery for the three surfactant
concentrations investigated. As can be seen during foam flooding, incremental oil is
first produced at high rates and then the oil production rate decreases slowly. Visual
inspection of the effluents together with the CT scan images and foam mobility data
have already indicated that early incremental oil is obtained by a generated oil bank
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while the later oil is due to the transport of tiny oil droplets within the flowing foam.
This is consistent with the fact that at a long time of foam injection, oil saturation
decreases further under a fairly constant Nc. Previous studies (Nikolov et al. 1986;
Jensen and Friedmann 1987; Raterman 1989; Mannhardt et al. 1998; Schramm and
Novosad 1990; Yin et al. 2009) demonstrated only final oil recoveries without
mentioning in detail how such produced oil was obtained over the time of foam
injection. Mannhardt et al. (1998) reported additional oil production by foam over
several tens of injected pore volumes with a mechanism by which emulsified oil
droplets are carried inside the foam structure. This proposed mechanism agrees
qualitatively with other micro-models and bulk studies of foam–oil interaction
(Nikolov et al. 1986; Manlowe and Radke 1990; Koczo et al. 1992). The physical
picture emerging from our core-flood analyses at a long time of foam injection and
also bulk foam stability in the presence of oil (see Fig. 18) are in agreement with
the work of Mannhardt et al. (1998). As shown in Fig. 18 for AOS bulk foam in the
presence of normal hexadecane, in which the model oil was colored red, the oil
phase is mostly accumulated in the Plateau borders (Simjoo et al. 2013a). Such oil
transporting property might work for carrying oil droplets by foam in the porous
medium. However, we emphasize that the oil recovery mechanism by foam
transport becomes important only at a later time of foam injection, namely after
producing the oil bank.

Based on the above discussion, the question arises whether the standard defi-
nition of the capillary number as a ratio of viscous to capillary forces is an
appropriate representation of the active mechanism(s) in the decrease of oil satu-
ration during foam flooding at a constant Nc. In fact more precisely, the question
arises whether foam flow is just water or surfactant flooding at higher gas satura-
tion. To answer these questions, more detailed studies focusing on the microscopic
mechanisms of foam flooding are required. The first step could be to perform foam

Fig. 18 Distribution of oil
droplets inside 0.5 wt% AOS
foam structure. The model oil
was n-hexadecane, which was
colored red for visualization
purposes (Simjoo et al.
2013a)
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flooding experiment with the aid of an appropriate dual-source CT scanner to
provide three-phase saturation maps. In this way, we would be able to track the
local distribution of the oil phase to validate the proposed oil mechanisms (for-
mation of oil bank and long tail production) and also to determine precisely at
which period during foam injection these mechanisms play a main role. In addition,
micro-model studies could be performed while ensuring that pore structures are as
close as possible to those of granular porous media. These results could provide
more insight into the microscopic aspects of the transport of oil droplets inside the
foam structure.

This study demonstrated that stable foam is obtained in natural sandstone cores
containing water-flood residual oil. Foam flooding provided an incremental oil
recovery ranging from 13 ± 0.5% to 29 ± 2% of the OIIP as the surfactant con-
centration increases from 0.1 to 1.0 wt% (Fig. 17). This provides the first-hand
experimental results showing that immiscible foam can increase oil recovery, thus
supports the concept that foam could be potentially employed for EOR application.
However, to implement foam EOR process in the field further studies are required
to address more realistic situations such as the effects of crude oil and temperature
on foam stability and also the way to generate foam to obtain an appropriate foam
strength. It seems that existing foam models need only slight modifications to
capture early oil recovery, but for the later oil recovery, i.e., transport of dispersed
oil, one requires a novel phenomenological framework.

4 Conclusions

Flow of nitrogen foam stabilized by C14-16 alpha olefin sulfonate (AOS) in natural
sandstone cores containing water-flood residual oil was studied. Foam flooding was
performed under gravity stable conditions at a fixed superficial velocity of 4.58 ft/
day and foam quality 91% at a back pressure of 20 bar and ambient temperature
(21 ± 1 °C). Effect of surfactant concentration (0.1, 0.5 and 1.0 wt%) on the foam
strength and foam propagation was examined. The main conclusions from this
study are as follows:

• CT scan saturation maps, foam mobility profile and effluent measurements
confirm that stable foam can be obtained in the presence of water-flood residual
oil.

• By increasing the surfactant concentration from 0.1 to 1.0 wt%, foam exhibited
a better front-like displacement, characterized by a longer breakthrough time
and a further reduction in liquid saturation as well as in oil saturation.

• Incremental oil production by foam was obtained at two distinct mechanisms in
line with CT scan images and visual inspection of the effluents. The first one
was due to the generation of an oil bank and occurred in the first few pore
volumes injected. The second one was a tailing mechanism where the incre-
mental oil production was obtained due to the transport of dispersed oil within
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the flowing foam, which could be consistent with a picture of tiny oil droplets
carried in the Plateau borders. The size of the oil bank increased with the
surfactant concentration, but the second mechanism was found to be less sen-
sitive to the surfactant concentration.

• The two distinct oil recovery mechanisms observed during foam flooding were
described by a dynamic capillary desaturation curve. In the oil bank mechanism,
reduction of oil saturation was accompanied by an increase in the capillary
number indicating that viscous forces are high enough to mobilize a part of the
trapped oil. In the tailing mechanism, the capillary number remains fairly
constant despite the continuous decrease of oil saturation. This could be due to
the displacement of oil in a dispersed form.

• Under the experimental conditions of this study, AOS foam flooding provided
an incremental oil recovery ranging from 5 ± 0.5% of the OIIP for 0.1 wt%
foam to 12 ± 2% of the OIIP for 1.0 wt% foam after injection of 3.0 PV (equal
to the injection of 0.27 PV of surfactant solution). At the same injection time,
gas flooding recovered only 4.0 ± 0.5% of the OIIP. For a long time of foam
injection, after 16.0 PV, oil recovery factors ranged from 13 ± 0.5% for 0.1 wt
% foam to 29 ± 2% for 1.0 wt% foam.
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Numerical Simulation of Flows
in a Channel with Impermeable
and Permeable Walls Using Finite
Volume Methods

Z. F. Tian, C. Xu and P. A. Dowd

1 Introduction

Thermal heat from enhanced geothermal systems (EGS) has the ability to generate
and dispatch baseload electricity without storage and with low carbon emissions.
EGS reservoirs in hot dry rocks (HDR) are, in general, located at significant depths,
commonly more than 3 km below the surface, and close to radiogenic heat sources
(Mohais et al. 2011a). In their natural state, these rocks typically have temperatures
at around 300 °C and usually have very low permeability. Extracting heat from an
EGS requires a connected network of fractures in the rock mass through which fluid
can be circulated and brought to the surface as very hot water. The fracture network
is usually created by hydraulic fracturing, which creates new fractures and causes
existing fractures to propagate (Mohais et al. 2011a, b). Cold working fluid, usually
water, is injected into the fracture network through an injection well, flows through
the fracture network, where it is heated by the surrounding rock and is then
extracted through a production well. The heat in the extracted water can be used to
generate electricity or can be used as a heat source for other applications.

As a result of the hydro-fracturing process and the granular composition of the
rocks, the walls of the fracture channels have permeable properties due to cracks
and fissures of varying sizes in the channel wall (Christopher and Armstead 1978;
Mohais et al. 2011b; Phillips 1991). The efficiency of the geothermal reservoir is
highly dependent on the permeability of the rock fractures within the reservoir
(Natarajan and Kumar 2012) and on the flows within the fracture channels, as
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demonstrated in Xu et al. (2015). Figure 1 shows idealised three-dimensional (3D)
and two-dimensional (2D) schematic views of a flow channel with porous upper
and lower walls. The walls are porous due to the cracks and fissures generated by
the fracturing process. As the span-wise dimension of the fracture channels
(z-direction in Fig. 1a) is always much larger than the height of the channel
(y-direction in Fig. 1a, b) and variation of flow field in z-direction is assumed to be
negligible, the channel flow is generally considered as a 2D flow as shown in
Fig. 1b.

Several studies of fluid flows in channels with porous walls have been reported
in the literature. In early studies of the flow at the interface between the channel and
the porous medium, the velocity u in the x-direction in Fig. 1b, at the
channel-porous medium interface was usually assumed to be zero (Mikelic and
Jäger 2000). In fluid dynamics, this is known as the no-slip boundary condition.

Beavers and Joseph (1967) pioneered the investigation of the slip velocity at
channel-porous medium interfaces. In an experiment, they compared fluid flow
through a porous block with flow through a channel formed by an upper wall
without flow through the wall and a lower permeable wall formed by the upper
surface of the porous block. Flows were compared for various samples of two types
of permeable material. This type of channel differs slightly from those in EGS
in which the upper and lower walls channels (fractures) are porous (Fig. 1).

x

y 

z 

Porous medium

Porous medium

Fracture channel
Fluid flow 

y 

x 
Channel-porous 
medium interface

(a)

(b) 

Fig. 1 a 3D and b 2D schematic view of channel flow with two porous medium walls
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Beavers and Joseph (1967) derived the boundary condition of the interface wall
between the channel and the porous medium as

du
dx

����
yþ¼0

¼ affiffiffi
k

p uinterface � umð Þ; ð1Þ

where a is a dimensionless coefficient termed the slip coefficient or Beavers–Joseph
coefficient. In Eq. (1), 0+ is a boundary limit point and y = 0+ means that
du/dy values are calculated using the velocity u (velocity in x-direction) on the
channel side but not the porous medium side. In Eq. (1), k is the absolute perme-
ability of the porous medium (m2); uinterface is the fluid velocity u at the interface
between the channel and the porous medium (m s−1); um is the fluid velocity in the
x-direction in the porous medium (m s−1), given by Darcy’s law as below

� dpm
dx

¼ l
k
um; ð2Þ

where l is the dynamic viscosity of the fluid (Pa s) and pm is the pressure of the
fluid in the porous medium (Pa).

Saffman (1971) further developed the generic velocity boundary condition for
the fluid-porous medium interface based on the Beavers–Joseph boundary condition
(Eq. 1). Saffman’s boundary condition (Nield 2009; Saffman 1971) is

uinterface ¼
ffiffiffi
k

p

a
@uinterface

@n
þOðkÞ; ð3Þ

where O(k) is the average velocity in the porous medium (m s−1), which can be
neglected (Nield 2009). In Eq. (3), n denotes the direction normal to the
fluid-porous medium interface. Again ∂uinterface/∂n is calculated on the channel side
but not the porous medium side. The Beavers–Joseph boundary condition is a
special case of Saffman’s boundary condition (Nield 2009; Saffman 1971) for
channel flows. Saffman’s modification of the Beavers–Joseph condition has been
further confirmed by theoretical studies such as Mikelic and Jäger (2000).

In a later study, Jones (1973) pointed out that the Beavers–Joseph boundary
condition for generic cases should be

@u
@y

þ @v
@x

� �����
yþ¼0

¼ affiffiffi
k

p uinterface � umð Þ ð4Þ

meaning that the left-hand side of the equation should be the shear strain rate for
generic cases. In Eq. (4), v is the velocity component in y-direction. It can be seen
that the Beavers–Joseph condition is a special case of Jones’ condition, for a
one-dimensional flow, ∂v/∂x = 0.

For the non-dimensional slip coefficient a in Eqs. (1), (3) and (4), Beavers and
Joseph (1967) found that values of a depend on the structure of the porous material at
the fluid-porous medium interface and materials with similar permeability may have,
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significantly, different slip coefficients but are independent of the fluid viscosity
(Nield 2009). In the Beavers and Joseph (1967) study, for foametal with average pore
sizes of 0.00406 m (0.016 in.), 0.00864 m (0.034 in.) and 0.0114 m (0.045 in.), the
values of a are 0.78, 1.45 and 4.0, respectively; while, for aloxide with average pore
sizes of 0.0033 m (0.013 in.) and 0.00686 m (0.027 in.), the value of a is 0.1, for
both pore sizes. The influence of the fluid (water, oil and gas) on the value of a was
found to be insignificant, whereas a is very sensitive to the nature of the porous
interface (Beavers et al. 1974). A later numerical study by Larson and Higdon (1986)
concluded that the value of a is sensitive to microscopic changes in the definition of
the interface implying that it is not possible to define a consistent value of a for any
media. The numerical studies of Sahraoui and Kaviany (1992) shows that a depends
on porosity, Reynolds number (Re), channel height, choice of interface, bulk flow
direction and interface structure. Another numerical study (Liu and Prosperetti 2011)
shows that a values for pressure-driven and shear-driven flows are somewhat dif-
ferent and a values depend on the Reynolds number.

Several numerical studies of channel flows with porous media boundary con-
ditions have been reported in the literature. One of the earliest, Berman (1953), used
the perturbation method to solve the Navier–Stokes equations to describe the flow
in a channel with a rectangular cross section and two equally porous walls. The
velocity u at the channel-porous medium interface is taken as zero (no-slip con-
dition) and the vertical velocity at the interface is assumed to be constant. Terrill
and Shrestha (1965) used the perturbation method to solve the Navier–Stokes
equations for laminar flows through parallel and uniformly porous walls. The
boundary conditions in their study are similar to those in Berman (1953); the
u velocities at the channel-porous medium interface are zero and the vertical
velocities are constant but different for the two porous walls. Granger et al. (1989)
obtained the analytical solutions of the Navier–Stokes equations for both a rect-
angular channel with one porous wall and a porous tubular channel. They found
that the velocity u profile of the flow in porous channels may be considered
parabolic and there is no pressure profile across the width of the channel. Recently,
Herschlag et al. (2015) obtained the analytical solution for the flow in a channel
with high wall permeability. The boundary conditions at the channel walls are
no-slip for axial velocity and Darcy’s law for the vertical velocity.

The analytical studies reviewed above are for cases in which there are vertical
flows at the channel-porous medium interfaces and the axial velocities at the
channel-porous medium interface are assumed to be zero. This no-slip velocity
condition is not realistic for fracture channels in EGS or similar systems. Mohais
et al. (2011a, b) used the perturbation method to solve the Navier–Stokes equations
to provide an analytical solution for laminar flow in a channel with porous walls
and non-zero axial velocity at the fluid-porous media interface. For a channel with
walls that contain small fissures, cracks and granular material, the axial velocity
profile in the channel can be affected by factors such as the slip boundary coeffi-
cient, permeability and the channel width (Mohais et al. 2011a, b; Tian et al. 2012).

This chapter reports computational fluid dynamics (CFD) simulations of fluid
flows in a single horizontal fracture sandwiched between two equally porous media,
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in the context of an EGS. Little research has been reported in modelling this
problem using the finite volume approach.

The first objective is to compare the velocity profiles predicted by CFD with
analytical solutions (Mohais et al. 2011a, b). To the authors’ knowledge, validations
of these analytical solutions of flow velocity profiles in a channel (Mohais et al.
2011a, b) have not been investigated using numerical models. These validations will
assist the development of other complex models of channel flows in future research.

The second objective is to investigate the influence of parameters such as slip
coefficient a, Reynolds number, permeability and channel height on the velocity
profiles and pressure drops in the channel flows. Of particular interest are the
pressure drops in the channel flows under different conditions as they are not
available in the analytical solutions reported in Mohais et al. (2011a, b).

2 Numerical Methods

2.1 CFD Domain and Boundary Conditions

In this study, laminar water flow is simulated in a 2D channel with a height of
2h. The channel is contained between two equally porous media, as illustrated in
Fig. 1b. ANSYS/Designmodeler 17.2 was used to generate the CFD domain.
Figure 2 is a schematic diagram of the domain and boundary conditions of the
single fracture channel model. To reduce the computational time for the simula-
tions, the CFD domain is half of a single channel with a symmetric boundary at the
bottom, as shown in Fig. 2, and thus the height of the half-channel modelled is
h. Following the work of Mohais et al. (2011b), two values of h(0.001 m and
0.0001 m) were tested in the study; these values are commonly used in modelling
channel flows in EGS reservoirs. The Reynolds numbers for the flows vary from
0.5 to 7.0 as the analytical solutions of Mohais et al. (2011a, b) hold for Re < 7.
The Reynolds number of the flow, Re, is defined in this case as

Rew ¼ 2hquave
l

; ð5Þ

Length 

h

Channel-porous medium interface

Symmetric  boundary Periodic boundary 1
Periodic 
boundary 2

y 

x 

Fig. 2 The boundary conditions of the CFD model of a single fracture (not to scale)
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where uave is the average velocity u of the flow in the channel (m s−1), 2h is the full
height of the channel (m) and q is the density of fluid (kg m−3) (water in this study).

In the x-direction, the periodic boundary condition is imposed with a mass flow
rate of uave. The values of uave are calculated using Eq. (5) with corresponding
Reynolds number Re and channel height 2h, for each case. The length of the
channel L is 0.08 m for h = 0.001 m and 0.01 m for h = 0.0001 m. The fluid in the
channel is water at 25 °C. The dynamic viscosity of water is 0.0008899 Pa s and
the density of water is 997 kg m−3.

At the channel-porous medium interface, the velocity u of the fluid is imposed
using the analytical equation developed by Mohais et al. (2011b). The porous walls
are assumed to be saturated, i.e. there is no fluid flow across the interface boundary.
The boundary conditions at the channel-porous medium interface used in the study
are

vinterface ¼ 0 ð6Þ

uinterface ¼ uave f
0 y�ð Þjyþ¼1¼ uave f 00 y�ð ÞþRew f 001 y�ð Þ� ���

yþ¼1; ð7Þ

where vinterface is the fluid velocity in the y-direction at the channel-porous medium
interface and uinterface is the fluid velocity in the x-direction at the channel-porous
medium interface. In Eq. (7), y* is the normalised distance in y-direction defined as
y* = y/h. Rew in Eq. (7) is the Reynolds number of fluid at the channel-porous
medium interface and is calculated as in Mohais et al. (2011b)

Rew ¼ 2hquinterface
l

: ð8Þ

In Eq. (7), f0(y
*) and f1(y

*) are determined as in Mohais et al. (2011b)

f0 y�ð Þ ¼ y�3
�1

2 1þ 3;ð Þ þ y�
3þ 6;
2þ 6;

� �
ð9Þ

f1 y�ð Þ ¼ � y�7

2520
9

1þ 3/ð Þ2
 !

þ y�3

6
9 7/þ 1ð Þ

140 1þ 3/ð Þ3
 !

þ y�
1

280 1þ 3/ð Þ2 �
3 7/þ 1ð Þ

280 1þ 3/ð Þ3
 !

;

ð10Þ

where / ¼ ffiffiffi
k

p
= ahð Þ.

The CFD package, ANSYS/CFX 17.2, was used for all steady-state simulations
based on the Navier–Stokes equations. The steady state Navier–Stokes equations
for incompressible flows are
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$ � U ¼ 0 ð11Þ

$ � UUð Þ ¼ �$p
q

þ$ � l
q

$Uþ $Uð ÞT� 2
3
$ � IU

� 	
 �
þG; ð12Þ

where G is the source term due to gravity and I is the identity matrix. U in Eqs. (11)
and (12) is velocity vector. Following the work of Mohais et al. (2011b), gravity
has negligible effects on the flows and therefore is neglected in this chapter.
ANSYS/CFX is a finite volume solver. The fourth-order Rhie–Chow option was
used for the velocity pressure coupling. The high-resolution scheme was used for
advection terms. A double precision version of the solver was employed to ensure
the accuracy of the CFD results. The maximum residual target was set at
1.5 � 10−6 for all simulations.

2.2 CFD Mesh and Mesh-Independent Test

ANSYS/meshing was used to generate the CFD mesh. A grid independence test
was conducted for the case for h = 0.001 m, Re = 0.5 and a = 1. An initial
structured mesh of 700 (in the streamwise direction, x) � 50 (height, y) was gen-
erated and then refined to a mesh of 1000 � 80, and further refined to a mesh of
1500 � 120. Mesh independence was checked by comparing the fluid velocity
profile along periodic boundary 1 (indicated as the red line in Fig. 3).

Figure 4 shows the comparison of normalised velocity u profiles for h = 0.001 m,
a = 1, Re = 0.5 and k = 10−8 m2, for three mesh systems. The velocity u is
normalised by the average velocity uave.

Channel- porous medium interface 

Symmetric boundary
 

Periodic 
boundary 1 

y 

x 

(0,0) 

Fig. 3 Mesh at periodic boundary 1 for h = 0.001 m
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All three meshes give almost identical results. The maximum difference in the
results obtained from the 1000 � 80 mesh and the 1500 � 120 mesh is less than
1%. For h = 0.001 m, the 1000 � 80 structured mesh was used for all other
simulations. Figure 3 shows the mesh nodes at periodic boundary condition 1 for
this case. For h = 0.0001 m, a similar mesh independence test was conducted and
the 1200 � 80 structured mesh was used for the simulations.

3 Results and Discussion

The CFD flow profiles for the channel with impermeable walls are reported in
Sect. 3.1. The no-slip boundary (uinterface = 0) condition was imposed on the
channel-porous medium interface. The purpose of reporting results for this
boundary condition is twofold. The first is to verify the CFD results by comparing
the predicted velocity profiles with the analytical solutions of Potter et al. (2016),
and the second is to examine the differences between the pressure drop values of the
slip boundary cases with those of the no-slip boundary conditions.

In Sects. 3.2–3.6, a series of parametric studies are reported for the flows in the
channels with permeable walls. The slip boundary conditions calculated using
Eq. (7) in Mohais et al. (2011b) were used to calculate the slip velocity (uinterface) at
the channel-porous medium interface. The key parameters influencing the velocity
profiles and pressure drop in the channel, including Re number, slip coefficient a,
permeability k and channel height h are investigated using the CFD model.

In Sect. 3.7, we compare the slip velocities predicted by Eq. (7) and by
Saffman’s boundary condition (Eq. 3) using the ∂u/∂n values predicted by CFD.
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Fig. 4 Mesh independence test based on h = 0.001 m, a = 1, Re = 0.5 and k = 10−8 m2
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3.1 Flow and Pressure Drop in Channels
with No-Slip Walls

Flows in channels with impermeable walls are simulated by imposing the no-slip
boundary condition at the channel-porous medium interface. Table 1 lists the
pressure drop per unit length, −Δp/L (Pa m−1), predicted by CFD for the no-slip
boundary condition, which is defined as

�Dp
L

¼ � p2 � p1ð Þ
L

; ð13Þ

where p2 and p1 are the area-averaged static pressures at periodic boundary 2 and 1
(Fig. 2), respectively. In Eq. (13), L denotes the length of the channel (m). Note, in
our model, p1 is always higher than p2 in this pressure-driven flow.

The velocity profiles predicted by CFD in the channel with the no-slip boundary
condition are verified by comparing them with the analytical solutions for laminar
channel flows (Potter et al. 2016)

uðyÞ ¼ 1
2l

dy
dx

y2 � 2hy
� �

: ð14Þ

Figure 5 shows a comparison of the CFD-predicted velocity profile with the
analytical solution of Eq. (14) for the case Re = 0.5 and h = 0.0001 m. The CFD
model performs very well; the velocity profiles obtained from the two methods are
almost identical with the maximum difference between them of about 0.7%. The
same conclusion can be drawn for the other three cases: Re = 5 and h = 0.0001 m,
Re = 0.5 and h = 0.001 m and Re = 5 and h = 0.001 m.

3.2 Effect of Slip Coefficient on the Velocity Profiles

Figure 6 shows the CFD-predicted velocity u profiles normalised by the average
velocity uave with varying values of a and Re = 0.5, h = 0.001 m and k = 10−8 m2.
In this case, the CFD results are compared with the solution of the analytical model
given in Mohais et al. (2011b). The analytical model of Mohais et al. (2011b) is

Table 1 CFD predicted −Δp/L values for different cases

Case h = 0.0001 m,
Re = 5

h = 0.0001 m,
Re = 0.5

h = 0.001 m,
Re = 5

h = 0.001 m,
Re = 0.5

CFD predicted
−Δp/L (Pa m−1)

5940 594 5.94 0.594
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f y�ð Þ ¼ f0 y�ð ÞþRew f1 y�ð Þ; ð15Þ

where f0(y
*) and f1(y

*) are given in Eqs. (9) and (10), respectively.
The CFD predictions and the analytical solutions are almost identical for all

cases shown in Fig. 6. The maximum difference between the CFD results and the
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Fig. 5 Verification of CFD-predicted velocity profile against the analytical solution of Eq. (14)
(Potter et al. 2016), no-slip boundary, h = 0.0001 m and Re = 0.5
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Fig. 6 Comparison of CFD and analytical results (Eq. 3) for flows with walls with varying a
values and Re = 0.5, h = 0.001 m, k = 10−8 m2
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analytical solutions for the cases shown in Fig. 6 is less than 1%. This very good
agreement confirms the analytical solutions of velocity profiles in the channel
derived by Mohais et al. (2011b).

As shown in Fig. 6, all the velocity curves are parabolic as expected for the
channel flow (Mohais et al. 2011b). As the values of a increases from 0.1 to 4, the
normalised velocity u at the channel-porous medium interface decreases from 0.75
(a = 0.1) to 0.0706 (a = 4). The normalised velocity at the channel centre line
decreases as the value of a increases.

Figure 7 compares the CFD prediction with the analytical solutions of the
profiles of normalised fluid velocity u with varying values of a and Re = 5,
h = 0.001 m and k = 10−8 m−2. The variations in uinterface for different a values and
Re = 5 are very similar to those for Re = 0.5, with the normalised velocity u at the
wall decreasing from 0.756 when a = 0.1 to 0.0786 when a = 4. The velocity at the
channel-porous medium interface for a = 0.1 and Re = 5 in Fig. 7 is 0.757, com-
pared with 0.751 for the Re = 0.5. The slightly higher interface velocity for Re = 5
is due to its higher corresponding Rew (Eq. 15), which is 3.78 compared with 0.375
for Re = 0.5 (shown in Fig. 6). The normalised velocity u at the channel centre line
decreases as the value of a increases. This is not surprising as the mass flow rates of
all the cases in Fig. 6 are the same. For these incompressible flows, the increase in
velocity u at the region near the channel-porous medium interface needs to be
balanced by the decrease of velocity u at the centre.

Figure 8 compares the CFD and analytical results for flows in a narrower
channel with h = 0.0001 m at Re = 0.5 and varying a values. When a = 0.1, the
velocity profile is close to a vertical line, i.e. the fluid velocity at the channel-porous
medium interface is close to the flow velocity at the channel centre line, similar to
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Fig. 7 Comparison of CFD and analytical results for flows with walls of varying a values and
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the profile of a plug flow. When a increases to 1 and then to 4, the fluid velocity at
the interface decreases and the flow at the channel centre line increases. Compared
with the results shown in Fig. 6, for h = 0.001 m and the same Re number, k value
and a value, the fluid velocities at the channel-porous medium interface for
h = 0.0001 m are higher. Again, this is caused by the higher Rew values for the
cases shown in Fig. 8 than those shown in Fig. 6. The profiles of normalised
velocity for h = 0.0001 m at Re = 5 with varying a values are given in Fig. 9.
These profiles are very similar to those of the Re = 0.5 cases shown in Fig. 8,
suggesting that the velocity profiles become insensitive to the Reynolds number.

3.3 Effect of a Values on the Pressure Drops

The effect of the slip coefficient, a, on the pressure drop per unit length, −Δp/L, in
the channel is investigated for channel heights of h = 0.001 m and h = 0.0001 m.
As shown in Fig. 10, for both Re = 5 and Re = 0.5 with h = 0.001 m, the
−Δp/L value is higher for a higher value of a. In other words, the higher the a value,
the higher is the head loss in the channel flow. Please note that the pressure drops in
the porous walls are not calculated in the current chapter. To calculate the total
energy required to push the water through the channel, the porous walls should be
included in the CFD domain.

For Re = 0.5 and h = 0.001 m, the −Δp/L value predicted by CFD for the
no-slip boundary case is 0.594 Pa m−1 (in Table 1). As shown in Fig. 10, the
−Δp/L value of 0.15 Pa m−1 for a = 0.1 is 25% of that for the corresponding
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no-slip boundary case. The −Δp/L value of 0.46 Pa m−1 for a = 1 is 77.4% of that
for the no-slip boundary case. The −Δp/L value of 0.55 for a = 4 is about 93% of
that for the no-slip boundary case.

For the Re = 5 cases in Fig. 10, the −Δp/L value predicted by CFD for the
no-slip boundary, when h = 0.001 m, is 5.94 Pa m−1. With the slip boundary
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condition, the −Δp/L value is 1.45 Pa m−1 for a = 0.1, which is 24.4% of that of
the no-slip boundary case. The −Δp/L value approaches 5.94 Pa m−1 as a increases
and when a = 4, the value is 5.47 Pa m−1, which is 92% of that of the no-slip
boundary case.

The effect of a values on the pressure drop per unit length in the channel is much
more pronounced when h = 0.0001 m (Fig. 11). For Re = 5 and h = 0.0001 m, the
−Δp/L value of the no-slip boundary is 5940 Pa m−1 (Table 1). With the slip
boundary condition, for a = 0.1, the value is 191 Pa m−1, which is 3.2% of that of
no-slip boundary case, and for a = 4, the −Δp/L value is 3277 Pa m−1, about 55%
of that of no-slip boundary case. Similar trends can be observed for Re = 0.5 and
h = 0.0001 m. The −Δp/L value of the no-slip boundary is 594 Pa m−1, while the
value of −Δp/L for a = 0.1 is 19 Pa m−1 and for a = 4 is 338 Pa m−1, which are
3.2 and 57%, respectively, of the no-slip boundary case.

For both Re = 5 and Re = 0.5 cases, when h = 0.001 m (Fig. 10), the pressure
drop per unit length under the slip boundary condition can result in up to a 75.6%
(a = 0.1) reduction compared with the pressure drop per unit length for the non-slip
boundary cases. When h = 0.0001 m, however, the slip boundary condition can
result in up to a 96.8% (a = 0.1) reduction in pressure drop per unit length com-
pared with the non-slip boundary condition results. The reduction in pressure drop
per unit length for the slip boundary condition can be attributed to the reduction in
shear stress at the channel-porous medium interface. For this channel flow, the
shear stress at the channel-porous medium interface can be calculated as

sinterface ¼ l
@y
@x

����
interface

: ð16Þ

191

1,445

3,277

19

148

338

5940

594

10

100

1000

10000

1.00E+00 2.00E+00 3.00E+00 

-∆
p/

L 
( P

a·
m

-1
) 

Slip coefficient α

h=0.0001m
k=10-8 m2 

Re=5

Re=0.5

No-slip Re=5

No-slip Re=0.5

α=0.1 α=1 α=4

Fig. 11 Effect of a values on
the pressure drop per unit
length −Δp/L when
h = 0.0001 m, k = 10−8 m2

132 Z. F. Tian et al.



It is obvious from Figs. 6, 7, 8 and 9 that lower values of a lead to higher slip
velocities at the channel-porous medium interface and lower velocity at the centre.
This leads to ‘flatter’ velocity profiles and lower velocity gradients ∂u/∂y at the
channel-porous medium interface and hence, based on Eq. (16), lower shear stress
at the interface. This reduction in shear stress contributes to the reduction of skin
friction and, in turn, reduction in the pressure drop per unit length along the
channel.

3.4 Effect of Permeability k on the Velocity Profiles

Figure 12 shows the velocity profiles of flows in the channel for different perme-
ability k values of the porous medium and for Re = 0.5, h = 0.001 m and a = 1.
For lower permeability values (k = 10−10 m2 and k = 10−12 m2), the normalised
u velocities at the channel-porous medium interface are as small as 0.033 and 0.003,
respectively, leading to very small Rew values of 0.0149 and 0.00163, respectively.
As the permeability k increases from k = 10−8 m2 to k = 10−6 m2, the normalised
velocity u at the channel-porous medium interface increases from 0.2327 to 0.7506,
while the normalised velocity u at the channel centre line decreases from 1.38 to
1.12 due to the conservation of mass flow rate.

When the Re number increases from 0.5 to 5, the effect of permeability values on
the velocity profiles is similar to the Re = 0.5 cases, i.e. higher permeability causes
higher slip velocity at the channel-porous medium interface (Fig. 13). It is
noticeable that for cases with the same permeability, the normalised slip velocity for
Re = 5 (Fig. 13) is higher than that for Re = 0.5 (Fig. 12).
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The effects of permeability k on the velocity profiles were also investigated for
cases when h = 0.0001 m. Figure 14 shows the velocity profiles of low Re (i.e.
Re = 0.5) and different permeability values. The profiles in Fig. 14 are comparable
with those in Fig. 13 even though the latter are for a high Reynolds number of
Re = 5 in a wider channel with h = 0.001 m. The reason for these similar profiles is
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that the same / value / ¼ ffiffiffi
k

p
=ðahÞ� �

is obtained for all cases shown in these two
figures even they have different Re and h values, which theoretically would lead to
the same profile (see Eq. 7). On the other hand, the effect on the velocity profiles of
Re ranging from 0.5 to 5 is not significant. This can be confirmed by comparing the
velocity profiles for a higher Re(Re = 5), shown in Fig. 15, to those of a lower
Re(Re = 0.5), shown in Fig. 14, with all other parameters unchanged. Nevertheless,
more discussion about the effect of Re on the velocity profiles can be found in
Sect. 3.6.

3.5 Effect of Permeability k on the Pressure Drop
Per Unit Length

Figures 16 and 17 show the variation of pressure drop per unit length −Δp/L for the
channel with permeable walls and varying permeability, k. As the permeability
k decreases, there is an increase in pressure drop per unit length, −Δp/L, for all the
cases shown. This again can be explained by the fact that lower permeability results
in lower slip velocity at the interface and hence a higher wall shear stress and skin
friction, and the increase in skin friction consequently leads to an increase in the
pressure drop, as discussed above.

It is also noticeable in Figs. 16 and 17 that, when the permeability is less than a
certain threshold (and any further decrease in k will not significantly increase the
pressure drop per unit length along the channel), the pressure drop per unit length,
−Δp/L, tends to approach that of the corresponding no-slip boundary case shown in
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Table 1. For example, in Fig. 16, −Δp/L reaches 0.59 Pa m−1 when k is 10−12 m2

(Re = 0.5 and h = 0.001 m), which is approximately the same as the value of
−Δp/L for k = 10−14 m2 for the corresponding no-slip boundary case in Table 1.
This observation is consistent with the predicted velocity profiles shown in Fig. 12,
where the slip velocity is very small when k = 10−12 m2 and the shear stress at the
interface is very close to that of the no-slip boundary case.
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Figures 16 and 17 show the variation of pressure drop per unit length −Δp/L for
the channel with permeable walls and varying permeability k. As the permeability
k decreases, there is an increase in pressure drop per unit length −Δp/L, for all the
cases shown. This again can be explained by the fact that lower permeability results
in lower slip velocity at the interface and hence, a higher wall shear stress and skin
friction, and the increase in skin friction consequently leads to an increase in the
pressure drop, as discussed above.

It is also noticeable in Figs. 16 and 17 that, when the permeability is less than a
certain threshold (and any further decrease in k will not significantly increase the
pressure drop per unit length along the channel), the pressure drop per unit length
−Δp/L tends to approach that of the corresponding no-slip boundary case shown in
Table 1. For example, in Fig. 16, −Δp/L reaches 0.59 Pa m−1 when k is 10−12 m2

(Re = 0.5 and h = 0.001 m), which is approximately the same as the value of
−Δp/L for k = 10−14 m2 for the corresponding no-slip boundary case in Table 1.
This observation is consistent with the predicted velocity profiles shown in Fig. 12,
where the slip velocity is very small when k = 10−12 m2 and the shear stress at the
interface is very close to that of the no-slip boundary case.

3.6 Effect of Re Number on the Velocity Profiles
and Pressure Drop Per Unit Length

As discussed in Sect. 3.4, the effect of Re on the velocity profiles is insignificant.
This is confirmed by a further parametric study shown in Fig. 18, which shows the
normalised velocity profiles of the flows with different Re ranging from 0.5 to 7,
with other parameters constant at a = 1, h = 0.001 and k = 10−8 m2 as shown in
Fig. 12. It can be seen that the velocity profiles of flows with different Re are very
similar, although there are small differences at the interface surface and in the centre
line zone. As shown in the figure, the Rew numbers are different in these cases; for
example, the Rew number for the Re = 0.5 case is 0.116, whereas for the Re = 5
case it is 1.25. The difference in the Rew values can be attributed to the different
uinterface values as calculated by Eq. (7). Nevertheless, these differences in the
normalised uinterface values are very small for the Re range studied. The same
conclusion can be drawn for the other cases, suggesting that the effect of Re on the
normalised velocity profiles is negligible for cases that have the same slip coeffi-
cient, channel height and wall permeability.

The effect of Re on the pressure drops per unit length is much more pronounced
as demonstrated in Figs. 10, 11, 16 and 17. The pressure drop per unit length for
high Re cases (Re = 5) are an order of magnitude higher than those for the low
Re(Re = 0.5) cases.

Numerical Simulation of Flows in a Channel with Impermeable … 137



3.7 Comparison with Saffman’s Boundary Condition

At this point, it is interesting to compare the slip velocity predicted by the model
(Eq. 7) and by Saffman’s boundary condition (Eq. 3). The values of ∂u/∂n derived
by CFD at the fluid-porous medium interface are used in Eq. (3) to calculate
uinterface, which is then compared with the analytical values of uinterface calculated by
Eq. (7). Table 2 lists the normalised velocity on the interface surface calculated by
both methods for different cases. Note that O(k) is neglected in Eq. (3) following
Nield (2009) and Mohais et al. (2011b). The absolute values of the differences in
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Table 2 Comparison of normalised velocity u at interface surface by using different equations

Re h (m) a k (m2) Normalised
velocity u at
interface by
Eq. (7)

Normalised velocity
u at interface by
Eq. (3) (O(K)
neglected)

Difference
(%)

0.5 0.001 1 10−8 0.231 0.227 −1.69

10−6 0.751 0.739 −1.52

0.1 10−8 0.0698 0.0688 −1.42

4 10−8 0.751 0.739 −1.58

0.0001 0.1 10−8 0.0968 0.0956 −1.26

5 0.001 4 10−8 0.0704 0.0683 −3.11

0.1 10−8 0.755 0.721 −4.58

7 0.001 0.1 10−8 0.757 0.713 −5.83
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the normalised u velocity values predicted by the two methods are less than 2%
when Re = 0.5, but increase as Re increases. When Re = 7, the absolute value of
the difference is as high as 5.83% for h = 0.001 m, a = 0.1 and k = 10−8 m−2.

4 Conclusions

The flows in a 2D channel with permeable and impermeable walls were studied
using CFD techniques.

The velocity profiles based on CFD were compared with analytical solutions in
the literature (Potter et al. 2016) for impermeable wall conditions (no-slip boundary
condition) and analytical solutions developed by Mohais et al. (2011a, b) for per-
meable wall conditions (slip boundary conditions). There is good agreement
between the CFD results and the analytical solutions with an observed maximum
difference of less than 1% for all cases investigated.

The effects of key parameters—Re, slip coefficient a, permeability k and channel
height h—for the case of permeable walls were investigated using a CFD model.
The results show that, in general, when the slip coefficient a decreases from 4 to
0.1, the slip velocity at the channel-porous medium interface increases, but the
velocity at the channel centre decreases, leading to a ‘flatter’ velocity profile,
similar to that of a plug flow. This ‘flatter’ velocity profiles are a result of lower
shear stress at the interface and lower skin friction. The lower skin friction leads to
lower pressure drops per unit length along the channel.

When the wall permeability k decreases, the slip velocity at the channel-porous
medium interface also decreases which leads to an increase in shear stress, and
hence the increase in pressure drop along the channel. As demonstrated in the
results, when the permeability is less than a certain threshold, the slip velocity at the
interface becomes very small and approaches to zero, and therefore the shear stress
and pressure drop values approach those of the no-slip boundary cases.

The effect of Re on the velocity profiles is small for the range of Re values (0.5–7)
investigated in this chapter. However, the effect of Re on the pressure drops per unit
length in the channel is much more pronounced. The pressure drops per unit length
for high Re cases (Re = 5) are an order of magnitude higher than those for low
Re(Re = 0.5) cases.

We are developing a CFD model that includes both the channel and the porous
walls to further validate the velocity solutions of Mohais et al. (2011a, b) at the
channel-porous medium interfaces. The CFD model will be used to predict the
pressure drops per unit length in the porous walls that is not included in the current
chapter.

Numerical Simulation of Flows in a Channel with Impermeable … 139



Dedication The authors dedicate this chapter to their former colleague and friend, Dr. Rosemarie
Mohais. A short but courageous battle with cancer ended Rosemarie’s life at a tragically young age
in March 2014. This chapter is an extension of the work that Rosemarie conducted during her
membership with our research group at the University of Adelaide and it is with gratitude and
sadness that we acknowledge her contribution.
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A Comparative Analysis of Mixed Finite
Element and Conventional Finite
Element Methods for One-Dimensional
Steady Heterogeneous Darcy Flow

Debasmita Misra and John L. Nieber

1 Introduction

For Darcian flow in porous media, the specific discharge, q is governed by the
Darcy law, which states that the volume of water flowing through a unit
cross-sectional area normal to the direction of flow per unit time is mathematically
represented as

q ¼ �Kr/; ð1Þ

where K is the hydraulic conductivity of the fluid in the porous media,
/ = (h + z) is the piezometric head with h as the pressure head, and z is the

elevation head of the fluid in the media and ∇ = @
@x;

@
@y;

@
@z

� �
. For steady-state and

incompressible flow, the law of conservation of mass is expressed as a dot product
of ∇ and q, as

r � q ¼ f ; ð2Þ

where f represents sources or sinks in the flow system.
To successfully model contaminant transport in soil and groundwater, it is

necessary to have an accurate representation of q. Although analytical solutions are
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available for the set of Eqs. 1 and 2, these are limited to highly simplified flow
conditions. Hence, for complex flow conditions, the solutions are obtained
numerically using methods such as the finite difference or the finite element
method.

Complex flow situations can occur in soils that are completely saturated with
water when the porous media is highly heterogeneous or contains sources or sinks
which leads to high flux gradients in the flow field. An example of this condition
may occur in a situation such as a clay lens within an aquifer. It is especially
important to obtain accurate flux profiles for these conditions.

Finite element methods are popular because they are capable of solving prob-
lems with complex flow geometry by deforming the mesh and updating the element
matrix coefficients to accommodate the geometry of the solution region. It was
applied initially to saturated groundwater flow problems by Javandel and
Witherspoon (1968) and Zienkiewicz and Parekh (1970). At the same time, this
technique had been introduced to subsurface flow problems in the petroleum
engineering discipline by Price et al. (1968) who investigated steep front solutions
to the linear convection–diffusion equation. A thorough discussion on the appli-
cation of the finite element method in the fields of hydrology and petroleum
engineering and the difference in the approaches to discretize the flow domain,
types of basis functions, and methods used to integrate the residual differential
equation has been provided by Huyakorn and Pinder (1983).

Allen et al. (1985) have commented that the task of simulating contaminant
flows in porous media is computationally demanding because of the difficulty
associated with computing accurate fluid fluxes. While using the Darcy law, one
must differentiate heads or pressures to get fluxes, and this leads to at least two
related mathematical problems. First, any pathologic behavior in pressure or head
translates severely to the computed flux field. Second, standard numerical solutions
of the flow equations commonly result in discrete approximations of the pressure or
head. Differentiating these approximations to compute fluxes incurs a loss of
accuracy that is typically one order in the spatial grid mesh. These difficulties can
cause non-convergent approximations near fields of high flux gradients or can result
in poor prediction of flux values, which is crucial in predicting contaminant
transport.

The governing equation used in conventional analyses is given by

r � Kr/ð Þþ f ¼ 0 ð3Þ

which is obtained by substituting Eq. 1 in 2. Numerical solutions of Eq. 3 are
applied to a discretized flow domain to obtain /. The Darcy flux is then computed
by taking the derivative of the approximate pressure head across each element of
the discretized flow domain. This flux distribution is continuous within the element
but results in discontinuity at the element boundaries of the flow domain. This leads
to a local and/or global violation of the conservation of mass. Many researchers
who have modeled both linear and nonlinear groundwater flow problems have
recognized such mass imbalance in the solution. Yeh (1981) found mass balance
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errors of 24–30% in a complex groundwater flow simulation where the Darcy flux
was evaluated using the conventional technique. He proposed an alternate approach
to compute the Darcy velocity (flux) at the node points. The essence of his approach
is to use the same finite element method to integrate the weighted residuals of
Darcy’s law to distribute the elemental fluxes to their corresponding nodes after the
computation of the pressure head. The application of his procedure ensured con-
tinuity of the velocity vector at the nodes and the boundaries. He found that this
procedure reduced the mass balance errors from 24–30 to 2–9%.

The errors found by Yeh (1981) were caused by his treatment of the boundary
conditions as shown by Lynch (1984). Some error might have been introduced by
his improper treatment of the nonlinear form of the equation. Lynch (1984) instead
included the natural boundary surface integrals in computing the pressure head.
This resulted in a highly accurate global mass balance despite the discontinuity of
the fluxes in the inner elements.

Other scientists have recognized the problem of mass imbalance in the finite
element solution and hence inaccuracy in the computation of Darcy flux (Cordes
and Kinzelback 1992; Kaluarachchi and Parker 1987; Srivastava and Yeh 1992;
Van Genuchten 1983; and Yeh et al. 1993). These scientists have tried to cir-
cumvent the problem in many different ways. Van Genuchten (1983) used Hermite
basis functions to overcome the discontinuity of the velocity field across interele-
ment boundaries. His formulation led to continuous pressure gradients at the nodes,
however, the solutions obtained showed oscillations in flux values. He had to use an
extremely fine grid to overcome the problem of oscillations. Kaluarachchi and
Parker (1987) have commented, “Because the major mechanism of chemical
transport through vadose and saturated zones is advection, accurate models for
water flow under variably saturated conditions are a prerequisite for modeling
solute movement”. They have used numerical quadrature and influence coefficient
methods in an attempt to obtain accuracy in their solution of pressure head and flux.
The solutions obtained were accurate for homogeneous flow conditions but were
less accurate for heterogeneous flow conditions. Cordes and Kinzelbach (1992)
extended the method proposed by Pollock (1988) to compute the flux-conserving
pathlines using the computed fluxes between the cells of a block-centered finite
difference scheme to model saturated groundwater flow problems. Their method
(conforming finite element method) yielded an exact balance of water mass and
proved to be superior to traditional Lagrangian techniques used for flow simula-
tions. Their method is an attractive choice for saturated groundwater flow problems
in more than one dimensions, however, extension of the method to nonlinear flow
problems is yet to be tested.

1.1 The Mixed Finite Elements

Independent and prior to the works of the above researchers, groundwater
hydrologists and petroleum engineers had applied concepts developed in structural
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mechanics using the dual principles of minimum potential energy and minimum
complementary energy by use of Hellinger–Reissner’s variational principle to the
groundwater flow problems. This class of approximation techniques is known by
the generic name of Mixed Finite Element Methods which were originally intro-
duced by Reissner (1950). The method has found increased interest in linear
steady-state and transient groundwater flow problems due to its accuracy in sim-
ulating the Darcy flux (Meissner 1973; Segol et al. 1975). Oden and Carey (1983)
comment that the mixed methods result naturally from finite element approxima-
tions of any variational boundary value problem with constraints. The method has
circumvented the previously discussed problems, and there are many successful
applications reported in recent literature. Allen et al. (1985) have perhaps provided
the best summary of the concept of mixed finite elements (MFE) and its advantage
in simulating groundwater flow. It reads: “… The essential idea of the mixed method
is that, by solving the second-order equation governing groundwater flow as a set
of coupled first order equations in velocity and head, one can compute both fields
explicitly without sacrificing accuracy in the velocity through differentiation…”.

The name mixed finite elements originates from the fact that two quantities are
computed simultaneously, in this case the hydraulic head and the specific discharge
(Darcy flux) in Eqs. 1 and 2. Different orders of approximation are used to define
the two quantities in the numerical scheme. These orders of approximation are
determined from the desired level of accuracy of the variable that is important for
the problem under consideration. Ackerer et al. (1996) have commented: The mixed
finite element method is actually a family of methods from which one can pick a
scheme of arbitrarily high accuracy. To obtain higher accuracy in the velocity
profile, a higher order approximation is used to describe the specific discharge in
the finite element formulation. The method also ensures continuity of the specific
discharge across element boundaries. Additionally, the method avoids the post-
processing used to compute Darcy velocity either by conventional methods or by
the method proposed by Yeh (1981). Carey and Oden (1986) comment that for flow
problems that need higher order of accuracy in the hydraulic potential, the choice of
using MFE methods is of little practical value. The conventional Galerkin finite
element method is preferable in such cases. A detailed description of the MFE
method as applied to potential flow problems in porous media has been provided by
Russell and Wheeler (1983), Chavent and Roberts (1991) and Misra (1994) among
others. For a detailed theoretical treatment of the MFE method, the readers are
referred to Poceski (1992).

Applications of the method to linear subsurface flow problems (Allen et al. 1985;
Sovich 1988; Chiang et al. 1989; Dougherty 1990; Kaasschieter 1990, 1995;
Beckie et al. 1993; Durlofsky 1994; Mosé et al. 1994) and multiphase flow prob-
lems (Russell and Wheeler 1983; Chavent et al. 1987; Meyling et al. 1990; Mulder
and Meyling 1991) have shown some increased interest. While the advantages of
using the MFE method to compute accurate Darcy flux have been advocated by
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many, there is a contrary response by others (Cordes and Kinzelback 1992, 1996;
Srivastava and Brusseau 1995). Cordes and Kinzelbach (1996) have explicitly
commented: “… a large amount of research has been devoted to the application of
mixed finite elements (MFE) to groundwater flow problems. However, there is still
a lack of understanding of the merits of the method, of its relation to alternative
approaches, and of the effects of the geometry on the quality of the results”. We are
in complete agreement with their observation. Additional studies are needed to
compare MFE with the conventional finite element (CFE) schemes. A noteworthy
study of this type is that by Durlofsky (1994) where an extensive comparison of the
MFE and the control volume finite element method is given and the merits of the
MFE method are discussed. Another comparison of MFE and CFE schemes is
provided by Mosé et al. (1990) wherein they have compared the computed flux
distribution in a three-dimensional steady-state saturated flow field using both
methods. They have shown that the distribution of flux obtained from the MFE
scheme provides better accuracy than those obtained from the CFE scheme.

Chavent and Roberts (1991) wonder why the idea of MFE methods has not been
more frequently exploited. In their explanation they provide three reasons. The first
two reasons relate to the computational efficiency of the method, which is beyond
the scope of this discussion. The third reason is stated as: “…the mathematical
theory of mixed finite elements is quite involved, and much of the literature on
mixed and mixed-hybrid finite elements gives a mathematically rigorous presen-
tation of these elements or a treatment highly specialized for engineering appli-
cations which in either case is difficult to read by people who have not been
specially trained”.

The objectives of this paper are (i) to provide a clear and practical conceptual
description of the MFE methods, (ii) to compare solutions obtained using the MFE
methods to those obtained using CFE methods with linear and higher order basis
functions as applied to one-dimensional steady linear flow problems, and (iii) to
study the properties associated with the results obtained using both the methods.
For this paper, our interest lies in the computational accuracy of MFE methods and
not in the computational efficiency issues.

2 Development of the MFE Method

The MFE method, as discussed above, provides an alternative scheme to improve
the accuracy of predicted velocities. The underlying principle is to solve the con-
servation of mass equation and Darcy’s law simultaneously using numerical
techniques. Meissner (1973) used Hellinger–Reissner’s variational principle to
formulate a mixed finite element model for potential flow problems, which provided
enhanced convergence of the solution.
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Carey and Oden (1986) have presented the mixed finite element formulation for
flows represented by a velocity-potential system. They have used the concept
developed by them earlier to apply Lagrange multipliers for seeking a minimum of
a functional which is constrained by another equation (see Carey and Oden 1983).
In groundwater flow problems, either the conservation of mass equation or Darcy’s
law can be treated as the constraint equation. The choice is dependent upon the
level of accuracy desired for either the hydraulic head or the Darcy flux.

2.1 The Governing Differential Equations

In the formulation of the flow problem for this paper, the interest is to attain higher
order accuracy in flow velocity. Thus, the conservation of mass equation will be
used as the constraint equation.

The residual equations for the MFE method for one-dimensional flow are as
follows:

Darcy’s Law:

<1ð/; qÞ ¼ @/
@x

þ q
K

¼ 0 ð4Þ

Conservation of Mass:

<2ðqÞ ¼ � @q
@x

þ f ðxÞ ¼ 0 ð5Þ

2.2 Choice of Approximating Functions

The choice of the approximating functions for the variables / and q is critical in
achieving success in stability of the solution and thus accuracy. Carey and Oden
(1986) refer to the discrete Babuska–Brezzi conditions for linear problems to
achieve stability in the MFE solutions. Hartman (1986) and Kolar (1992) provide a
simple description of the Babuska–Brezzi condition as, “The Babuska-Brezzi
condition is closely connected with Lagrange multiplier methods and mixed
methods. A mixed method results when a differential equation is split into a system
of two differential equations of lower order. Lagrange multipliers are introduced
when side conditions must be eliminated. Common to both methods is that the
number of unknown functions raises from 1 to 2 (/ and q) and that the variational
problem becomes a saddle point problem.”

The choice of the interpolant for q in Eqs. 4 and 5, with the conservation of mass
being the constraint equation, has an extra degree of smoothness more than the
interpolant for /. Raviart and Thomas (1977) have proposed piecewise polynomial
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trial spaces for two-dimensional second-order elliptic problems in MFE applica-
tions. These polynomial trial functions obtained from the Raviart–Thomas (R-T)
space can be used to approximate q and / in Eqs. 4 and 5 in a way that Babuska–
Brezzi conditions are satisfied.

From a similar perspective of the discussion in the previous paragraph, the key to
the MFE method as described in simple terms by Dougherty (1990) is the choice of
the approximations for the hydraulic head (/) to be in the same space as r � q.
Thus, if / is piecewise constant then i � q should be piecewise linear in x and
piecewise constant in y and j � q must be piecewise linear in y and piecewise
constant in x. This is the zero-order R-T space (r = 0 method). The first-order R-T
space has a choice of piecewise bilinear approximation for / and i � q is piecewise
quadratic in x and piecewise linear in y with j � q being piecewise quadratic in y and
piecewise linear in x (r = 1 method). With the above approximations, the method
offers increased accuracy for velocity with the expense of some loss in accuracy in
the hydraulic head.

In one-dimensional flow, the zero-order (r = 0 method) R-T MFE approach
approximates q as piecewise linear functions and / as piecewise constant over the
flow domain. Thus, q has a C0 continuity at element interfaces and / has a C−1

continuity. These approximations satisfy the Babuska–Brezzi conditions. The
first-order (r = 1 method) approach approximates q as a piecewise quadratic
function and / as piecewise linear thus exhibiting C1 continuity for q and C0

continuity for / at element interfaces. For each case of approximating functions, the
lower order of accuracy in approximation of / usually results in a poorer simulation
of the hydraulic head distribution in comparison to the conventional finite element
method where a higher order interpolant is used. However, the velocity is predicted
quite accurately with this approximation.

At this point one might wonder, “why not use the same degree of accuracy in
approximation of the two variables”? In fact, this is the choice in the method
proposed by Yeh (1981; henceforth to be known as Yeh’s method) for interpolation
of both / and q, when linear functions are used for both the variables. The dif-
ference lies in the simultaneous solution for / and q in the mixed finite element
method as opposed to the Yeh’s method, where q is computed using the solution of
/ obtained from the combined flow equation. We state here without proof that a
choice of the same degree in accuracy of approximation for q and / for elliptic
boundary value problems in MFE formulation leads to redundancy in the solution
matrix and results in trivial solutions. The approximation has been used in
non-elliptic partial differential equations where non-convergence of the solution
was observed even in homogeneous porous media conditions (e.g., Kolar 1992).
We reserve any further comments on the outcome of using same order of
approximation for q and / in MFE formulation because this approximation does
not satisfy the Babuska–Brezzi conditions. This approximation is therefore not used
in this study for the MFE method. In the following sections, we will separately
develop the MFE formulation for the r = 0 and the r = 1 methods.
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2.3 Zero-Order Raviart–Thomas Approach

Using the zero-order approximation for the variables, the residual equations can be
written as

<1ð~/; ~qÞ ¼ d~/
dx

þ ~q
K

¼ e1 6¼ 0 ð6Þ

<2ð~qÞ ¼ � d~q
dx

þ f ðxÞ ¼ e2 6¼ 0 ð7Þ

Application of the Galerkin method of weighted residuals to Eqs. 6 and 7 results
in the following pair of integral equations 8 and 9:

G1k ¼
ZX
0

N1k<1ð~/; ~qÞdx ¼ 0 ð8Þ

G2k ¼
ZX
0

N2k<2ð~qÞdx ¼ 0; ð9Þ

where N1k and N2k are the weighting functions. These functions are required to be
different for the success of the method. The constraint equation uses a lower order
weighting function than the equation to be minimized (Allen et al. 1992; Ewing and
Wheeler 1983). Since we use the conservation of mass equation as the constraint
equation, Eqs. 8 and 9 are integrated with N1k as a piecewise linear weighting
function and N2k a piecewise constant weighting function.

Upon formulation of the MFE-Galerkin method on an element basis with the
application of the divergence theorem to the Darcy’s weighted residual equation,
the following relationships are obtained:

GðeÞ
1k ¼ �

ZXj

Xi

~/
dN1k

dx
dxþN1k

~/
��Xj

Xi
þ

ZXj

Xi

N1k
~q
K
dx ð10Þ

GðeÞ
2k ¼ �

ZXj

Xi

N2k
d~q
dx

dxþ
ZXj

Xi

N2kf ðxÞdx; ð11Þ
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where the approximations used for the Darcy flux and the hydraulic head are as
follows:

~q ¼ Niqi þNjqj ð12Þ
~/ ¼ /e ¼ Const: ð13Þ

The constant weighting function is 1. The divergence theorem can also be
applied to the weighted residual integral of the conservation of mass equation. But
there is no necessity for this since q is continuous at the element interfaces.
However, the use of divergence theorem is essential for the weighted residual
integral of Darcy’s law because the derivative of / does not exist at element
interfaces, / is represented over the element and not at the node.

There are three terms in the GðeÞ
1k expression. The first two terms resulted from

using the divergence theorem. The last term,
RXj

Xi

N1k
~q
K dx is of special significance in

the MFE formulation. Normally, the integration is performed by substituting Eq. 12
for ~q (distributed q approach). Russell and Wheeler (1983) showed that a one-point
Gauss quadrature to numerically integrate terms in Eq. 10 results in solution
matrices that are exactly the same as the ones obtained by using a block-centered
finite difference scheme. The same solution matrices are obtained using a lumped
approach to integrate the third integral. This lumping formulation leads to

qðeÞk ¼

R
e
N1k~qdxR

e
N1kdx

; ð14Þ

where qðeÞk is the average q over the element. It will be shown that this concept is
easily extended to the MFE formulation using the first-order R-T approach.

Integration of Eqs. 10 and 11 results in a system of algebraic equations. We can
develop two separate systems of algebraic equations using either the distributed q or

the lumped q approach in integrating the term
RXj

Xi

N1k
~q
K dx (Henceforth these treat-

ments of q will be referred in the paper without any reference to the above equations
as: q is lumped or distributed).

The second term in GðeÞ
1k contributes to the natural boundary condition. It is

important to note here that this boundary condition is not a flux boundary condition
as in the CFE methods. The interelement requirement discussed by Segerlind (1984,
p. 32) is used to ensure that the residual becomes zero. The interelement require-
ment ensures that the contribution of the second term from two neighboring ele-
ments at their interface is forced to zero. A justification of using the interelement
requirement for the MFE formulation is provided by Misra (1994, Appendix A).
This treatment of the second term can contribute to significant error in prediction of
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the hydraulic head because the natural boundary conditions are of Dirichlet type,
which are forced to zero in the inner nodes by the imposition of the interelement
requirement.

The final system of algebraic equations obtained after integration of Eqs. 10 and
11 reads

GðeÞ
1k ¼ ½B/þC qþU�ðeÞ ð15Þ

GðeÞ
2k ¼ ½DqþF�ðeÞ; ð16Þ

where the coefficient matrices and vectors are described as follows:

B ¼ þ 1

�1

� �
D ¼ BT

U ¼ �/i

/j

( )

F ¼ f ðeÞLðeÞ 1f g

C ¼ LðeÞ

6KðeÞ
2 1

1 2

� �
: Distributed q

C ¼ LðeÞ

2KðeÞ
1 0

0 1

� �
: Lumped q

ð17Þ

where L(e) is the element length. The global matrices are formed by adding the
contribution from each element matrix within the domain. The global form of
Eqs. 15 and 16 is solved simultaneously for q and /. The matrices obtained from
Eqs. 15 and 16 are merged to form a single global matrix which is shown below:

C B
D 0

� �
q
/

� �
¼ U

F

� �
; ð18Þ

where 0 is a square matrix containing zeros. Ewing and Wheeler (1983) and
Dougherty (1990) suggested using block Gauss elimination to convert Eq. 18 to the
following form:

C B
0 A

� �
q
/

� �
¼ U

R

� �
; ð19Þ

where matrix A and vector R are described by
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A ¼ �D � C�1 � B
R ¼ F � D � C�1 � U ð20Þ

The lower block of Eqs. 19 is solved for / after which q is determined by
backsubstitution. Here A is a symmetric, positive definite matrix. It is dense when
q is distributed but is sparse (tridiagonal) when q is lumped. The major advantage
discussed by Dougherty (1990) in performing the above conversion is in using
preconditioned conjugate gradient (PCG) in the solution of /. This approach
reduces the number of equations to be solved, and is effective in terms of the
amount of computational effort required for a given level of accuracy. Additional
discussion on the use of PCG method is beyond the scope of this paper.

2.4 First-Order Raviart–Thomas Approach

The use of first-order R-T approach is limited (Allen et al. 1985; Ewing and
Wheeler 1983). While Ewing and Wheeler (1983) discuss the computational
aspects of this approach, Allen et al. (1985) have applied this approach to compute
subsurface flow velocities. From both papers, it is obvious that this approach does
not provide any greater accuracy in the solutions as compared to the r = 0 method,
while at the same time, there is an increase in the computation costs.

The difference between r = 0 and r = 1 methods is the higher order of inter-
polants used as basis functions in the latter case. In this method, the basis function
used for q is piecewise quadratic, while for / the interpolant is piecewise linear.
These interpolants are expressed as

~q ¼ Niqi þNjqj þNkqk ð21Þ
~/ ¼ Ni/i þNk/k; ð22Þ

where the element is bounded by the nodes i and k. The subscript j refers to a node
at the center of the element. The MFE-Galerkin formulation with this approach is
exactly the same as shown in Eqs. 10 and 11. The weighting function N1k is
quadratic and N2k is linear. The quadratic basis functions are of the following form:

Ni ¼ 1� 2s
L

	 

1� s

L

� �

Nj ¼ 4s
L

1� s
L

� �
Nk ¼ s

L
2s
L
� 1

	 

s ¼ x� Xi

ð23Þ
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The description for the r = 0 approach presented in the previous section also
applies in its entirety to r = 1 method. The final form of the matrix for simultaneous
solution of q and / is the same as Eq. 18 except the elements of the matrices and
the vectors are different as shown in the following:

B ¼
5
6

1
6

�2
3

2
3

�1
6 �5

6

2
64

3
75

D ¼ BT

U ¼
�/i

0

/k

8><
>:

9>=
>;

F ¼ f ðeÞLðeÞ

2

1

1

� �

C ¼ LðeÞ

KðeÞ

2
15

1
15 � 1

30

1
15

8
15

1
15

� 1
30

1
15

2
15

2
64

3
75: Distributed q

C ¼ LðeÞ

KðeÞ

1
6 0 0

0 2
3 0

0 0 1
6

2
64

3
75: Lumped q

ð24Þ

Similar to the r = 0 scheme, the block Gauss elimination method can also be
used in this case to solve the final system of equations.

3 Brief Overview of CFE Method

The residual form of Eq. 3 for one-dimensional flow problems, as shown below, is
the starting point for the mathematical formulation of finite elements by application
of the method of weighted residual.

<ð/Þ ¼ @

@x
K
@/
@x

� �
� f ðxÞ ð25Þ

With an exact mathematical description of / on the right-hand side, < /ð Þ in
Eq. 25 should be equal to zero. The weighted residual method requires the sub-
stitution of a trial or basis function for the hydraulic head (~/) which may not exactly
satisfy the governing differential equation and results in an error, as shown by
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<ð~/Þ ¼ @

@x
K
@~/
@x

" #
� f ðxÞ ¼ eðxÞ 6¼ 0 ð26Þ

The basis functions that will be used in this paper are the linear ~/ ¼ Ni/i

�
þNj/jÞ [Ni and Nj are the shape functions which have been defined by Segerlind

(1984)] and the Hermite cubic functions ~/ ¼ H0i/i þH0j/j þH1i
d/i

dx þH1j
d/j

dx

� �
[These shape functions are defined appropriately by Lapidus and Pinder (1982) and
van Genuchten (1982, 1983)]. The linear functions provide high computational
efficiency, exhibit C0 continuity at element interfaces, and are simple to use. The
nodal values of / that are obtained from the solution using the linear basis functions
will be postprocessed in order to obtain the nodal value of the specific discharge
(Yeh’s method). The Hermite polynomial basis function is considered because of its
unique property that these functions interpolate the coefficient function / as well as
its derivative between node points. Thus, the gradient of / obtained can be inserted
into Eq. 1 directly to obtain the specific discharge at the nodes. The Hermite cubic
functions exhibit C1 continuity.

The method of weighted residuals requires that the weighted average of the
spatially dependent residuals generated due to the approximation of / should be
equal to zero. Mathematically, this is

ZX
0

Wi<ð~/Þdx ¼ 0; ð27Þ

where Wi = Wi(x) are the weighting functions associated with each unknown
coefficient in the approximate solution. We shall use the Galerkin method of
weighted residuals to formulate the finite element solution matrix from Eq. 27 in
order to maintain uniformity in comparing the results of MFE and CFE schemes.

Integration of Eq. 27 over a single element and application of the divergence
theorem (e.g., see Becker et al. 1981) to any second-order differential terms in the
residual expression results in the following:

GðeÞ
k ¼ �

ZXj

Xi

K
dNk

dx
d~/
dx

dxþNkK
d~/
dx

�����
Xj

Xi

�
ZXj

Xi

Nkf ðxÞdx ð28Þ

Substitution of the linear basis function in place of the variable ~/ and as a result
of integration of the three expressions in Eq. 28, the following matrix form of the
equation for a single element can be obtained.
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Gi

Gj

� �ðeÞ
¼ KðeÞ

LðeÞ
�1 þ 1
þ 1 �1

� �
/i
/j

� �
� f ðeÞLðeÞ 1

1

� �
þ

�Kd
~/
dx

���
Xi

Kd
~/
dx

���Xj

8><
>:

9>=
>; ð29Þ

Equation 29 can be rewritten in a different form:

GðeÞ ¼ ½B/� Fþ fq�ðeÞ; ð30Þ

where B is called the stiffness matrix, F is the force vector, and fq is the element

contribution to the natural boundary condition.
Equation 30 can be solved for nodal values of /. The interest of this research is

not in solution of the values of hydraulic head. Rather the interest is focused on
predicting accurate velocities in the porous media. Conventionally, the specific
discharge is computed numerically by taking the derivative of the approximate
hydraulic head in Eq. 1. This leads to an accuracy in the prediction of q which is
one order less than the accuracy used for predicting the values of the hydraulic head
at the nodes. This can lead to significant local mass balance errors. Yeh’s method
provides an alternative to obtain nodal values of the specific discharge that are of
the same order of interpolation as the hydraulic head. Application of the Galerkin
finite element method to the residual form of Eq. 1 results in the following equation
for an element:

GðeÞ ¼ ½CqþH�ðeÞ; ð31Þ

where the coefficient matrix C and the vector H are given by

CðeÞ ¼ LðeÞ
1
3

1
6

1
6

1
3

� �

HðeÞ ¼ qðeÞLðeÞ

2

1

1

� � ð32Þ

Hermite polynomials are not as popular as the linear bases because of the
increased computational effort required to generate the coefficient matrices. In linear
polynomial approximation, the continuity of the derivative did not exist at the
interface, which resulted in the flux being discontinuous at the interfaces. Thus, the
need to use Yeh’s method arose. However, with Hermite polynomials, we can get
continuous pressure gradients at element boundaries and hence continuity in the
Darcy flux if the conductivity is continuous at the boundary.

With Hermite cubic approximation, there are two unknowns at each node of the
element, viz., / and @/

@x . The Galerkin finite element method is used in the same
manner as in the case of the linear interpolation function in the preceding section.
However, the weighted residual integration shown in Eq. 27 is performed twice
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with different sets of weighting functions because we have two unknowns at each
node now. Hence,

GIk ¼
ZXj

Xi

H0k<ð~/Þdx

GIIk ¼
ZXj

Xi

H1k<ð~/Þdx

ð33Þ

Integration on an element basis and using the divergence theorem the following
form of Eq. 33 is obtained:

GðeÞ
Ik ¼ �

ZXj

Xi

K
dH0k

dx
d~/
dx

dxþH0kK
d~/
dx

�����
Xj

Xi

�
ZXj

Xi

H0k f ðxÞdx

GðeÞ
IIk ¼ �

ZXj

Xi

K
dH1k

dx
d~/
dx

dxþH1kK
d~/
dx

�����
Xj

Xi

�
ZXj

Xi

H1k f ðxÞdx

ð34Þ

It is not mandatory to apply the divergence theorem in Hermite cubic interpo-
lation since the derivatives of / have C1 continuity between elements. However, it
is advantageous because the Neumann boundary condition can be incorporated
directly into the set of integral equations (see Lapidus and Pinder 1982). The
integration of Eq. 34 is described in detail by Lapidus and Pinder (1982) and
Huyakorn and Pinder (1983). Also, for a good description on the computation and
incorporation of the Hermite polynomials, the readers are referred to Prenter (1975).
Without going into the intermediate steps involved in deriving the final system of
algebraic equations from Eq. 34, we present the outcome of the integration below:

GðeÞ ¼ �BðeÞ /
d/
dx

( )ðeÞ
�FðeÞ þ fq

ðeÞ; ð35Þ

where

BðeÞ ¼ �KðeÞ

R
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ð36Þ
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FðeÞ ¼

R
e
H0if ðxÞdxR

e
H0jf ðxÞdxR

e
H1if ðxÞdxR

e
H1jf ðxÞdx

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

ð37Þ

fqðeÞ ¼

�Kd
~/
dx

���
Xi

Kd
~/
dx

���Xj

�Kd
~/
dx

���
Xi

Kd
~/
dx

���Xj

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

ð38Þ

The terms H0
0k and H0

1k (k = i, j) are the derivatives of H0k and H1k with
respect to x.

4 Example Application

The numerical simulations using MFE and CFE methods described above were
carried out for the case of a flow in horizontal, confined aquifer of 105 m length (L).
The boundary conditions used for the simulation are / (x = 0) = 10 m and /
(x = L) = 2 m. Both homogeneous and heterogeneous aquifer properties have been
tested during the simulation. For homogeneous condition, the value of the saturated
hydraulic conductivity used was 1.0 m/day. Two types of heterogeneous conditions
have been treated to assess the predictability of the different numerical schemes
described before in nonhomogeneous subsurface flow processes. One of the con-
ditions is a heterogeneous flow field where the saturated hydraulic conductivity is
1.0 m/day at x = 0 and decreases exponentially as described by the following
equation:

K ¼ exp �6:0
x
L

� �
ð39Þ

The other heterogeneous field considered was a randomly distributed saturated
hydraulic conductivity derived from a parent log-normal distribution given by

K ¼ exp 2:3 llnðKÞ þPlnrlnðKÞ
� �h i

; ð40Þ

where llnðKÞ is the mean of the natural logarithms of K, and rlnðKÞ is the standard
deviation of ln(K). Pln is a random number obtained from the standardized normal
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distribution. A value of 0.0 was chosen for llnðKÞ and rlnðKÞ was assigned a value of
2.0. Simulations have been carried out for the example flow problem without any
sources/sinks, with a single line source and with point sources. A schematic dia-
gram showing the steady-state flow conditions is presented in Fig. 1.

5 Results and Discussion

In presenting the results for the steady-state flow simulations, we divide the results
obtained using a uniform source/sink (f = constant) over the entire flow domain and
those obtained using a nonuniform source/sink such as point sources and/or sinks.
The acronyms used for the different numerical schemes are described in Table 1.

Fig. 1 Schematic representation of steady-state linear flow problem

Table 1 Acronyms used for the different numerical schemes

Notation Description

CFEL Conventional finite element method with linear basis function

CFEH Conventional finite element method with Hermite polynomial basis function

R0 Mixed finite element method with zero-order R-T approximation

R1 Mixed finite element method with first-order R-T approximation

QL Flux lumped during residual integration in MFE formulation

QD Flux distributed during residual integration in MFE formulation
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5.1 Uniform Source/Sink

Each of the six numerical schemes (viz., CFEL, CFEH, R0QL, R0QD, R1QL, and
R1QD) produced exact solution for hydraulic head and flux for the case with a
homogeneous hydraulic conductivity field without any sources/sinks (f = 0) as
compared to the analytical solution shown below.

/ðxÞ ¼ � f
2K

ðx2 � LxÞþ /ðLÞ � /ð0Þ
L

xþ/ð0Þ

qðxÞ ¼ fx� K
/ðLÞ � /ð0Þ

L
� fL

2

ð41Þ

However, with the introduction of a source of constant strength throughout the
length of a homogeneous aquifer, the distribution of pressure was inaccurately
computed (as compared to the analytical solution presented in Eq. 41) when the
MFE method was used. For example, an error of 0.1% or more was observed in the
prediction of hydraulic head using the MFE schemes when the flow domain was
discretized using nine or less elements with a line source of 10−9 m3/day/m.
A maximum error of 17.24, 5.738, and 2.896% was observed respectively from the
solutions obtained using R0QL, R0QD, and R1 schemes when the domain was
discretized using one element. The degree of the error in the prediction of hydraulic
head was directly proportional to the strength of the source used.

Another aspect observed from the simulation of hydraulic potentials using the
MFE method was that the R0QD scheme had less error in the solution as compared
to the R0QL scheme for any level of discretization while demonstrating similar rate
of convergence to the analytical solution. The R1 schemes fell in between the
R0QD and the R0QL schemes in converging to the analytical solution when grids
are refined. These convergence properties of the different MFE schemes are evident
from Fig. 2. Simulation of the Darcy flux was accurate for any strength of source
used for any of the CFE or MFE schemes, for all levels of domain discretization.

Results were obtained for a flow domain with four heterogeneous zones with
zero strength for the source/sink terms. The hydraulic conductivity of each zone
was determined using either Eq. 39 (Fig. 3) or Eq. 40 (Fig. 4). All numerical
methods with the exception of the CFEH scheme describe the hydraulic head and
flux accurately, i.e., the numerical solutions converge for finer meshes to the
analytic solution (Eq. 41). Figures 5 and 6 show the Darcy flux computed using the
CFEH scheme for the two heterogeneous flow domains. Two distinctive charac-
teristics of the computed flux distribution are observed as the grids are refined. The
first one is that the boundary fluxes show higher error for coarser discretization and
converge to the analytical solution as the grid size is refined within each hetero-
geneous zone. In addition, the boundary with a higher conductivity shows greater
deviation from the analytical solution for any discretization of the heterogeneous
zones. The second characteristic observed from the figures is that it is apparent the
CFEH scheme does not describe the Darcy flux at heterogeneities of conductivity in
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Fig. 2 Rate of convergence of solution in different MFE schemes for piezometric head at
x = 50,000 m and in the presence of a line source of strength equal to 10−9 m3 s−1 m−1
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Fig. 3 Hydraulic conductivities of each heterogeneous zone in an exponentially varying
conductivity field
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Fig. 4 Hydraulic conductivities of each heterogeneous zone in a randomly varying conductivity
field
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a correct manner. With finer grids, the numerical solution does not converge to the
analytic solution. This is because at discontinuities of hydraulic conductivity the
numerical scheme must be able to describe the gradient of the hydraulic head
discontinuously to have a continuous flux. The CFEH scheme is only able to
describe the physical process for homogeneous hydraulic conductivity fields. It fails
in the case of heterogeneities.

The errors obtained in the computed flux values close to the element boundaries
with the CFEH method are due to the discontinuity of the hydraulic conductivity
across these interfaces despite the continuity of the pressure gradient. Considering
the two boundaries alone, the flux is higher at one end than the other. Using this
distribution to simulate contaminant transport can lead to significant storage of
contaminant within the aquifer. Alternately, if the computed flux at the boundary
was erroneous but of equal magnitude, then the above problem would be minimized
because the rate of movement of contaminant into and out of the aquifer would be
similar in magnitude. With finer discretization of each heterogeneous zone, the
solution at intermediate node points converges to the analytical solution. However,
the flux computed at the zone interfaces might lead to significant error in local mass
balance of fluid or contaminant transport in the aquifer if the rate of movement of
the fluid out of a zone is higher (or lower) than the rate of movement into the
neighboring zone for the problem being studied. It was observed that the error in the
computed flux near the interface of two heterogeneous zones was higher toward
the zone with higher conductivity for refined grids. This resulted in a substantial
increase in the hydraulic head at the interface, which is not shown in this paper.

In the simulation of the flow problem with a constant source throughout the
length of the aquifer, the domain was divided into three heterogeneous zones.
A fine grid solution was used to compare the results obtained from the different
numerical schemes being tested. The fine grid solution was obtained by discretizing
each zone with 331 elements. As a result, the entire flow domain comprised of 994
nodes. The hydraulic conductivity for each heterogeneous zone as computed using
Eq. 39 or Eq. 40 is shown respectively in Figs. 7 and 8. The fine grid solutions
were obtained using the CFEL scheme. The choice of the CFE method to obtain the
fine grid solution is due to the fact that this method has been in use for a long time
and the MFE method is being tested against the CFE method. A line source of
10−9 m3/s/m was used for the simulations.

The distribution of hydraulic head as obtained from the different numerical
schemes is presented in Fig. 9a–c for exponential heterogeneity and Fig. 10a–c for
random heterogeneity, when each heterogeneous zone was discretized using one
element. The schemes used to simulate the pressure distribution that are compared
to the fine grid solution are described in the legend of each figure. The figures are
plotted on a dimensionless X–Y scale where the pressure heads are scaled down by
dividing with the maximum head obtained from the fine grid solution and repre-
sented as P/P(max, fine grid) on the y-axis. The location at which these pressure
head solution were sought has been scaled down by dividing with the length of the
aquifer and is represented as x/L on the x-axis.
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Fig. 7 Hydraulic conductivities of each heterogeneous zone in an exponentially varying
conductivity field
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Fig. 8 Hydraulic conductivities of each heterogeneous zone in a randomly varying conductivity field
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The choice of a single element discretization of each heterogeneous zone may
not sound very practical. The reason for such a choice is to show convergence
properties clearly. For the single element representation of the heterogeneous zones,
the CFEL and CFEH schemes produced almost identical values of pressure at the
nodes (see Figs. 9a and 10a). However, both the schemes missed the peak hydraulic
head in the lowest conductivity zone because the head was computed at the node
points placed at the beginning and the end of the zone. A single node point placed
at the center of each element would have made a big difference in the computed
hydraulic head distribution with the CFE methods. This handicap is slightly
overcome in the r = 0 methods where the hydraulic head is computed on an ele-
ment basis, helping to reveal the peak not observed in the CFE methods.
Considering a single heterogeneous zone, the hydraulic head distribution obtained
from the r = 0 methods is constant over the element that represents the zone. This
distribution results in significant errors in the hydraulic head values over the entire
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Fig. 9 Pressure head distribution obtained from the simulation of flow in a three-zone
exponentially varying conductivity field using a CFE schemes, b r = 0 schemes and c r = 1
schemes, when each zone is discretized using a single element and in the presence of a uniform
source
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heterogeneous zone as compared to the fine grid solution except at the center of the
element where the error in the hydraulic head is smaller than that obtained from the
CFE methods.

The property that the r = 0 methods have minimum error in the numerical value
of pressure head at the center of the element has been demonstrated by Srinivas
et al. (1992). The point at the center of the element is a Gauss point and they have
shown that the pressure head distribution obtained from the r = 0 methods exhibits
superconvergence property at these Gauss points. Besides this qualitative analysis,
a comparison of the error in the hydraulic head value at the Gauss point within the
element representing the least conductive zone (see Figs. 9b and 10b) revealed that
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Fig. 10 Pressure head distribution obtained from the simulation of flow in a three-zone randomly
varying conductivity field using a CFE schemes, b r = 0 schemes and c r = 1 schemes, when each
zone is discretized using a single element and in the presence of a uniform source
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the R0QL method produced an error of 74 and 96% and the R0QD method had an
error of 26 and 31% in the pressure head value as compared to the fine grid
solution, while the CFEL method had an error of 76 and 96%.

The r = 1 schemes suffer from the same problem as the conventional finite
element methods in the sense that the heads are computed at the nodes. Thus, the
hydraulic head distributions obtained from these schemes are almost identical to
those obtained from the CFEL scheme. Similar to the r = 0 method, the r = 1
method shows superconvergence in the pressure head distribution at the two Gauss
points in the element that are at a distance of �

ffiffiffiffiffiffiffi
3�1

p
from the center of the element

in a n-coordinate system (see Ewing and Wheeler 1983). A comparison of the error
in the numerical value of the pressure head at these points in all the zones of the
flow domain revealed that the r = 1 methods have a smaller error in the hydraulic
head value compared to the CFEL method. The CFEL method showed the least
error at the nodes in comparison to all the MFE schemes. Hence, the CFEL method
demonstrates superconvergence in hydraulic head distribution at the nodes. The
convergence properties of the various numerical schemes are illustrated in Figs. 11,
12, 13, 14, 15, and 16.

Using a three-element discretization of each heterogeneous zone improved the
computed hydraulic distribution for all the schemes as shown in Fig. 17a–c for
exponential heterogeneity and Fig. 18a–c for random heterogeneity. The super-
convergence properties of each numerical scheme are visually distinguished.
Despite the use of a Hermite cubic interpolant for / in the CFEH scheme, the
computed hydraulic heads show error at the nodes as compared to the CFEL
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Fig. 12 Convergence of pressure head solutions at the center of an element using different
numerical schemes
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Fig. 14 Convergence of pressure head solutions at node points in an element using different
numerical schemes
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Fig. 15 Convergence of pressure head solutions at the center of an element using different
numerical schemes
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scheme where a linear interpolant was used (see Figs. 17a and 18a). The nodal
hydraulic head values are very accurate (error of less than 0.001%) for the CFEL
scheme. The MFE methods show high accuracy at the corresponding Gauss points.
In Figs. 17b and 18b, the error in the hydraulic head value obtained from the CFEL
scheme at the center of the element is higher in comparison to those obtained from
the r = 0 method at this point. The MFE methods did better for prediction of the
peak hydraulic head. For example, the peak head obtained from the r = 0 methods
shows an error of 8.3 and 10.8% with the R0QL method and 2.5 and 3.4% with the
R0QD method. The CFEL scheme produced an error of 10 and 11.7% in the
prediction of this peak value. Nevertheless, the nodal hydraulic heads computed
with the CFEL method have less error than the r = 0 methods. The r = 1 methods
show close convergence to the fine grid solution at the two Gauss points mentioned
in the previous paragraph (see Figs. 17c and 18c). The errors associated with the
hydraulic heads computed at these Gauss points are less than 0.001% with the r = 1
methods. However, the errors at the node points are 7 and 9.2% for the R1QL
method and 5.2 and 7.7% for the R1QD method at the peak pressure obtained from
these schemes. A visual observation of Figs. 17c and 18c clearly shows the
interception of the line connected between the two nodal points of the pressure
heads obtained from the r = 1 methods with the fine grid solution at the Gauss
points near the peak value of the pressure head distribution obtained from this
discretization of the domain thus demonstrating the superconvergence properties of
the r = 1 scheme.
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Fig. 16 Convergence of pressure head solutions at Gauss points (f = ±0.577) in an element
using different numerical schemes
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The flux distributions computed by the different schemes when each heteroge-
neous zone was represented by one element are shown in Fig. 19 for exponential
heterogeneity and Fig. 20 for random heterogeneity. The flux distribution obtained
from the CFEL method and the r = 0 methods were in exact correspondence with
the fine grid solution. The fluxes other than the boundary nodes deviated from the
fine grid solution for the r = 1 methods. The CFEH scheme produced erroneous
velocity values at all the nodes including the boundary nodes. This result was also
observed for the heterogeneous flow problem without a line source. It will be shown
later that the error in the flux distribution with refinement of the grids in each
heterogeneous zone will produce errors that are similar in behavior as observed in
the simulation of flow without source/sink terms. The maximum error was observed
at x = 0 which was a boundary node with the highest hydraulic conductivity.

0.00 0.20 0.40 0.60 0.80 1.00
x/L

0.00 0.20 0.40 0.60 0.80 1.00
x/L

0.00 0.20 0.40 0.60 0.80 1.00
x/L

0.00

0.40

0.80

1.20

P/
P(

m
ax

, f
in

e 
gr

id
) FINE GRID

CFEL

CFEH

Each heterogeneous zone is
represented by 3 elements

0.00

0.40

0.80

1.20

P/
P(

m
ax

, f
in

e 
gr

id
) FINE GRID

CFEL
R0QL
R0QD

Each heterogeneous zone is
represented by 3 elements

0.00

0.40

0.80

1.20

P/
P(

m
ax

, f
in

e 
gr

id
)

FINE GRID

CFEL

R1QL

R1QD

Each heterogeneous zone is
represented by 3 elements

(a) (b)

(c)

Fig. 17 Pressure head distribution obtained from the simulation of flow in a three-zone
exponentially varying conductivity field using a CFE schemes, b r = 0 schemes and c r = 1
schemes, when each zone is discretized using three elements and in the presence of a uniform
source
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The error in the flux as compared to the fine grid solution varied between 3 and
51%. Thus, we can safely conclude that the nonlinear interpolation of q in the
finite element formulation produces nonuniform flux distribution.

The flux distribution computed using the three-element discretization of each
heterogeneous zone is shown in Fig. 21a, b for exponential heterogeneity and
Fig. 22 for random heterogeneity. The computed flux distributions with the CFEL
scheme and the r = 0 schemes fall exactly on the fine grid solution. Once again the
r = 1 schemes produced inaccurate flux distributions only at the interface of
adjacent heterogeneous zones. Within each zone, the nodal velocities obtained from
the r = 1 method were very close to the fine grid solution. The maximum errors in
the numerical value of the flux with the three-element discretization of each
heterogeneous zone were 9.5% (R1QD method) and 6.5% (R1QL method). The
concentration of the errors near the interface of adjacent heterogeneous zones lead
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Fig. 18 Pressure head distribution obtained from the simulation of flow in a three-zone randomly
varying conductivity field using a CFE schemes, b r = 0 schemes and c r = 1 schemes, when each
zone is discretized using three elements and in the presence of a uniform source
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Fig. 19 Distribution of flux obtained from all the numerical schemes in the presence of a uniform
source for a one-element discretization of each heterogeneous zone when the domain comprised of
three heterogeneous zones
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of a uniform source) obtained from the CFEH and the r = 1 schemes when each zone is discretized
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to a second conclusion that the higher order interpolants cause greater fluctua-
tion in velocity when there is a sudden change in the conductivity.

The CFEH scheme demonstrated a similar behavior as the r = 1 schemes except
that the fluctuations are oscillatory around the fine grid solution as shown in
Figs. 21b and 22. Furthermore, the degree of error in the flux distribution near the
interface of two heterogeneous zones was larger when the change in conductivity
was higher at the interface. In fact, the nature of oscillation of the computed values
of fluxes and the degree of error with respect to the fine grid solution near the
interface of two heterogeneous zones are exactly the same as observed in the flow
simulation without any source/sink terms. A comparison of the flux distribution
obtained from the r = 1 methods and the CFEH method reveals that the former
method is more robust since the convergence of the solution to the fine grid solution
is smoother with refinement of the grid.

The question is what did we learn from the uniformly loaded, steady-state,
saturated fluid flow field by computing the hydraulic head and the flux using
various numerical schemes? We started with the idea that the strength of the MFE
schemes lies in the accurate description of the flux distribution. Similarly, the CFE
schemes had their strength in accurately simulating the hydraulic head distribution
over the domain. It seems that the results obtained did not indicate that these ideas
are entirely true. Furthermore, the higher order schemes like the CFEH and the R1
schemes produced inaccuracy in flux distribution in heterogeneous flow conditions
when presumably these schemes should be more robust than the lower order
schemes. No dramatic difference was observed in the computed fluxes with the
CFEL scheme and the R0 schemes even in heterogeneous conditions. One
important aspect was observed that the R0 schemes described the peak hydraulic
head better in coarse grid discretization of a heterogeneous flow problem. The
Hermite cubic interpolation did not produce accurate hydraulic head and flux dis-
tributions in heterogeneous flow domains even with finer discretization. So where
does the strength of the MFE methods lie? Durlofsky (1994) observed that for flow
domains which are highly variable, particularly those with very abrupt variations in
permeability or systems that are more discontinuous, the MFE method provides
robust, reliable, and physically realistic solutions. This leads us to investigate flow
simulations with nonuniform source/sink terms.

5.2 Nonuniform Source/Sink

For groundwater flow problems, it is more common to have nonuniform sources/
sinks. An example of a nonuniform source is a point source or sink such as the
presence of a well in an aquifer. Rapidly varying velocity fields are generated near
the location of the well point, and for this case the MFE scheme might demonstrate
some advantages. The following results and discussion are based on the incorpo-
ration of nonuniform sources/sinks in the example one-dimensional flow field
described in Sect. 4 except /(0) and /(L) are now both set to 2.0 m.

A Comparative Analysis of Mixed Finite Element … 173



0.00E+0 2.00E+4 4.00E+4 6.00E+4 8.00E+4 1.00E+5

DISTANCE (m)

-1.20E-4

-8.00E-5

-4.00E-5

0.00E+0

4.00E-5

FL
U

X 
(m

/d
ay

)

FINE GRID

Each heterogeneous zone is represented
by 3 elements

CFEH

(b)

(a)

0.00E+0 2.00E+4 4.00E+4 6.00E+4 8.00E+4 1.00E+5
DISTANCE (m)

-1.20E-4

-8.00E-5

-4.00E-5

0.00E+0

4.00E-5

FL
U

X 
(m

/d
ay

)

FINE GRID

Each heterogeneous zone is represented
by 3 elements

CFEL, R0QL, R0QD

R1QL

R1QD

Fig. 21 a Distribution of flux obtained from all the numerical schemes except CFEH in the
presence of a uniform source for three-element discretization of each heterogeneous zone when the
domain comprised of three heterogenous zones. b Distribution of flux obtained from the CFEH
scheme in the presence of a uniform source for three-element discretization of each heterogeneous
zone when the domain comprised of three heterogeneous zones
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A numerical analysis was performed using a point source of strength equal to
1.0 m3/day at x = 0.3L and a point sink of strength equal to −0.4 m3/day at
x = 0.7L in a homogeneous domain. A fine grid solution was obtained using a 1000
node point discretization of the domain using the CFEL scheme. The computed
hydraulic heads using the different numerical schemes are presented in Fig. 23a, b
for a 5-element discretization of the domain in the case of R0 schemes and a
10-element discretization in the case of CFE and R1 schemes. It is observed from
these plots that the R0QD scheme produces inaccurate solution for the hydraulic
heads at the location of the source and the sink. The error in the hydraulic heads
calculated at the point source and the point sink locations for the different numerical
schemes, except the CFEL and the R0QL schemes (which produced exact solution),
are shown in Table 2.

The distribution of flux using the spatial discretizations mentioned above is
plotted in Fig. 24. The R0 schemes produced the exact distribution of flux at all
nodes as compared to the fine grid solution. The errors in the other numerical
schemes are maximum at the location of the point source and the point sink. These
errors in the calculated flux values are summarized in Table 3. Note that the R0QD
scheme produces accurate flux distribution despite the high error in the hydraulic
head computation.
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Fig. 22 Distribution of flux in a three-zone randomly varying conductivity field (in the presence
of a uniform source) obtained from the CFEH and the r = 1 schemes when each zone is discretized
using three elements
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Fig. 23 Pressure head distribution obtained from a CFE (10-element discretization) and r = 0
(5-element discretization) schemes, and b CFEL and r = 1 (10-element discretization) schemes,
for flow in a homogeneous domain with a point source and a point sink
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Table 2 Error in the hydraulic head computation at the location of a point source/sink in a
homogeneous aquifer using the CFEH, R0QD and the R1 schemes using a coarse spatial
discretization

Numerical
method

Error (%) in / at the point source
location

Error (%) in / at the point sink
location

CFEH 3.4 39.1

R0QD 19.2 221.5

R1QL 5.9 67.8

R1QD 3.7 42.9
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Fig. 24 Flux distribution obtained from CFE (10-element discretization), r = 0 (5-element
discretization), and r = 1 (10-element discretization) schemes, for flow in a homogeneous domain
with a point source and a point sink

Table 3 Error in the computed flux values at the closest nodes to the location of a point source/
sink in a homogeneous flow condition using the CFE and the R1 schemes for a coarse spatial
discretization of the flow domain

Numerical
method

Error (%) in q near the point source
location

Error (%) in q near the point sink
location

CFEL 11.7 5.9

CFEH 8.8 3.9

R1QL 4.9 2.2

R1QD 5.9 2.9
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A second analysis was performed using an exponentially decreasing conduc-
tivity field with the same parameters and boundary conditions as used for the
homogeneous flow domain. A point source of strength equal to 1.0 m3/day was
placed at x = 0.7L and a sink of strength equal to −0.5 m3/day at x = 0.3L. The
aquifer was divided into five heterogeneous zones with the hydraulic conductivities
as shown in Fig. 25. The fine grid solution was obtained using the CFEL scheme by
discretizing each heterogeneous zone into 199 elements which provided a 996 node
discretization for the entire flow domain. Hydraulic heads and fluxes were com-
puted using the different numerical schemes for a one-element discretization of each
heterogeneous zone (five elements in the entire flow domain) for the R0 schemes
and a corresponding two-element discretization of each heterogeneous zone (ten
elements in the entire flow domain) for all the other schemes. For convenience, we
will refer to the discretization of R0 schemes only in this section and remind the
reader that the corresponding discretization of the other schemes that are com-
pared to the R0 schemes is different.

The results obtained from the different schemes for the hydraulic head distri-
bution are shown in Fig. 26. The results show similar attributes to those observed in
the homogeneous flow with nonuniform sources/sinks. Without repeating any
points that have been already mentioned in this section, we present the errors at the
locations of the source and the sink for different schemes, except the CFEL and the
R0QL scheme which produced exact solution, in Table 4.
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Fig. 25 Hydraulic conductivity of each zone in a five-zone exponentially varying conductivity
field used for the simulation of flow with point sources/sinks present in the domain
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The flux distributions obtained from the simulation are shown in Fig. 27. The
computed fluxes showed that the R0 scheme is robust and non-oscillatory with no
error in the numerical values of the computed fluxes. The CFEH scheme manifested
oscillatory behavior in fluxes even when the discretization was made finer (see
Misra26) due to the heterogeneity in the porous medium. The R1 schemes showed
considerable error in simulating the flux, particularly in the vicinity of the point
source/sink as did the CFEL scheme. The maximum error in the distribution of flux
which was near the vicinity of the source/sink was found to be produced by the
CFEL scheme.
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Fig. 26 Pressure head distribution obtained from all the numerical schemes for flow in a five-zone
exponentially varying conductivity field with a point source and a point sink when each zone is
discretized by one element (r = 0) and two elements (CFE and r = 1)

Table 4 Error in the
hydraulic head computation at
the location of a point source
and a point sink present in an
exponentially varying
heterogeneous flow domain
using CFEH, R0QD, and R1
schemes

Numerical method Location of error Error (%) in /

CFEH x = 0.3L 3.1

x = 0.7L 7.6

R0QD x = 0.3L 31.4

x = 0.7L 25.2

R1QL x = 0.3L 9.6

x = 0.7L 7.7

R1QD x = 0.3L 6.1

x = 0.7L 4.9
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A third analysis was performed using a randomly varying conductivity field
where the flow domain was divided into five heterogeneous zones with the
hydraulic conductivity of each zone plotted in Fig. 28. A point source of strength
equal to 1.0 m3/day was placed at x = 0.3L and a point sink of strength equal to
−0.5 m3/day was placed at x = 0.7L. The fine grid solution was obtained from the
CFEL scheme using a 996 node discretization with each heterogeneous zone being
divided into 199 elements. Hydraulic head and flux distributions over the domain
for both the examples were simulated using the different numerical schemes with
the same spatial discretization used for the simulations in the exponentially varying
conductivity distribution described above.

The simulated hydraulic head distributions are shown in Fig. 29. The results
obtained are similar to those obtained from the previous example in this section.
The CFEL scheme and the R0QL scheme described the hydraulic head distribution
exactly in the entire domain. The errors in the hydraulic head values for the other
schemes at the location of the point source and the point sink are presented in
Table 5.

The distribution of flux in the domain obtained from the different numerical
schemes is presented in Fig. 30. Similar to the previous example in this section, the
CFEH scheme produced an oscillatory solution. The CFEL scheme produced
erroneous flux values at the vicinity of the source/sink which were higher than those
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Fig. 27 Flux distribution obtained from all the numerical schemes for flow in a five-zone
exponentially varying conductivity field with a point source and a point sink when each zone is
discretized by one element (r = 0) and two elements (CFE and r = 1)
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Fig. 28 Hydraulic conductivity of each zone in a five-zone randomly varying conductivity field
used for the simulation of flow with point sources/sinks present in the domain
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Fig. 29 Pressure head distribution obtained from all the numerical schemes for flow in a five-zone
randomly varying conductivity field with a point source and a point sink when each zone is
discretized using one element (r = 0) and two elements (CFE and r = 1)
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obtained from other schemes at these locations. The R0 schemes were error free in
the entire domain and the R1 schemes produced erroneous fluxes particularly near
the vicinity of the source/sink. The R1 scheme errors were less than those obtained
from the CFEL scheme near the source/sink locations.

Table 5 Error in the
hydraulic head value
computed at the location of a
point source and a point sink
in a randomly heterogeneous
flow domain using the CFEH,
the R0QD, and the R1
schemes

Numerical method Location of error Error (%) in /

CFEH x = 0.3L 16.6

x = 0.7L 0.6

R0QD x = 0.3L 66.0

x = 0.7L 11.5

R1QL x = 0.3L 19.9

x = 0.7L 3.6

R1QD x = 0.3L 12.4

x = 0.7L 2.3
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Fig. 30 Flux distribution obtained from all the numerical schemes for flow in a five-zone
randomly varying conductivity field with a point source and a point sink when each zone is
discretized using one element (r = 0) and two elements (CFE and r = 1)
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5.3 Discussion on Accuracy and Computational Efficiency

We have shown the results that are obtained using a very coarse grid. The reason for
using coarse grids was to show the level of accuracy of the solutions that are
obtained using the numerical schemes. When we used fine grids (see Misra 1994),
the errors in the solutions obtained using the CFE and MFE schemes for hydraulic
head distribution were very small. However, even with fine grid, the flux distri-
butions obtained using CFE schemes in the presence of point sources/sinks were
erroneous. From the results obtained using nonuniform sources/sinks in the flow
domain, it can be concluded that the MFE methods are in general superior in
simulation of both the hydraulic head and the flux as compared to the CFE methods
(similar statement has been made by both Mosé et al. 1990 and Durlofsky 1994).
The accuracy that is obtained for the flux distribution using the r = 0 method is well
suited for particle tracking models to simulate contaminant transport (see Mosé
et al. 1990, 1994) as well as other transport models. Our intention is to extend the
MFE method to solve unsaturated flow and transport problems.

Cordes and Kinzelbach (1992, 1996) and Srivastava and Brusseau (1995) have
explicitly commented about the loss in computational efficiency of the solution
while using MFE schemes as compared to other numerical schemes. The reason for
the loss is due to the larger number of unknowns required to be solved in the MFE
method. We do not agree about the requirement to solve a greater number of
unknowns in the MFE schemes because in CFE methods, the fluxes are eventually
computed once the values of the hydraulic heads are obtained. This makes the
number of unknowns more or less the same in both the MFE and the CFE schemes.
We also do not agree about the loss in computational efficiency because we have
shown in this paper that highly accurate solutions can be obtained using MFE
methods even when extremely coarse grids are used, whereas to obtain similar level
of accuracy, a much finer grid is necessary in case of CFE schemes which results in
a higher computational cost in the latter case. Several methods have been proposed
in literature that could be used to improve the computational efficiency of the MFE
methods. The Uzzawa-PCG method is an attractive candidate which has been used
by Ewing and Wheeler (1983) and Dougherty (1990). Among the other methods are
the penalty method (Carey and Oden 1983, 1986) and the mixed-hybrid method
(Kaasschieter 1990, 1995), which have been shown to improve the computational
efficiency of the MFE methods significantly.

6 Conclusions and Future Directions

a. In one-dimensional steady-state flow problems without any line sources/sinks,
the MFE schemes do not possess any advantage over the CFE schemes in
computing either pressure or flux. All the schemes produce identical solutions.
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However, in two- or three-dimensional flow problems, the CFE schemes can
introduce errors making the MFE schemes advantageous.

b. With the introduction of a line source, the MFE schemes produce errors in
simulation of the pressure heads for very coarse discretization of the domain.
The solutions converge smoothly to the analytical solution with the refinement
of grids in the domain. The R0QD scheme has the fastest convergence rate
among all the MFE schemes. The distribution of flux is accurate for any level of
discretization. The CFE schemes, however, yield accurate results for both flux
and hydraulic head for all levels of discretization.

c. The distribution of hydraulic head obtained from the different schemes are
superconvergent at the nodes for the CFE schemes whereas these are super-
convergent at the Gauss points within the element in the case of the MFE
schemes.

d. In heterogeneous flow domains, the higher order schemes produce spatially
oscillatory flux distributions. The oscillations are predominantly located at the
interface of adjacent heterogeneous zones. The CFEH scheme retains its
oscillatory behavior in simulating the flux even with finer discretization (see
Misra 1994). These oscillations are high in higher conductivity areas.

e. The fluxes computed by the R0 schemes are not superior to the CFEL scheme in
a heterogeneous porous media with a line source/sink.

f. In a flow field with point sources/sinks, the R0 scheme is robust and has no error
in the computed flux values. In a heterogeneous flow domain with drastically
changing hydraulic conductivity, these schemes describe the peak hydraulic
heads better than any other scheme with the presence of nonuniform sources/
sinks.

g. All the schemes except the R0 schemes deviate considerably from the true value
of the flux near a point source/sink.

h. The R0QD scheme produces highly inaccurate hydraulic head distribution in the
presence of nonuniform sources/sinks. However, the distribution of flux is not
affected by this inaccuracy in describing the hydraulic head distribution.

We have presented results from the simulation of a very simple case study in
one-dimensional saturated flow domain. However, we strongly believe that the
conclusions and the observations are applicable to more complex flow situations.
Also, the conclusions drawn from the cases of the heterogeneous flow domains
should be applicable to the case of MFE methods applied to unsaturated flow.
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Subsurface Acid Sulphate Pollution
and Salinity Intrusion in Coastal
Groundwater Environments

Gurudeo Anand Tularam and Rajibur Reza

1 Introduction

Water is a critical resource for humans and now it is a source of major concern
(Hassan and Tularam, in press). It is probably much more important than oil and
continues to grow in importance. Climate change studies have predicted rather
unfavourable conditions and outcomes for water in our world generally (Tularam and
Krishna 2009; Tularam and Marchisella 2014; Tularam and Hassan 2016a, b). The
extreme nature of temperature variations and consequent rainfall patterns have been
attributed to the new changing climate conditions—leading to many droughts or
floods conditions around the world as noted in recent times (Hassan and Tularam
2017). As the temperature level increases, there is much more evaporation of stored
water and also increased transpiration levels throughout; both changing conditions
have serious implications for human search for sustainable potable water for con-
sumption; desalination and purification of the groundwater, for example. Although
not preferred, it is true that humans are becoming used to the consumption of recycled
water and many are increasingly accepting of potable water sourced from ground-
water, which is indeed a natural storage tank of water. What is well known is that
some coastal aquifers and groundwater stores are often almost pure water that could
be used for consumption with little treatment. The coastal groundwater is indeed the
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result of the rainfall-led infiltration of water’s long path from its start on hills to reach
of the sea. The rather long travel and the long length of time taken for such waters to
reach the sea have helped in the filtering of the waters to a high degree, almost suitable
for drinking. That is, long travel way from themountains to the sea allows the water to
pass through many natural cleaning processes such as sand and rocky filled soils
underground. However, most of the human potable water needs are presently sourced
from either surface stores such as lakes or rivers that are then blocked and the water
stored in large dams. The dams are increasingly becoming difficult to manage due to
the variation in climate, which means they are expensive to maintain in terms of costs
to infrastructure—dangers of failing in dams, particularly for the population that live
downstream of the dams such as Brisbane in Australia, for example.

The main aim of this chapter is to review several studies that have been con-
ducted by the author and colleagues over the years in their attempts to deal with
both groundwater pollution caused by the existence of acid sulphate soils in coastal
regions and seawater intrusion in coastal aquifers leading to salinity pollution in
subsurface environment. Some solutions to the problems that have been posed and
suggested in such studies have now been used successfully in many areas to solve
pollution problems. Both types of pollution are equally damaging to the ground-
water. For example, coastal groundwater is often used for irrigation of various
crops, but they mostly lead to rather poor production levels in coastal farms (sugar
cane, for example). The use of such water at times leads to irreversible destruction
of the coastal grazing lands. This chapter reviews the main findings of the above
research over the past 15 or so years.

The nature of the subsurface flows and causes of both acid sulphate soils and
salinity based on flow and transport equations that underlie the groundwater flow
processes are presented first. Then, a number of studies conducted in Australia are
reviewed to examine the nature of work that has been done regarding pollution of
coastal areas by acidity and salinity. Next, some problems concerning the modelling
tools are examined in relation to acidity- and salinity-related processes. An alter-
native to rainfall drinking water is desalination of seawater and this is also briefly
discussed as one of the alternatives but desalination has its own problems. A brief
summary of the work that is presented concludes this chapter.

2 Background of Groundwater

There is no substitute for fresh drinking water and water is becoming a scarce
resource in our world all around. This shortage has been noted more acutely in
recent times in Africa and Asia (Tularam and Krishna 2009; Tularam and
Marchisella 2014; Tularam and Murali 2015; Tularam and Hassan 2016a, b;
Tularam and Properjohn 2011). About 75% of the earth is covered with water but
this is not the amount available for human use. The scarcity had led to water being
now a major investing option—the need for supply of water and the costs of its
related infrastructure (Roca et al. 2015; Tularam and Reza 2016). In budgeting
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drinking water, most of the world’s water is in the oceans as saltwater with around
2% of this water is frozen fresh water. Around 1% is considered to be useful fresh
water for human use (Roca and Tularam 2012; Roca et al. 2015) with groundwater
being around 98% of the fresh water available on the planet. Clearly, the amount of
water in the earth’s environment never changes—for it is as a liquid (fresh water,
seawater, rain and tiny droplets in clouds), gas (water vapour) and in a solid state
(snow, ice or hail). The sun heats water evaporating much of it making it gaseous–
vapour via evaporation. The currents of air carry the water vapour upwards due to
the warming of the earth’s surface. Rising higher and higher, the water vapour
becomes cooler whence it condenses into tiny drops—forming clouds. These drops
are then attracted to each other and thus join to form a heavier group of drops; and
later due to changing temperature, pressure and other climatic conditions, they
fracture to fall back to the earth as rain, hail or snow.

Rainfall may be evaporated directly from water, land or vegetation; the runoff
water from rainfall moves into streams and wetlands, and some infiltrate and soak
into the surface ground to groundwater, or are absorbed by plant roots. The water
trapped in plant and trees can also return to the water vapour and flow into the air by
a process known as evapotranspiration—from the leaves of plants. Some of the
rainfall water do indeed infiltrate deeper into the ground and thus add to the existing
groundwater. This volume of water then slowly flows along the direction of high to
low elevation levels—that is, the groundwater flows towards the rivers, wetlands or
the sea (Tularam and Singh 2009; Water and Rivers Commission 1998a, b). It is
noted that any groundwater is then an important source of drinking water and
irrigation water. The management of this particularly important resource and
commodity is critically important if we are to fulfil the present human water
demand and in addition, sustain it for the future generations.

Figure 1 shows that the water is constantly flowing and moving and forming an
important system—after rainfall, water is flowing from an area of recharge (rainfall
on the hills) to an aquifer before moving towards a discharge area—a spring,
wetland or creek. The water flows in a pattern that follows the surface topography
but in a downhill direction. There is a difference in the amount of rain that falls in
regions around the world—the fall amount differs from country to country as some
parts experience high to very high rainfall levels, while other areas experience
drought conditions known as a fresh water crisis (Tularam and Krishna 2009;
Tularam and Hassan 2016a, b).

3 Groundwater Flow Modelling

A flow model of groundwater can be developed by studying the differences in
energy. The water flows from high-energy areas to low-energy areas. The total
energy content (unit volume of water) is determined by the sum of gravitational
potential energy, pressure energy and kinetic energy and this may be written
mathematically as
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Total Energy ðTEÞ ¼ qgzþPþ qV2

2
;

where q is the fluid density, g is the gravitational acceleration, z is the elevation of
the measuring point relative to a datum, P is the fluid pressure at the measurement
point and V is the fluid velocity.

The groundwater volume flows slowly (on the order of 1 m/day or less), and this
implies that the volume of water has a nearly zero level of kinetic energy
(KE) relative to the other terms in the TE expression above. Ignoring the KE leads
to an expression for the mechanical energy per unit weight ðqgÞ; thus, the concept
of hydraulic head is developed (h): Hydraulic headðhÞ ¼ zþ P

qg. The flow is from a
high hydraulic head to low hydraulic head. The porous media through which the
water flows causes some resistance and this is taken into account by considering
soil properties—the rate of flow depends on soil properties such as the permeability,
k, which is a measure of the ease with which a fluid flows through a soil matrix.
Since the Darcy’s law states that the flow rate is linearly proportional to the
hydraulic gradient we may write q ¼ � qgk

l ðrhÞ, where q is the Darcy flux, or flow
rate per unit surface area, and l is the fluid viscosity. Darcy’s law can also be
written as q ¼ � k

l ðrPþ qgrzÞ. Assuming a constant density of groundwater, the
Darcy form is reduced to a simpler Darcy’s law but when the assumption is not
appropriate another form is used as given above (Mulligan and Charette 2008).

Fig. 1 The natural water cycle. Source Water and Rivers Commission (1998a)
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4 Coastal Aquifers

In coastal aquifers, the groundwater travels from upland (hills) passing through
inland aquifers. The flow is variable in which it is affected by a number of forces
that are acting and this causes the great variability in the flow regime concerning
space and time (Fig. 2). As noted earlier, the hydraulic gradient seems to be the
major driver of the flow. As the fresh water flux reaches the coastal boundary, a
density difference mixing occurs making the water circulate simply under the
influence of the force of gravity (Li et al. 1999; Li and Jiao 2003); there is an
influence from the oceanic waves and tides as well (Taniguchi et al. 2002; Burnett
et al. 2003). This mixing process together leads to a dispersive circulation partic-
ularly along the fresh water–saltwater boundary within the aquifer; this is because
of the density difference of fresh water with the salty water (Kohout 1960; Michael
et al. 2005). In fact, there are also other forcing mechanisms that affect the rate of
fluid flow for both fresh and saline groundwater at the coastal boundary.

For the sake of simplicity, it is assumed that there is a sharp transition, or
interface between the fresh water from upstream and saline water from the seaward
side. In fact, the interface is much more complex given the many number of forces
that are acting on the zone. An estimate of the position of the fresh water–saltwater
interface can be determined using some assumptions: a sharp interface, horizontal
groundwater flow only, and lack of flow in the saline water. This simplifies the
analysis in which pressures at adjacent points along the interface are equal. In this
manner, the depth of the interface can be calculated h ¼ q 1

q2�q1
¼ 40z; where q1

is the density of fresh water (1000 kg/m3) and q2 is the density of seawater
(1025 kg/m3). In this manner of calculation, the depth of the interface is 40 times
the elevation of the water table relative to the mean sea level. While this is an
approximation of the interface location, it has been used as a benchmark for when

Fig. 2 SWI in coastal
lowlands (Tularam et al.
2006)
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recharge increases, groundwater levels increase, which in turn forces the interface
downwards. At the times of little or no recharge, the reverse process occurs as
correctly predicted by the rule.

4.1 Groundwater Salinity and Saltwater Intrusion (SWI)

Groundwater salinity and saltwater intrusion (SWI) are important concerns for all
environmentalists (Tularam and Glamore 2004a; Tularam and Singh 2007, 2009).
Any signs of pollution can be devastating, particularly for farmers but also our
future generations. It is said that one day water will be worth more than price of
gold and this underground resource will then become highly sought after and
valuable.

The landward encroachment of seawater into fresh coastal aquifers is a problem
that has been noted in many parts of the world due to rising sea levels or decreasing
upland coastal groundwater levels (Tularam and Glamore 2004a; Tularam and
Singh 2007, 2009) and such a process is known as SWI. Seawater intrusion
(SWI) is the landward migration of seawater into fresher coastal aquifers, occurring
underground. So this process is not visible to the population living in the coast-
lands. Australia is a country that is particularly susceptible to SWI since most of the
population live around the coastal lands and much farming occurs in the coastal
lowlands such as sugar cane, which is often irrigated using coastal aquifers (Ivkovic
et al. 2012; see Fig. 2).

The coastal population is on the increase, and this is turn will lead to much
industrial and farming demands, which will make the coastal aquifers susceptible to
SWI. In most cases, however, SWI is caused by borewater extraction in coastal
lands for irrigation purposes, or drinking; but the intrusion inland could also occur
due to sea level rise (ice melts or tsunami type surges occur, etc.) causing the flow
gradient to reverse or when the upland groundwater recharge variations occur due
to rainfall extremes. The climate change appears to be the main culprit in this regard
for the changes in the earth’s climate that has been attributed to it. Climate change
appears to be the cause of the extreme conditions such as tsunami events, droughts
and/or rather low/high rainfall frequency and levels. Each of these impacts can
further enhance the effects of “normal” or natural SWI in coastal lowlands.

More specifically, the meeting of the seawater and the upland fresher ground-
water flowing when mixes actually forms an underground wedge (diffusive rather
than a sharp wedge). It is referred to as an interface of the two, where the less dense
fresh water is above; that is, the flow of the groundwater is above the interface
because it is less dense. The separation position is often called saltwater wedge
(Fig. 2), which clearly cannot be seen from aboveground. However, drilling can
provide evidence of the same, for example, the evidence from boreholes confirms
this interface but as a diffusive rather than a sharp as often in diagrams drawn for
convenience. The difference in density means that saltwater also flows towards the
landward side from the seaward side but stays below the fresher groundwater; as
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noted earlier, the upland groundwater is flowing from the landward side to the sea;
thus, there is saltwater wedge beneath the fresh water. This wedge often causes
saline water upland of the coastline and is sometimes many metres beneath fresh
water in coastal aquifers towards the landward side.

Ghyben–Herzberg was one of the first to study this particular wedge and
interestingly, this model is in use even today. If z is the depth of the interface below
sea level then we may estimate the depth to the saltwater interface using the
relation: z = 40 h, where h is the height of the groundwater above the sea level. So
this may mean that 1 m decline in fresh groundwater level could potentially result
in a 40 m rise in the position of the fresh water–saltwater interface.

Figure 2 also shows a mixing region at the interface and this is mixing between
the ground fresh water and saltwater. There are a number of processes that drive the
mixing that lead to the creation of the transition zone but in the main there are two:
the atomic–molecular diffusion driven by concentration gradients and mixing
propagated by mechanical movement processes—referred to as mechanical dis-
persion. The transition zone and the saltwater wedge are variable and dependent on
the climate conditions.

A number of authors have studied the above relationship and the extent of
seawater penetration into the aquifer (Banasiak and Indraratna 2012; Tularam and
Singh 2009). The properties of the aquifer largely determine what happens and this
has been well described by Custodio and Bruggeman (1987) in their approximation
of L the penetration inland of the so-called ‘toe’ of the interface L ¼ kb2

2aqo
; where a is

the approximately 1.025; k is the hydraulic permeability; b is the width of the
aquifer and q0 is the fresh water discharge per unit coastal length. From the
equation, the so-called toe penetration is related to the permeability of the aquifer;
also, it is related to the square of aquifer thickness. L is inversely proportional to
fresh water discharge.

Daily tidal features, rainfall recharge variations or variable irrigation patterns
may all influence the interface position (diffusive). As will be noted later, tsunami
effects may also affect the position. If there are other aquifers across the depth of the
coastal lands, drilling and irrigation pumping may cause “upconing” of ground-
water; and this, in turn, may force the saline seawater into any of the existing fresh
water aquifers, thus polluting them. While there are other sources of salinity pol-
lution of coastal groundwater such as waste from agricultural features, in the end
essentially there are two main concerns in coastal areas: Acid Sulphate Soils
(ASS) pollution and SWI. The pollution effects of these are often irreversible and
therefore any pollution is not sustainable for the longer term.

To summarize, the main aim of this chapter is to review some of the studies by
the author and colleagues in the area of ASS and SWI. Both types of pollutions are
equally damaging to the groundwater and often lead to poor production levels in
coastal farms—at times total destruction of the coastal lands may occur. In the
following, we first review water flow, ASS and salinity in the context of ground-
water pollution. A number of studies that were conducted in Australia are then
examined in terms what led to pollution. Also, some models of flow and transport of
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polluted waters in mainly coastal areas in terms of any difficulties experienced with
models are discussed. Finally, a summary of the key/main points related to
groundwater and its pollution completes the chapter.

5 Acid Sulphate Soils (ASS)

ASS affects more than 3 million ha of coastal Australia, with up to 0.6 million ha in
New South Wales (NSW) (Indraratna et al. 2001a, b; Indraratna et al. 2002; White
et al. 1997). In this case, iron pyrite (FeS2) is the main culprit and when this exists,
the relevant soils are labelled as potential acid sulphate soils (PASS). However,
these soils may indeed contain other sulphidic materials such as iron monosulphide
(FeS), greigite (Fe3S4) including many organic sulphides (Bush and Sullivan 1999).
If the PASS is undisturbed and is in non-oxidizing conditions then the pyritic
materials are relatively inert. However, when oxidized (the soils are now ASS) they
can cause highly acidic conditions in the soil matrix. If this condition of ASS is
followed by rainfall events and thus re-flooding the soil waters are acidified and
later flow into the coastal waterways causing severe environmental, economic and
social damage to the flora and fauna; this ASS problem is not only a problem in
Australia but indeed in many coastal areas worldwide.

The pyrites found in Australia (FeS2) were formed many thousands of years ago
during saline inundation of sea conditions that included soils rich in iron. As noted
above, when PASS is submerged by the water table (thus preventing atmospheric
oxygen reacting with the pyritic layer), the pyrite is inert but much of the Australian
coastline has oxidized sulphide minerals (ASS) due to various reasons. An engi-
neering solution to lowering risks of coastal flooding in low-lying lands led to the
installation of rather a large number of deep surface drains in coastal lowlands, but
this, in the end, has had a rather negative effect—a general lowering of the water
table elevation, where ever such deep drains were constructed. As a result, the
existing pyritic layers (PASS) were exposed to oxidizing conditions—via atmo-
spheric oxygen diffusing to drain soil matrix profiles. Once the soil matrix has ASS,
any amount of flood type rainfall events would then cause the acid stored in the
matrix to dissolve into soil water—this ultimately led to the pollution of the sur-
rounding flood mitigation drains, creeks and river systems.

Indraratna et al. (2001a, b, 2002) and Banasiak and Indraratna (2012) have
completed many projects over the years to help control this ASS problem in coastal
Illawarra. His team not only investigated the installation of weirs in the flood
mitigation drains in order to raise the water table elevation but also via tidal
intrusion they neutralized some of the highly acidic conditions in the drains and
creeks in Berry (NSW, Australia). The uncovering of the many relationships in the
soil conditions has led to the development of a number of mathematical models that
can simulate acid production and transport in Illawarra.
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5.1 Chemical Equations

Acid sulphate soils possess chemical and biological constituents, which when
exposed to oxygen will generate acid (Indraratna et al. 2001a, b). PASS are gen-
erally under anaerobic sub-aqueous conditions. Sulphate-reducing bacteria break
down the organic matter and reduce dissolved sulphate ions to sulphides, and iron
III oxides into iron II. The main source of sulphate is seawater (Dent 1986) and the
reaction is

Fe2O3ðsÞ þ 4SO2�
4ðaqÞ þ 8CH2Oþ 1=2O2ðaqÞ ! 2FeS2ðsÞ þ 8HCO3ðaqÞ þ 4H2O: ð1Þ

A number of environmental impacts may be noted as mentioned earlier such as
acid leaching, groundwater contamination and salinity intrusion. PASS poses
chemical and biological constituents, which when exposed to oxygen will generate
acid (Indraratna et al. 2001a; Tularam and Indraratna 2001). Sulphate-reducing
bacteria break down the organic matter and reduce dissolved sulphate ions to
sulphides, and iron III oxides into iron II. When exposed to oxygen, the naturally
occurring iron sulphide minerals (pyrite) are oxidized forming sulfuric acid as
shown:

FeS2 þ 15
4
O2 þ 7

2
H2O ! FeðOHÞ3 þ 2SO2�

4 þ 4Hþ ð2Þ

If the water table drops below the PASS strata, oxygen reacts with the pyrite
producing acid in the soil matrix that later pollutes groundwater. The contaminants
seep via groundwater to creeks and rivers often killing fish.

5.2 Tularam and Indraratna (2001) Model

As noted earlier, the oxidation of pyrites and acid pollution of surface waters close
to estuaries can be attributed to pyrite oxidation (Indraratna et al. 2011, 2012;
Tularam and Indraratna 2001). The leaching of acid has caused changes in pH of
waters and in turn caused a number of environmental problems—fish kills in rivers,
affected many oyster farms and influenced the local flora and fauna—marine life
and habitats. The local infrastructure such as bridge walls have been affected by the
acid conditions. The farmers report lower levels of agricultural production due to
acid sulphate soils conditions (Indraratna et al. 2001a, b, 2011, 2012; Blunden et al.
1997). The above authors have applied a number of remedial strategies such as
manipulation of the water table particularly in the Illawarra (New South Wales,
Australia). The idea to submerge the pyritic layer through the raising of the existing
water table was considered to prevent as much oxygen from reaching and oxidizing
the PASS (Indraratna et al. 2001a, b, 2002). Blunden and Indraratna (2000) among
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others (Indraratna et al. 2001a, b, 2002) studied the groundwater manipulation
method—and in the end developed a three-dimensional model to predict the
amount of acid produced during droughts in order to manage the raising of the
water table. A new tidal buffering strategy using gated drains was also examined
(Indraratna et al. 2002). The drain water has a high level of acidity that is to be
neutralized and it was suggested that the bicarbonates and carbonates that can be
transported to the acid conditions may help neutralize the acid (Broughton creek,
New South Wales). For such remediation to be effective, an estimate of the total
acid within the pyritic soil matrix is needed. There are some models in the literature,
but a cylindrical coordinate model was developed and used by Tularam and
Indraratna (2001). The new model compared well with other models when calcu-
lated for the 120 ha field site (South Coast of Illawarra, NSW).

5.3 Mathematical Model

Detailed analysis of soils at the Berry site in the South Coast of Illawarra clearly
show the existence of extant root channels caused by previous organic activity. The
pyritic material mostly exists close to the root channels. In the past, a two-way linear
modelling has been considered: The distribution of oxygen has been determined in
the channel, and then another model has been considered for the linear oxygenation
of soil. The current cylindrical approach allows these two processes to occur
simultaneously. Tularam and Indraratna (2001) shown a possible radial approach
that can model such root channels as they pass through the pyritic layer. Even though
the root channels are not exactly parallel in real life, the parallel assumption nev-
ertheless is the first approximation of a much more complex issue of angular
determination. The root channels are surrounded by acidic soil, which is assumed to
contain homogeneously distributed sulphides (mainly FeS2). This is also a reason-
able assumption because the radius considered in this modelling is very small indeed
and is close to the channels. The gaps in the cylindrical model provide an
improvement area for future work. These gaps have been ignored in this article
because of the rather small volume lost. At the Berry site, pyrites are found in clay
soils about a metre below the ground surface. The chemical equation representing
the pyrite oxidation process shows that the amount of pyrite oxidized is directly
proportional to the amount of oxygen consumed (Blunden and Indraratna 2000).

There were approximately 300 root channels per square metre at the berry site
(Blunden and Indraratna 2000). In actual site, only a few root channels were noted
to be “exactly” parallel in the soil matrix but such an assumption simplified the
solution approximation. This approach provides a geometry that may be modelled
in cylindrical coordinates (r is the vertical coordinate and h is the angle based on the
radial direction). The oxygen concentration within the cylinder is ideally dependent
on these three variables and is denoted by cðr; z; hÞ, while the time variable is
donated by t. Assuming oxygen transport into soil profile is solely based on
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diffusive process, both within the pore channels and in the soil matrix, the oxygen
distribution may be given as

@c
@t

¼ 1
r
@

@r
rDr
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þ @
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� �
� kðcÞ; ð3Þ

where k is the sink term dependent on concentration of oxygen. A cylindrical
process allowed for the rotational symmetry in the matrix using a vertical inward
directed root channel axis. In this manner, any of the derivatives with respect to the
angular variable did not exist so Eq. 3 was changed to
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To solve this problem, a number of boundary conditions need to be determined.
At r = 0, there is symmetry hence no boundary condition. Assuming oxygen is
totally consumed as it reaches the maximum radius of influence ðrsÞ, the extreme
boundary condition is given by @c

@r ðrs; z; tÞ ¼ 0. Also, assuming that all oxygen
centres the soil matrix only from the channel walls, the annular ends may be
bounded by the following conditions: @c@z ðr; 0; tÞ ¼ @c

@z ðr; zc; tÞ ¼ 0. As far as the root
channel and wall interface are concerned, the oxygen concentration is assumed to
be continuous across the interface, and given by ccðrc; z; tÞ ¼ csðrc; z; tÞ. The
subscripts c and s refer to root channel and soil matrix, respectively, while the
transfer rates must also match across the interface, the solubilities and diffusion
coefficients in the different mediums may differ. Hence, the mass balance condition
may be written Sc Dc

r
@cc
@r ðrc; z; tÞ ¼ Ss Dc

r
@cc
@r ðrc; z; tÞ; where Sc and Ss are the

respective solubility coefficients in the root channel and soil matrix surrounding the
channel, respectively (in this case, Sc ¼ 1).

5.4 Consumption Kinetics or Sink Term

The consumption term, kðcÞ, earlier can be approximated by a number of models.
Davis and Ritchie (1986) developed a model that is commonly used in the literature
on acid soils. According to the authors, pyrite crystals devour oxygen at a rate
proportional to the surface area of the crystals given as @m

@t ¼ kA, where m is the
concentration of oxygen, A is the surface area of the crystal given ðm2Þ, k is the rate
constant ðkg=m2=dayÞ, m is the mass ðkgÞ and t is the time (day). The authors use
0:052

ffiffiffi
c

p
as an approximation for k attributed to Mckibben and Barens (1986).

Simplifying the expression and portioning the oxygen in the soil solution into that
consumed by pyrite and organic matter (that is, cs ¼ cp þ ccom), the rate of pyrite
oxidation using binominal theorem may be simplified as
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where CFeS2 the concentration of pyrite in the soil matrix, c is the oxygen consumed
by pyrite, q is the bulk density of matrix and d is the diameter of crystals. The
second on the right represents a small amount of oxygen consumed by organic
materials, usually assumed to be a constant. The right-hand side of equation is
directly related to the total amount of oxygen consumed in the soil matrix per unit

time and can be modelled more simply as 0:31126C FeS2
ffiffiffi
C

p
f þ om. At similar distance

from the root channel wall, the consumption of oxygen by both factors will have
equal supply of oxygen laterally, thus justifying one of the boundary conditions
presented earlier. The model based on the above consumption equation can be
written as
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The Michaelis–Menten (MM) uptake kinetics model usually written as
kðcÞ ¼ k1c

c� þ c, where k1 is the maximum rate of consumption and c� is the concen-
tration at half the maximum rate. When oxygen concentration is low the linear rate
is dominant, and when the concentration increases (that is, c� is negligible when
compared with c in the denominator), a constant rate trends to describe the oxygen
uptake.

When compared with the various simplifications performed on the complex
Davis and Ritchie (1986) model, the MM equation appears to better describe the
relationship between the rate of consumption and dissolved oxygen concentration
(for example, when k1 ¼ 6:5 and c� ¼ 0:0022 (Tularam and Indraratna 2001).
The MM model is not only simpler but seems to be a more elegant equation that
takes into account the fundamentals of pyritic and matter consumption. Based on
the MM uptake kinetics, the oxygen distribution may be written as
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� k1c

c� þ c
; ð7Þ

where k and c� may be estimated. Other relevant field measurements are presented
in Tularam and Indraratna (2001).

Salinity and ASS are two rather important polluters of groundwater and in the
earlier sections, a brief overview has been presented for readers so that they are
familiar with the nature of the models involved in modelling flow and transport of
acidity and salinity in complex domains. Groundwater pumping is considered next
in that pumping from aquifers can lead to rather damaging after effects and longer
term issues of land, creeks, rivers and the ecosystem of the region.
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6 Impacts of Groundwater Pumping

The pumping of groundwater solves many problems that are faced by those living
in coastal areas and low rainfall regions. Yet, there is a negative side to long-term
pumping as well, such as those noted earlier—pyrite oxidation, seawater intrusion,
aquifer overdraft and groundwater depletion that may also lead to some damage to
infrastructure, as well as in some cases land subsidence problems.

There are a number of reasons why pumping is critical, for irrigation, for
example. But acid pollution and salinity intrusion may result from this process.
While there is much literature concerning pumping problems, less exist on issues
such as land subsidence, loss of flora and fauna. In some countries, however,
groundwater resources are vital for the public use and domestic supply but it is to be
noted that excessive pumping levels do lead to decrease in groundwater levels that
in turn lead to overdraft problems.

Overdraft is pumping of water from an aquifer in an excess of the supply flowing
into the basin. This results in the depletion of groundwater that then can greatly
harm the environment. This is only a problem if the pumping is above the safe
yield. The lakes, ponds wetlands and aquatic species can all be affected. The
reduction of water tables reduction is something that has been noted around the
world and it has impacted agricultural production in lowlands in particular. The
flora and fauna depend on the water levels in rivers, lakes, ponds and streams. In
this manner, the aquatic and wildlife habitats are affected.

Surawski et al. (2005), Tularam and Singh (2007) and Tularam and Krishna
(2009) among others have all explored the effects of longer term pumping in north
and south of the Brisbane region. In the main the affected areas are coastal low-
lands. SWI, aquifer overdraft, groundwater depletion, and interesting land subsi-
dence have all been noted in such conditions. In the low-lying coastal areas, it is
important to note that acid pollution and SWI have been also reported.

Tularam and Krishna (2009) found that land subsidence was associated with the
pumping. Land subsidence can be observed when there is a ‘downward movement
or sinking of the earth’s surface caused by removal of underlying support’.
Increased groundwater borehole pumping often leads to land subsidence—the
groundwater withdrawal lessens the soil water movement within the soil matrix;
and thus the support provided by the soil water in the soil matrix; essentially, the
soil water fills void and supports. This appears to be one of the least reported
aspects but a ‘potentially destructive impact associated with continued groundwater
pumping’ (Tularam and Krishna 2009). So without adequate recharge a compres-
sion occurs in the sediments causing some settling or subsidence. All such pro-
cesses occur underground, so it is difficult to appreciate by those who live around
such low-lying areas. This is where the importance of modelling of groundwater
flow and transport becomes such an important tool.

A number of places in US are affected by land subsidence due to high
groundwater withdrawals. The flow patterns in the groundwater and surface are also
affected by subsidence; there is thus a decline in storage capacity. There has been

Subsurface Acid Sulphate Pollution and Salinity Intrusion … 201



damage to roads, railways, canals, levees public and private buildings that have
been attributed to overdraft conditions. Due to the lack of infiltration, there is
therefore also an increased flood risk and infrastructure settlement.

Although land subsidence and other sources of pollution are important, in this
paper, only pyrite oxidation and saline water intrusion are examined since excessive
pumping lower water levels which then facilitate the oxidation of materials through
exposure to air via the latent vertical root systems. Later re-flooding of aquifers
causes the dissolving of the oxidized materials into groundwater making it often
highly acidic in the case of acid sulphate, for example.

7 Acid Sulphate Soils and Salinity

In their paper on canal estates, Tularam and Dobos (2005a, b) study housing
developments in coastal lowlands. Such developments almost always cause the
lowering of the water table for some period of time, as required during construction
periods. Many of the Australian coastal lowlands contain pyrites that cause acid
pollution upon oxidation. The lowering of the water table to allow for dry exca-
vation constructions may lead to the oxidation of the pyritic soils producing acid in
the soil matrix. Moreover, SWI may also occur due to the imbalance in the flows of
the subsurface fresh water from upstream and salty waters from the seaward side
causing, that is, changes in the flow dynamics as noted earlier. The results showed
that the water level decreased during dewatering activities and increased after
re-flooding. The dissolved oxygen, titrated acidity and salinity levels rose during
periods of increased groundwater depth, while pH levels fell. The increase in
oxygen availability and the associated increase in acidity may lead to the disso-
lution of heavy metals, but it was noted that the monitoring data was lacking. Since
salinity may increase due to other close by saline surface water bodies such as a
tidal affected river, further studies are required to understand subsurface flow pat-
terns during dewatering operations.

The dry excavation of three separate cells led to an increase in groundwater
depth. The subsequent return to the original depth was noted after re-flooding (time
lag noted). Dissolved oxygen levels in groundwater rose, the pH levels decreased
and the groundwater acidity content increased. The levels of groundwater pH and
acidity did not recover after re-flooding of the dry cells as rapidly as dissolved
oxygen; in some piezometers, the acidity levels continued to rise after re-flooding.
This may be due to rainfall events that flush residual acidity from the soil pores into
the groundwater.

Salinity increased during periods of dewatering and dry excavation when the
groundwater table depth increased. There was a return to lower salinity levels when
the dry cells were re-flooded and the groundwater table rose. Essentially, lowering
the water table in ASS material will increase dissolved oxygen levels, generate
acidity and lower pH levels; and salinity intrusion may occur depending on the
location of the canal estate.
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Tularam and Singh (2009) studied salinity intrusion in many coastal estuarine
and waterways in various parts of Australia. Brisbane is a river city close to the
coast and as such the condition of the river influences the surrounding groundwater
quality. The FEMWATER finite element package is used to model the subsurface
flow and transport and the simulations showed that salinity intrudes as far as
15–25 km from the coast. The model simulations show tidal effects on Brisbane
River and surrounding groundwater and water quality deterioration appear to be
related to coastal seawater intrusion over time. The model describes the flow
dynamics well and also captures the influence of a number of factors such as the
tidal inundation process in the river. The salinity that is present in the river com-
pounds SWI close to the river boundary. This is why some high levels of salinity
were noted upstream. Higher salinity was also noted in the groundwater that was
adjacent to the river bank boundary, than when compared to subsurface waters in
the regions away from the bank.

A time series-based coastal study by the authors showed similar inland intrusion
in Brisbane coastline region. Tularam and Keeler (2006a, b) modelled tidal intru-
sion to study the influence of tidal behaviour on groundwater height. The effect on
salinity intrusion was also included in the study using spectral time-series
methodology. Tidal behaviour and groundwater depth were related and the salinity
levels varied due to tidal influence for the Brisbane coastal lowlands. The process
can be incorporated into new models in order to accurately allow for the seaward
boundary conditions. The time-series approach was appropriate to study the effect
of tidal behaviour on coastal groundwater dynamics including salinity variability
caused by the process. In fact, the coastal weather conditions will also be an
important factor. A 3D flow and transport model may be included to model such a
process and this process will allow for the salinity varying due to the changes in the
groundwater depth inland. Tularam and Keeler (2006a, b) further examined the
effect of tidal behaviour on groundwater level and salinity intrusion on the Port of
Brisbane. The tidal wave dampens the amplitude of the groundwater head affecting
the energy or pressure of the system.

8 Surface Flooding and Leakage into Groundwater

Tularam and Singh (2007) in their paper examined groundwater pollution following
a tsunami event. Tsunami type event was simulated on the Pine River’s coastal
aquifer system. A 3D density-dependent flow and solute transport model finite
element methods was used to develop the model. The longer term influence on the
aquifer water quality was noted. Further, little variations in the soil water perme-
ability may significantly affect the water system.

A physical conceptual model of the Pine River’s shire aquifer was developed
using the geological features of the coastal region. This model was used to develop
a three-dimensional finite element model of the same using the FEMWATER3D
package (Hsin-Chi et al. 1990). Attaching appropriate soil water and hydrology
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parameters to the model allowed a ‘tsunami’ type event to be simulated utilizing a
special capability of FEMWATER. Importantly, FEMWATER package involves a
‘cold’ start as well as a ‘hot’ option for initial conditions. An estimate of heads and
concentrations of the system is initiated in the model till the flow converges based
on the governing equations (Hsin-Chi et al. 1990). This output of heads and con-
centrations is then initiated into the FEMWATER model to simulate the process
efficiently and economically in terms of time.

The contamination of groundwater due to a tsunami type event is particularly
dependent upon the nature of the permeability of the soil matrix and the water table
height. From the simulations, it was observed that the surface sediments of the Pine
Rivers Shire aquifer are not permeable enough to allow much of the seawater to
contaminate the groundwater during the first two hours of the event. The 1–2 m
AHD depth of the water table was also responsible for groundwater not being
contaminated in that period. However, in areas nearby where the surface sediments
are more permeable, the aquifer will be much more affected by infiltration
increasing the risk of contamination of the soils water system and groundwater.

It is true that some drainage occurs, some seawater often remains on land inland
as surface water bodies in local low-lying areas disperse slowly. This suggests that
seawater will be retained in the surface zone affecting the soil and groundwater
conditions over a longer period of time. This contamination can be simulated as
point sources of salt in soils and allowed to diffuse through the aquifer over longer
periods of time using FEMWATER. While the simulation shows little change in the
salinity levels for the longer simulation period, more research is required to study
more closely the different soil types and soil–water systems.

9 Tidal Intrusion—Solution to Acidity Problems

9.1 Buffering Capacity

Tidal buffering relies on carbonates and bicarbonates that are transported up the
estuarine system via the tidal system. For example, if a neutralizing capacity of
0.625 mol Hþ =m3 (1/4 neutralizing capacity of seawater) was discharged into a
buffering zone, then 625 mol of Hþ would be neutralized. Depending on the rate of
acid flow and volume, the buffering capacity should help increase somewhat the pH
of the drain water more than two units. Equation 2 represents the buffering reaction
of sulphuric acid ðpKa � 3Þ to carbonic acid ðpKa � 6:3Þ a weaker, slightly ionized
acid (Tularam and Glamore 2004a).

To simulate intrusion in the creeks or drains in lowlands, a new type of model is
developed. Some estuarial models exist but a significant difference exists between
this case and earlier models. Early models did not concern smaller creeks or drain
conditions, where the flow condition is minimal. Due to difficulties involved, two
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simplifications were considered in modelling, namely (i) a constant cross section of
the creek/drain and (ii) well-mixed intruding conditions.

Seawater Sulphate Oxidation Carbonic Acid

HCO�
3 þHþ þ SO2�

4 ! H2CO3 þ SO2�
4

ð8Þ

Indraratna et al. (2001a, 2002, 2011) designed and developed one-way
floodgates for flood mitigation drains in NSW acid soils (Illawarra coastal
region, Australia). This was mainly to allow some carbonate/bicarbonate buffering
of initial acidic cations (pH < 4:5) that normally discharge during the ebb tide.
Improvements in the carbonate/bicarbonate buffering processes have led to much
improved water quality upstream of the one-way floodgate; this also has high
concentrations of aluminium and iron in addition to high acidity. Essentially, the
alkaline water intrudes upstream and reacts with H+ ions and the study showed that
tidal buffering via modified floodgates was not only possible but led to better water
conditions all around. A rainfall event of 131.8 mm later showed evidence of a
strong recovery time as well as the average pH being markedly improved.

It seems now that the process has included tidal buffering via two-way flood-
gates that seems to improve water quality without the addition of anthropogenic
chemicals. Indraratna et al.’s (2002) results from a 15-month field trial near the
town of Berry show that ‘Short wet periods, triggered by rainfall, were charac-
terised by neutral pH and low EC readings’ (p. 1). The pyrite-induced acidic
conditions pollute the groundwater table that in turn leaches the pyrite oxidation
products into the flood mitigation canal (pH < 4:5); also, there were increased
concentrations of aluminium and iron in the drains. Their results provided field
evidence to confirm the effectiveness of tidal buffering. Thus, the installation of a
two-way, vertically lifting floodgate 10 months into the study permitted tidal
intrusion and buffering thus decreasing Al and Fe concentrations, even in the
extended dry periods. There are still conditions that need further investigation
particularly the extreme acid leakage and high rainfall conditions because the saline
intrusion into the soil matrix tends to be dependent on the rainfall. Here is more
evidence that confirms the previous ASS management strategies need to be mod-
ified to avoid further deterioration of the subsurface environment.

9.2 Mathematical Modelling

Existing salinity intrusion models, both stationary and non-stationary (Tularam and
Glamore 2004b; Abarca et al. 2002; Bear 1979; Bear et al. 1999), deal with
estuaries, rivers or creeks, where the width of the estuary is considered to change
over distance. Savenije (1988) used exponential equations to model the width of an
estuary using examples of river mouth estuaries. Savenije’s model only deals with
funnel type estuarial geometry. Such models may be useful but there are no current
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models specifically relating to creek/drain SWI. It was decided that the creek/drain
intrusion is a simpler case of saline intrusion. The width of the flood mitigation
creeks/drains can be assumed to be a constant over some distance and the small
creek or drain water is assumed to be well-mixed during intrusion so a salt wedge
and diffusion zone are not modelled. A1D advection–diffusion equation of saline
intrusion of a tidal creek or drain is @c

@t ¼ 1
A

@
@x ðAD @c

@xÞ � v @c
@x, where c is the salinity

concentration, A is the cross section, D is the total dispersion coefficient, v is the
velocity of flow [small] and x is the distance along the drain from the mouth of a
tidal creek. To account for the tidal process, an averaging over a tidal cycle was
considered and the averaged model is A @�c

@t ¼ @
@x ðAD @�c

@xÞþQf
@�c
@x. Over a tidal cycle,

the fresh upstream discharge (Qf ) remains effective, thus changing the directional
flow of salinity. In this case, �c is the time-averaged salinity concentration of the
small creek or drain water upland of the floodgates. When salinity intrusion has
reached equilibrium (between downward and upward flow) the steady-state situa-
tion of Eq. 4 may be found, that is, when @c

@t ¼ 0. The solution with the following
boundary conditions x ¼ 0; �c ¼ �c0; x ¼ L; �c ¼ 0 is

�c ¼ c0 � c0
1� e�Qf L=AD

þ c0
1� e�Qf L=AD

e
Qf x

AD : ð9Þ

In equation above, c0 is the salinity concentration at the river end of the creek or
drain and L represents a distance (m) along the creek or drain, where the saline
concentration is negligible (zero or very close to zero).

To simulate salinity intrusion in coastal waterways in South Eastern Coastal
lowlands of Gold Coast (Australia), Tularam and Glamore (2004a) developed a
mathematical model. This process was to neutralize acidity caused by pyrite oxi-
dation. The model results compared favourably with the field conditions. It was
noted that SWI could in fact reduce pH of the upland water from 2.4 to about 6.0.
The salinity left in the drains is of concern but controlled conditions allow the levels
to remain low enough so that it is not of a concern to the landholders. The Nerang
river flood mitigation system ought to be redesigned to allow controlled tidal water
intrusion to neutralize acid leached into the waterways. An existing one-way
floodgate can allow some saline water upland during tidal upland inflow periods. So
we note that even some saline creek water may be useful to neutralize some of the
acidic water stored in drains and creeks, thus lowering the impact on local flora and
fauna—fish and other estuarine communities including their habitats downstream
following heavy rainfalls.

Tularam and Indraratna (2001) developed a simplified mathematical model for
tidal creek/drain water conditions. An analytical solution was developed to deter-
mine the amount of chloride levels in terms of EC that would intrude into the upper
side of the flood-gated creek/drain over an average tidal cycle. The analytical
solution compared well with field results obtained from two field sites. Sensitivity
analyses showed that the model was appropriate for such intrusion modelling being
computationally economical. The mathematical model could predict with
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reasonable accuracy the total amount of chloride level at any distance upland.
Further simulations showed that, given the chloride conditions, very little if any
intrusion would occur into the surrounding land. This is mainly due to the low
concentrations of salt in the upland creek water and low diffusion levels against the
normal flow conditions of the groundwater. The low flow conditions made diffusion
an important factor in chloride transport upstream thus explaining the low salt
intrusion levels upstream. It seems therefore that the landholders have little to be
concerned about regarding chloride intruding their land from the smaller creeks/
drains. During floods, the low levels would be diluted even further with the large
amounts of surface water and therefore would also be of little concern as well.

This investigation involving saline intrusion is the first step of a major study that
attempts to remediate the high levels of acid leakage due to the oxidation of ASS in
the Nerang River. Much of the acid is first drawn into the deep flood mitigation
drains and hence into the creeks and subsequently into the Nerang River causing a
number of environmental problems. In this case, a weir-based groundwater man-
agement strategy involving higher water tables that submerges the ASS layer is not
appropriate because the acid sulphate is only centimetres from the surface. For this
reason, oxidation of pyrite has already occurred in large amounts and thus high
levels of acid are already stored in the soil (Indraratna 2001a, b, 2002; Tularam and
Indraratna 2002). Much of the leached acid is stored on the upland side of the
flood-gated creek from previous high rainfall events, which remains a problem in
many locations Australia wide. However, as shown earlier, the acid storage in the
creeks can be buffered using a saline buffering strategy (Indraratna et al. 2002). It is
recommended that a strategy be devised to allow restricted saline intrusion from
Nerang Creek into the upland section of the creek beyond the floodgates through
redesigned or modified floodgates similar to that applied in Shoalhaven (NSW) by
Glamore (2003) and Indraratna et al. (2001a, b, 2002). Also, further studies
involving chemical processes such as cation exchange buffering and a detailed
study of the actual neutralization capacity of brackish water need to be conducted.
Nonetheless, the results of this study and other studies done in Shoalhaven by
Indraratna et al. (2002) suggest that the buffering strategy would be appropriate for
such sites Australia wide. Therefore, the tidal buffering strategy ought to be a major
part of a comprehensive approach to the management of ASS pollution in coastal
regions.

10 Groundwater Modelling Tools

Tularam et al. (2006) and others have studied saline intrusion and clearly it has the
potential to cause a number of difficulties for coastal lowlands around Australia but
the negative impacts of salt intrusion are not observed in the short- to medium-term
calculations. Models such as SALTFLOW and PDE2D are two such packages that
may be used here to study the effects of the longer term. A 2D mathematical-
coupled salinity intrusion model is developed to examine to compare the results of
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the models. The performances of the model packages are analysed in terms of ease
of use, accuracy of simulations and capacity to represent physical processes related
to the boundary conditions.

When compared to standard problems, SALTFLOW was favoured in modelling
Australian lowlands over SALTFLOW. The SALTFLOW and PDE2D solutions
were similar in many respects but SALTFLOW was favoured in the Henry problem
for it was more accurate generally. The PDE2D required more user input but allowed
more options in solving. Frind has used a dispersion coefficient different to that of
Henry. The steady-state transport equation used by Henry was Dr2c� qrc ¼ 0.
Both Pinder and Cooper (1970), Frind (1982) used Dr2c� q

nrc ¼ 0. They divided
the equation by the porosity, whereas Henry did not (Voss and Souza 1987).
Multiplying the equation simplifies to nDr2c� qrc ¼ 0. Henry and Frind both
used a dispersion coefficient (D) of 6.6 � 10−6 (m2 s−1) but the total dispersivity is
given by the product of the porosity (n) and D. In this way, Frind solution used
dispersivity of 2.31 � 10−6 m2 s−1 (D*). The different dispersion coefficients used
by Frind may explain the poor agreement with the simulations performed. Moreover,
the presence of numerical dispersion appears in Frind’s original solution. This would
cause the isochlor to migrate coastward (Volker and Rushton 1982).

10.1 SALTFLOW Modelling of Pollution

Surawski et al. (2005) studied acid pollution in the Pimpama (QLD, Australia)
coastal plain using SALTFLOW. Their model included factors such as subsurface
upland flow and groundwater extraction as well as the impact of any sea level rise.
Pimpama is located between Brisbane and the Gold Coast in South East
Queensland. The region is experiencing population growth and therefore became an
area of interest for the study. There is ASS in the region in which sugar cane farms
require irrigation; and thus there is some groundwater pumping needed leading to a
possibility of sea levels rising due to very low coastal lands. Whether pumping from
the aquifer is sustainable will be an important supply question. The simulations
conducted represent the first attempt to assess the sustainability allowing for the
stresses such as sea level rise and SWI.

Some preliminary work tested the performance of SALTFLOW package against
some existing benchmark solutions from the literature. The ease of use of the
SALTFLOW package meant that it was selected over codes such as PDE2D and
SUTRA. Also, SALTFLOW allowed for time-varying boundary conditions for
groundwater flow.

Use of time-varying boundary conditions was used to consider the effect of
groundwater pumping chloride concentrations and the results showed significant
SWI near the coastal boundary over the next two decades. The effect of the sea level
rise was significant. It causes seawater intrusion into the coastal aquifer. Oude
Essink (2001) found that the influence of the sea level rise would be less than that of
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the groundwater extraction when salinity intrusion is considered. However, Oude
Essink (2001) had neglected to mention that relatively small groundwater yields
(such as that of the Pimpama coastal plain), rising sea levels appeared to be a more
important factor in of SWI than groundwater extraction than pumping. But the
results do show some sensitivity to groundwater extraction. Since groundwater
extraction is already limited throughout the Pimpama coastal floodplain (Harbison
and Cox 2002), the above result was surprising when allowing for the conditions.
Harbison and Cox (2002) argued that the maximum rate at which groundwater can
be pumped from such estuarine deposits ought to be around 1 L s−1 per pumping
well. So even small rates of groundwater extraction may dangerously affect the
plains.

Surawski et al. (2005) noted that the breakthrough curves were not at
steady-state conditions. The other stresses placed on the aquifer may have been
responsible for this. The seawater boundary condition is time varying, which could
lead to a steady-state solution being impossible. The sensitivity runs conducted
include groundwater extraction as well and a steady-state solution is hindered by
the fact that a maximum rate of groundwater pumping may be exceeded, (Dagan
and Bear 1968) thus suggesting that it has exceeded for the Pimpama coastal plains.

But the SALTFLOW was at a disadvantage since it had only the pre-conditioned
conjugate gradient method. So a possible convergent solution cannot be found at
times for problems with violated matrix symmetry during the running of the iter-
ative solution. However, this an iterative matrix solver that provides solutions for
both symmetric and non-symmetric matrices that could solve this problem. For
example, when and if the pre-conditioned conjugate gradient method fails, the
package may switch to a Jacobi or Gauss–Seidel iterative scheme.

The process led to results such as sensitivity to sea level rise, moderately sen-
sitive to groundwater extraction and somewhat insensitivity to fresh water inflow.
Climate change tells us sea levels will rise by about a few centimetres and so the
Pimpama aquifer will be influenced about time particularly, the next 20 years. The
present pumping levels do not seem to be sustainable and some remedial actions
ought to be taken so that a fresher supply of groundwater is available for future
domestic and agricultural supply conditions (Oude Essink 2001; Indraratna et al.
2011). Others ideas such as artificially injecting water into the aquifer or the
introduction of physical coastal flow reduction barriers may also be considered.

11 Desalination as a Solution—Case of Surface
and Subsurface Waters

One important and widely used method to deal with groundwater pollution prob-
lems in terms of potable drinking is by the desalination, and since vast amounts of
seawater are available on earth, it is a great solution it would seem. However,
desalination has its own problems and these were highlighted in Tularam and Ilahee
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(2007). It was noted that planning and monitoring stages are critical to the suc-
cessful management and operation of desalination plants. The site ought to be
selected carefully away from residential areas because the brine pollution can occur
in seas close to shores or in deep groundwater aquifers. The authors mentioned that
Reverse Osmosis (RO) method is preferred when other methods are rather
expensive. The RO method has higher efficiency (30–50%) when compared with
distillation type plants (10–30%). However, RO membranes are easily polluted,
with fouling and scaling. The cleaning of the filters is very costly and chemicals
may be toxic to receiving waters.

As noted the byproduct is mainly brine concentration that is almost twice that of
seawater. A deep ingrained long pipe that is usually installed far into the sea or the
coastline to discharge this product. It is noted that the long-term effects of con-
centrated discharge have not been studied much. The cleaning of filters discharges
traces of various chemicals used in cleaning including any anticorrosion products
used in the plant. Even small traces of toxic substances can be harmful to the flora
and fauna, including those in the marine ecosystem. Such deep pipes have been
installed underground in Tugun (QLD). The deep piping structures more often than
not pass below the pristine coastal aquifers.

There are also many other issues of concern such as when, where, how and
which plant to consider. Any decision should be made by considering economic,
environmental and socio-economical concerns together; the plant must be consid-
ered in light of global climatic changes, sea level rise and possible expansions in
later water demand. In addition, the piping structure, discharge of toxic substances
and brine concentrations at discharge points should all be monitored and were some
of the many recommendations of this study (Tularam and Ilahee 2007).

12 Summary and Conclusion

The main aim of this chapter is to review studies on groundwater pollution related
to ASS and salinity in subsurface environment. These pollution types are equally
damaging to the groundwater and indeed lead to poor production levels in coastal
farms and at times even irreversible destruction of the coastal lands. The paper first
reviewed the nature of the subsurface flows and causes of both ASS and salinity
based on flow and transport equations that underlie the groundwater flow processes.
Then, a number of studies conducted in Australia are reviewed to examine the
nature of work that has been done in recent times regarding pollution of coastal
areas by acidity and salinity. A few problems with the modelling tools were
examined in relation to flow and transport of acidity and salinity. An alternative to
groundwater for potable water is desalination, which is briefly discussed and the
problems related to the osmosis process are also analysed.

In sum, the nature of the subsurface flows and causes of both salinity and ASS
based on flow and transport equations that underlie the groundwater flow processes
highlighted the problems that exist. A number of studies conducted in Australia
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show the nature of work that has been done in recent times regarding pollution of
coastal areas by salinity and acidity by Indraratna et al. team from the University of
Wollongong over a number of years in Australia. They have also examined in some
detail the modelling of oxidation, leaching into matrix and flow into drains and
creeks and ultimately to rivers damaging the local system. Clearly, some problems
exist with the modelling tools particularly with the boundaries, etc. and the mod-
elling representation process. However, the models provide insights with not only
how pollution/flow occurs but also in fact how to remediate using tidal intrusion
into groundwater to neutralize some of the acidity. Further, the desalination plant
alternative showed that it has a number of groundwater issues as well. The pollution
of groundwater is a major area of research and various studies have examined
subsurface environments—nature of pollution and possible remediation of the
coastal groundwaters but clearly there is much yet to be done. This review shows
that acidity, salinity and flow of them can be modelled successfully using partial
differential equations but the analysis can also be conducted using time series.

In conclusion, groundwater is an important and in fact a critical resource for
future generations and indeed an alternative to methods of storing large amounts of
water could be used instead of the existing man-made water dams that require much
maintenance and are susceptible to significant levels of evaporation. Groundwater
pumping for irrigation and drinking in coastal areas can be also a problem but this
process has been curtailed in many parts of Australia or indeed regulated. The
placement of essential control on the pumping levels in the coastal aquifers lowers
the susceptibility of coastal aquifers to salinity intrusion problems that can lead to
large amounts of coastal low lands being useless for agriculture, for example, this
has already occurred in many regions around the globe. However, the tidal intrusion
is in return a powerful method that has been shown to be particularly useful in
neutralizing much of the acidity that has leached into drains, creeks and rivers due
to ASS. The acid in drains and creeks being leached after the oxidation of pyrites
due to the oxygenation of the soil matrix. Much ASS exist in Australia and around
the world and have been particularly problematic for developing countries such as
coastal Bangladesh and South Vietnam. The work done by the team in the
University of Wollongong (Australia) led by Professor Indraratna, including
Dr. Blunden and Dr. Glamore, can be used as a guide for the remediation of pyrite
caused acidity in the soil matrix and resulting acidity leaching to irrigation drains,
creeks and rivers in coastal lowlands. Also, the team has developed sophisticated
tidal intrusion methods to deal with acidic leakage into rivers, creeks and drains.
Although desalination is a possible alternative to potable water, given that much
saltwater is available on earth, the methodologies used in desalination are partic-
ularly power-hungry and rather expensive to maintain; but more importantly, there
are indeed a number of issues regarding possible leakage into groundwater aquifers,
thus pollution of groundwater; and vastly increasing the salt concentration in local
seawater environments caused by dumping of concentrated salt into marine
ecosystems.
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Part III
Synergetic Effects of Heat and Mass

Transfer in Porous Media



Fully Developed Magnetoconvective
Heat Transfer in Vertical
Double-Passage Porous Annuli

M. Sankar, N. Girish and Z. Siri

Nomenclature

B0 Magnetic field strength
Br Brinkmann number
Da Darcy number
g Acceleration due to gravity
Gr Grashof number
GR Modified Grashof number
Ha Hartman number
K Permeability of porous medium
k Thermal conductivity
N Baffle position
Nu Nusselt number
T Temperature
Re Reynolds number
u,v Velocity components
V Dimensionless axial velocity

Greek Symbols

b Volumetric coefficient of thermal expansion
c Pressure gradient
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k Radius ratio
h Dimensionless temperature
q Density
K Viscosity ratio

Subscripts

1 Inner passage
2 Outer passage
c Cold wall
h Hot wall

1 Introduction

The understanding of mixed convective or combined forced and free convective
flows, where the combined forces of buoyancy and external mechanisms are of
comparable order of magnitude, are important in many industrial applications. In
particular, the analysis of laminar fully developed mixed convection in vertical
channels has been extensively investigated and is evident in the reviews conducted
by Incropera (1988), Aung (1987) and Gebhart et al. (1988). Among the vertical
passages, the channels formed by the concentric annulus, tubes, and parallel plates
are prominent geometries as they aptly represent the physical configurations of
important practical applications. Hence, a detailed literature survey is carried out on
these three types of vertical channels in the subsequent sections.

Combined free and forced convection flow in a differentially or uniformly heated
channel formed by vertical parallel plates has been extensively investigated due to
its direct relevance in many practical applications such as heat exchangers, cooling
of modern electronic systems, solar energy collectors, chemical processing equip-
ment, etc. Numerous theoretical and experimental investigations on the mixed
convective flow in vertical channels can be found in the literature with a prime
objective of acquiring a quantitative understanding of this configuration in the
important engineering applications. The pioneering analysis on fully developed
mixed convection in a vertical parallel-plate channel with linearly varying tem-
perature boundary condition is due to Tao (1960). He has proposed a new method
based on the complex function which decouples the velocity and temperature
equations by combining them into a single second-order differential equation,
namely the Helmholtz wave equation. Later, Bodoia and Osterle (1962) developed
the finite difference method to examine the developing free convective flow in a
vertical parallel-plate channel. Aung (1972) obtained the closed-form solutions for
the fully developed flow in a vertical, parallel-plate channel with the channel walls
that are asymmetrically heated by either uniform heat fluxes (UHF) or uniform wall
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temperatures. Further, Aung and Worku (1986a, b) systematically investigated the
conditions for flow reversal for both developing and fully developed flows in a
vertical parallel-plate channel by considering symmetric as well as asymmetric
heating conditions. Cheng et al. (1990) discussed the phenomenon of flow reversal
and heat transfer for the fully developed mixed convection in a vertical channel.
Hamadah and Wirtz (1991) analyzed fully developed mixed convective flow in a
vertical channel formed by two parallel plates. The exact solutions are obtained for
the opposing buoyancy flow by considering three sets of thermal boundary con-
ditions. In terms of Fourier series and polynomials, Mcbain (1999) obtained the
exact solutions for the fully developed flow in a vertical cavity or duct of rectan-
gular and elliptic sections.

In the above investigations of mixed convection in a parallel-plate vertical
channel, the effect of viscous dissipation has not been taken into consideration.
However, the influence of viscous dissipation cannot be neglected for fluids with
high values of the dynamic viscosity as well as for high velocity flows. Also, since
the momentum and energy equations are coupled for mixed convection flows, the
viscous dissipation influences the velocity and temperature fields significantly.
Hence, the inclusion of viscous dissipation gives rise to a nonlinear velocity term in
the energy equation and this coupling term would be absent when viscous dissi-
pation is neglected. Realizing this important fact, many investigations are carried
out to understand the influence of viscous dissipation on the mixed convective heat
transfer in vertical channels. Employing the perturbation method, Barletta and his
co-workers (Barletta 1998, 1999a; Barletta and Zanchini 1999) examined the fully
developed mixed convection flow in a vertical parallel-plate channel in the presence
of viscous dissipation. The effects of viscous dissipation on the fully developed
flow and thermal fields and the corresponding heat transfer rate have been examined
for different thermal boundary conditions. The combined influences of cavity
inclination and viscous dissipation on the mixed convection in an inclined vertical
parallel-plate channel have been analytically investigated by Barletta and Zanchini
(2001).

Further, the influence of an external magnetic field on the mixed convection
flows in vertical channels filled with porous media has gained increasing attention
and a comprehensive review on this topic can be found in Nield and Bejan (2013).
The flow characteristics of electrically conductive fluid in vertical channels are
significantly altered when the magnetic field is applied perpendicular to the flow
direction. In practical applications, such as magnetohydrodynamic (MHD) pumps
and generators, this effect is useful to control the unwanted movement of the fluids.
Chamkha (2002) made a detailed analysis on the hydromagnetic fully developed
mixed convection flow in a vertical channel with different thermal boundary con-
ditions. Also, the investigation examined the effects of viscous dissipation, mag-
netic field, heat generation or absorption on the velocity and thermal fields, and the
heat transfer rate. The effect of viscous and ohmic dissipations on magnetohydro-
dynamic mixed convective flow in a vertical channel is analyzed by Umavathi and
Malashetty (2005). Using the perturbation method, the analytical solutions are
obtained in the absence of viscous dissipation and the complete governing
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equations are solved by finite difference method. Barletta and Celli (2008) dis-
cussed the effects of magnetic field and viscous dissipation on fully developed
mixed convection in a vertical channel. Kumar et al. (2009) examined the influence
of viscous dissipation on fully developed laminar mixed convection flow in an
infinite vertical porous channel using a two-region model. Using the perturbation
series method, analytical solutions are obtained for three types of thermal boundary
conditions. Saleh and Hashim (2010) reported the flow reversal phenomena of the
fully developed mixed convection in a vertical parallel-plate channel in the presence
of an applied magnetic field and viscous dissipation. Chen et al. (2011) used the
differential transformation method to analyze fully developed, mixed convection
flow in a parallel-plate vertical channel. From the known velocity and temperature
fields, the entropy generation equation is also solved to obtain the entropy gener-
ation number and irreversibility distribution ratio. Kumar et al. (2011, 2012) used a
two-fluid continuum model to analyze the fully developed mixed convective flow in
a vertical channel in the presence of viscous dissipation and magnetic field. The
other notable studies on the effects of Joule heating and/or viscous dissipation on
the fully developed magnetohydrodynamic convective flow in a parallel-plate
vertical channel are due to Liu and Lo (2012) and Sarveshanand and Singh (2015).

Fully developed mixed convection in a vertical tube has also received consid-
erable attention in the literature, as the knowledge of fluid flow and heat transfer
processes in this geometry is relevant in the modeling process of many important
physical situations. One of the earliest investigations on laminar convective along a
vertical pipe with uniformly heated or cooled boundaries is due to Mortan (1960).
The exact solution is obtained by assuming fully developed flow condition. Iqbal
et al. (1970) reported the fully developed mixed convection in a vertical circular
tube with a uniform boundary heat flux using three different mathematical tech-
niques. Their investigations reveal the fully developed convective flow and heat
transfer processes in the presence and absence of viscous dissipation. Later, the
effect of viscous dissipation on the combined free and forced convection of
non-Newtonian fluid in a vertical circular tube with uniform wall heat flux is
investigated by Marner and Hovland (1973) by assuming the fully developed
upflow. Other notable contributions on the investigation of fully developed con-
vective flow and heat transfer in a vertical tube with and without viscous dissipation
can be found in (Barletta 1999b; Barletta and Rossi 2001; Orfi et al. 1993). The
combined influence of viscous dissipation and porosity on the developing forced
convective flow in an isothermal tube has been investigated by Ranjbar-Kani and
Hooman (2004). Later, Aydin (2005) analyzed thermally developing forced con-
vective flow in a pipe with viscous dissipation and by considering two different
thermal boundary conditions, namely the constant heat flux (CHF) and the constant
wall temperature (CWT).

Among the different vertical passages, an annular enclosure formed by vertical
concentric cylinders is a commonly employed geometry in variety of heat transfer
equipment. Owing to the industrial applications of this geometry, such as tube
extrusion of high viscosity fluids, cooling of electronic components and transmis-
sion cables, numerous investigations have been carried out on developing and fully
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developed convection in the vertical annular passages. Fully developed mixed
convection in a vertical annulus has been investigated by Rokerya and Iqbal (1971).
They obtained the analytical solutions in terms of Kelvins functions in the absence
of viscous dissipation and in the presence of viscous dissipation, numerical solu-
tions are obtained. Using an implicit finite difference technique, Coney and
El-Shaarawi (1975) made a detailed analysis of the development of laminar con-
vective flow and heat transfer in vertical concentric annuli for three radius ratios
with an isothermal inner wall and the adiabatic outer wall kept and vice versa. The
influence of radial fins on the fully developed convective flow in a vertical finned
annulus with the fins attached to the outer surface of the inner wall has been
analyzed by Prakash and Renzoni (1985). Joshi (1987) obtained the closed-form
solutions for the fully developed flow and heat transfer in a differentially heated
vertical annular duct with isothermal annular walls. The analytical results are val-
idated against the numerical results for developing flow and also derived a con-
dition for the fully developed flow assumptions. El-Shaarawi and Al-Nimr (1990)
derived analytical expressions for fully developed flow and heat transfer rates in an
open-ended vertical annular passage. The closed-form solutions are obtained for
four fundamental boundary conditions of temperature at the annular walls. Later,
Al-Nimr (1993) presented analytical solutions for transient fully developed flow in
an open-ended vertical annulus by considering four thermal conditions, which are
termed as the basic fundamental boundary conditions of four kinds. Coelho and
Pinho (2006) obtained the closed-form solutions for fully developed laminar con-
vective flow in a concentric annulus with viscous dissipation for uniform, wall heat
fluxes as well as uniform wall temperatures. Later, Zanchini (2008) analyzed the
effect of variable viscosity on mixed convection in an isothermally heated vertical
annulus.

In many important applications such as packed-bed catalytic reactors, geological
disposal of high-level nuclear waste and petroleum resources, a deep understanding
and rigorous analysis of convective heat transfer in porous annuli essential. Using
fully developed flow assumptions, Al-Nimr (1995a) examined the natural con-
vective flow and heat transfer in an open-ended vertical porous annulus. The
velocity and temperature distributions and heat transfer rate are obtained for four
fundamental boundary conditions which consist of uniform heat flux and uniform
wall temperature boundary conditions. Using non-Darcy model, Kou and Huang
(1997) analytically investigated the fully developed convection in a vertical annulus
filled with porous media by considering three different thermal boundary condi-
tions. Free convective flow of an electrically conducting fluid in a porous annulus
has important applications in geothermal applications, where the electrically con-
ducting gases are influenced by the existing magnetic field. Al-Nimr (1995b)
obtained analytical solutions for the magnetohydrodynamic free convective flow in
a vertical porous annulus under fully developed flow conditions. Using the Darcy’s
law, Barletta et al. (2008) examined the combined influences of magnetic field and
viscous dissipation on the fully developed convection in a vertical porous annulus
and found that the magnetic field strongly restrains the fluid flow and heat transfer.
Recently, Dawood et al. (2015) made a comprehensive review on fluid flow and

Fully Developed Magnetoconvective Heat Transfer … 221



convective heat transfer in a vertical porous and nonporous annulus. The review
consists of the analysis of free, forced, and mixed convection in concentric and
eccentric annulus and the possible areas in which this geometry has potential
applications have also been discussed in detail. Using perturbation method, Jha
et al. (2016a) reported the effect of time-periodic boundary condition on fully
developed mixed convective flow in a vertical porous annulus. Jha et al. (2016b)
investigated analytically fully developed convection in a vertical micro-concentric
annulus filled with heat generating/absorbing fluid by taking into account the
velocity slip and temperature jump. Recently, Oni (2017) examines the effects of
heat source and thermal radiation on mixed convection flow in a vertical porous
annulus.

Due to various possible applications, such as cooling of electronic equipment
and cooling of turbine blades and nuclear reactors, investigations on fully devel-
oped mixed convection heat transfer in vertical channels in which a thin baffle is
placed, termed as “double-passage channels”, have become a subject of increased
interest. El-Din (2002) made a combined analytical and numerical investigation of
fully developed mixed convection in a vertical double-passage channel. The left
and right walls of the channel are isothermally heated with different temperatures,
and the baffle is placed in between the end walls. The effects of viscous dissipation
and baffle position on the velocity and temperature profiles; heat transfer rate has
been discussed for different values of the parameters. Analytical solutions are
obtained in the absence of viscous dissipation, while numerical solution is obtained
in the presence of viscous dissipation. Later, El-Din (2007) extended his earlier
work (El-Din 2002) for uniform wall heat flux in the same configuration. The
analysis has been performed for three different heat flux ratios, namely, symmetric,
nonsymmetric, and adiabatic thermal boundary conditions. In the similar kind of
configuration, other noted investigations with additional constraints, such as
porosity and magnetic field geometries are due to (Kumar et al. 2009, 2011, 2012).
A thorough survey of the literature reveals the lack of information on fluid flow and
heat transfer processes in vertical double-passage channel formed by three vertical,
concentric cylinders, in which the middle cylinder is considered as a perfectly heat
conducting baffle. The existing investigations are focused only on the
double-passage channels formed by parallel plates (El-Din 2002, 2007; Kumar et al.
2009, 2011, 2012). However, many important applications involve a cylindrical
annular geometry, where the curvature effects are important, and in many studies,
the double-passage annuli are overlooked. Although the flow and heat transfer
analysis of fully developed mixed convection flows in the vertical double-passage
annuli has not received attention in the literature, it is known that the flow behavior
in double-passage annuli can exhibit interesting dynamical phenomena, and with
this contribution we aim to fill the gap existing in the current literature. In particular,
our main emphasis is to investigate the various effects, such as magnetic field,
porosity, curvature ratio, baffle position, and viscous dissipation on the fully
developed mixed convection in the vertical double-passage annuli formed by three
vertical, concentric cylinders.

222 M. Sankar et al.



2 Mathematical Formulation

The physical configuration for the present study, as shown in Fig. 1, is the
double-passage annuli formed by three vertical, concentric cylinders of which
middle cylinder is a thin and perfectly conductive. The radii of inner, middle, and
outer cylinders are ri; rm; and ro, respectively, and the annuli passages are filled
with fluid-saturated porous material. We considered two-dimensional, laminar,
incompressible steady flow in the annular passages. It is assumed that the fully
developed fluid enters the annuli with constant temperature and uniform upward
velocity. Also, the viscous dissipation effect is being taken into consideration in the
present study. The sidewalls of the annuli are asymmetrically heated, where tem-
peratures of outer and inner cylinders are more compared to the fluid temperature.
Apart from the buoyancy term present in momentum equation, all fluid properties
are assumed to be constant. Further, a uniform magnetic field has been applied in
the radial direction and we assumed that the induced magnetic field can be
neglected when compared with the magnitude of applied magnetic field. Employing
the above mentioned assumptions, the governing equations for present analysis are
as follows.

ri 

rm 

ro 

( v, z )

( u, r ) 

B0

Fig. 1 Physical configuration
and coordinate system
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2.1 Nondimensional Variables and Governing Equations

Continuity equation:

@u
@r

þ u
r
þ @v

@z
¼ 0 ð1Þ

Momentum equation in radial direction:

u
@u
@r

þ v
@u
@z

¼ � 1
qo

@p
@r

þ m
@2u
@r2

þ 1
r
@u
@r

þ @2u
@z2

� u
r2

� �
ð2Þ

Momentum equation in axial direction:

u
@v
@r

þ v
@v
@z

¼ � 1
qo

@p
@z

þ m
@2v
@r2

þ 1
r
@v
@r

þ @2v
@z2

� �
þ gb T � Trð Þ � 1

qo

l
K
vþ rB2

ov
� �

ð3Þ

Energy equation:

u
@T
@r

þ v
@T
@z

¼ k
@2T
@r2

þ 1
r
@T
@r

þ @2T
@z2

� �
þ l

@v
@r

� �2

ð4Þ

Transverse velocity and derivative of temperature in z-direction are assumed to
be zero due to the fully developed flow assumption. That is, for the assumption of
fully developed flow, we have u ¼ 0; @

@z ðÞ ¼ 0 and @2

@z2 ðÞ ¼ 0. Using these
conditions, Eqs. (1)–(4) reduce to

@p
@r

¼ 0 ) p 6¼ p rð Þ but p ¼ p zð Þ ð5Þ

m
@2vj
@r2

þ 1
r
@vj
@r

� �
¼ 1

qo

@pj
@z

� gb Tj � Tr
� 	þ l

qoK
vj þ rB2

ovj
qo

ð6Þ

k
@2Tj
@r2

þ 1
r
@Tj
@r

� �
þ l

@vj
@r

� �2

¼ 0 ð7Þ

In the above equations, j = 1 and 2 represent the passage 1 and 2, respectively.
The following are nondimensional parameters:
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R ¼ r
ro
; V ¼ v

vr
; Z ¼ z

roRe
; Tr ¼ Tc þ Thð Þ

2
; hi ¼ Tj � Tr

Th � Tc
; P ¼ p

qov2r
;

K ¼ l
le

; m ¼ le
qo

; Re ¼ vrro
m

; Gr ¼ gb Th � Tcð Þr3o
m2

; Br ¼ lv2r
k Th � Tcð Þ ;

Da ¼ K
r2o
; Ha2 ¼ rB2

or
2
o

le
; k ¼ ri

ro
; N ¼ rm

ro
:

Using the above transformations, the nondimensional governing equations can
be written as

@2Vj

@R2 þ 1
R
@Vj

@R

� �
� K

Da
þHa2

� �
Vj ¼ @Pj

@Z
� Gr

Re
hj ð8Þ

@2hj
@R2 þ 1

R
@hj
@R

� �
þBr

@Vj

@R

� �2

¼ 0 ð9Þ

Since Vj and hj are the functions of R only and Pj ¼ Pj Zð Þ, the above partial
differential equations can be written as the following ordinary differential equations:

d2Vj

dR2 þ 1
R
dVj

dR

� �
� K

Da
þHa2

� �
Vj ¼ dPj

dZ
� Gr

Re
hj ð10Þ

d2hj
dR2 þ 1

R
dhj
dR

� �
þBr

dVj

dR

� �2

¼ 0: ð11Þ

2.2 Boundary Conditions and Heat Transfer Rate

The dimensional boundary conditions in passages 1 and 2 are considered as

r ¼ ri; v1 ¼ 0; T1 ¼ Th
r ¼ rm; v1 ¼ 0 ¼ v2; T1 ¼ T2
r ¼ ro; v2 ¼ 0; T2 ¼ Tc

Using the dimensionless variables defined earlier, the corresponding dimen-
sionless boundary conditions can be written as

R ¼ k; V1 ¼ 0; h1 ¼ 0:5

R ¼ N; V1 ¼ 0 ¼ V2; h1 ¼ h2
R ¼ 1; V2 ¼ 0; h2 ¼ �0:5

ð12Þ
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The conservation of mass at any cross section of the annuli is given in nondi-
mensionless form as

ZN
k

RV1dR ¼ 1
2

N2 � k2
� 	

and
Z1

N

RV2dR ¼ 1
2

1� N2� 	 ð13Þ

The heat transfer rate in both passages can be obtained by evaluating the Nusselt
numbers on hot and cold walls which are defined as

Nuh ¼ 4 1� kð Þ
2hb1 � 1ð Þk ln k and Nuc ¼ �4 1� kð Þ

1þ 2hb2ð Þ ln k ð14Þ

In the above equations, hb1 and hb2 are the dimensionless bulk temperatures in
the passages 1 and 2 and are defined as

hb1 ¼
R N
k h1V1RdRR N
k V1RdR

and hb2 ¼
R 1
N h2V2RdRR 1
N V2RdR

: ð15Þ

3 Method of Solution and Validation

In this study, the mathematical model equations (10) and (11) along with the
boundary conditions (12) are solved both numerically and analytically. The ana-
lytical solutions of the problem are obtained in the absence of viscous dissipation.
However, when the effect of viscous dissipation is taken into account, the governing
differential equations are coupled and nonlinear. Therefore, an implicit finite dif-
ference method along with successive over-relaxation technique has been used to
obtain the solutions when the viscous dissipation is present. Further, the numerical
results have been successfully validated with the analytical solution in the absence
of viscous dissipation and found an excellent agreement.

3.1 Analytical Solution

The governing differential equations (10) and (11) are solved analytically when the
viscous dissipation effects are absent, i.e., (Br ¼ 0). In this case, the governing
ordinary differential equations are solved using Cauchy’s linear differential equation
method. The details of the method are not provided for brevity, but the solutions are
given below:
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h ¼ lnR
ln k

� 0:5 ð16Þ
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where a2 ¼ K
Da þHa2
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;

In the above equations, Eqs. (16)–(18) represent the temperature and velocity
profiles in the passages 1 and 2, respectively. Here, N is the baffle position and
d
dZ Pj ¼ cj are obtained by considering conservation of mass at any cross section of

the annuli as given in (13).
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3.2 Numerical Solution

For the case of viscous dissipation effects taken into consideration (Br 6¼ 0), the
governing equations (10) and (11) are nonlinear and coupled through the Brinkman
term present in the energy equation. Hence, the analytical solution is not possible to
obtain and the governing equations are solved using an implicit finite difference
technique. The second-order finite difference approximations are used to discretize
the derivatives in the governing equations, and the resulting finite difference
equations are solved using Successive Point Over-Relaxation (SPOR) method. The
grid sizes are varied from 81 grids to 201 grids in the R-direction to check the grid
independency test. During the selection of grid sizes, it has been ensured that both
passages have equal number of grids. For example, for 101 grids, 51 grids are
placed in the first passage and 51 grids on the second passage with one grid on the
middle cylinder or baffle. The maximum velocity and temperature and Nusselt
number are considered as sensitive measures for grid independency tests. Based on
the detailed grid independency tests, we found that 161 grids, with 81 grids on each
passage, provide sufficiently accurate results and the solutions are not varying
significantly with further increasing the grid size. To evaluate the Nusselt numbers
and bulk temperatures in both passages, Simpson’s rule has been used to numeri-
cally evaluate the integrals. Further, to validate the obtained results, the numerical
results are compared with the analytical results in the absence of viscous dissipation
(Br ¼ 0) and is exhibited in Fig. 2. The velocity and temperature profiles for
various values of Darcy and Hartmann numbers are shown in Fig. 2, and an
excellent agreement has been found between the numerical and analytical results.

4 Results and Discussion

In this chapter, we examine the fully developed mixed convection in the vertical
double-passage annuli, formed by three vertical, concentric cylinders. The top and
bottom of the annuli are kept open, and the inner and outer cylinders are uniformly
heated with asymmetric temperatures. Using fully developed flow assumptions, the
governing partial differential equations are reduced to system of ordinary differ-
ential equations and are solved analytically as well as numerically. In the absence of
viscous dissipation, closed-form solutions are obtained in terms of Bessel’s func-
tions and the numerical simulations are sought when the viscous dissipation effect is
considered in the analysis. Our study mainly focuses on the influences of various
effects, such as magnetic field, porosity, viscous dissipation, baffle location and
radius ratio on the velocity and temperature profiles, and heat transfer rates. Further,
the numerical results are compared with the analytical results and obtained excellent
agreement between the two solutions. The physical parameters, such as Darcy
number (Da), Hartmann number (Ha), Brinkman number (Br), modified Grashof
number (GR = Gr/Re), and geometrical parameters, such as radius ratio (k) and
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baffle position (N), are varied over wide range of values, and their effects on flow
pattern, thermal distribution, and heat transfer rate are analyzed in detail. It is worth
to mention a note about the velocity and temperature profiles in two passages. In all
the graphs involving velocity and temperature profiles, the passage 1 varies from
R = k to R = N and the passage 2 varies from R = N to R = 1.

4.1 Effect of Magnetic Field

In this section, the influence of magnetic field on the fluid flow and heat transfer
process are investigated by considering the fully developed flow in the vertical
double-passage annuli. The combined influence of modified Grashof number, GR,
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Fig. 2 Comparison of numerical (lines) and analytical (symbols) velocity profiles for different
values of a Da and b Ha for k ¼ 0:5;N ¼ 0:75;GR ¼ 103;Br ¼ 0
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and Hartmann number, Ha, on the velocity and temperature profiles is depicted in
Fig. 3 by fixing the values of k ¼ 0:5; N ¼ 0:75; Br ¼ 0:01: The modified Grashof
number GR is the ratio of Grashof number to Reynolds number. It is found that the
magnitude of velocity increases as GR increases, since an increase in GR indicates
the enhancement of mixed convection flow rate. As such, greater flow rates are
achieved for higher value of GR, namely GR ¼ 2� 103: Since the baffle is placed
in the middle of the annulus, N ¼ 0:75; it can be observed that the velocity profiles
in both passages are symmetric. As regards to the influence of magnetic field on the
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Fig. 3 Effect of Hartmann number on velocity and temperature profiles for different values of GR
at k ¼ 0:5;N ¼ 0:75; Br ¼ 0:01: a GR = 10, b GR = 103, c GR = 2 � 103
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fluid velocity, we found that the magnitude of velocity decreases with an increase in
Hartmann number, Ha. The impact of magnetic field on velocity is apparent, as the
parabolic velocity profile for Ha = 0 changes to a flat velocity profile for higher
value of Ha = 50. A careful observation of temperature profile reveals that the
thermal profiles in both passages are unaltered with GR and Ha. This can be
expected, as the energy equation does not depend on these two parameters but
strongly depends on Br.

Figure 4 exemplifies the combined influences of Hartmann number and baffle
position on the velocity and temperature profiles. A change in the baffle position
leads to three different passages, namely, wider, narrow, or equal annuli passages.
For N = 0.75, both passages are of the same width, while for N = 0.9 (or N = 0.6),
we get wider (or narrow) inner passage and narrow (or wider) outer passage. In
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Fig. 4 Effect of N on a velocity and b temperature profiles for two different values of Ha at
k ¼ 0:5;GR ¼ 103;Br ¼ 0:01;Da ¼ 0:1: Continuous lines correspond to Ha ¼ 5 and dotted lines
correspond to Ha ¼ 20
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Fig. 4, the influence of three baffle positions and two values of Ha are analyzed on
velocity and thermal profiles by fixing other relevant parameters. The velocity
profiles reveal that the maximum velocity occurs in wider passage and minimum
velocity is observed in narrow passage. Further, the influence of Hartmann number
on velocity profiles indicates that the magnitude of velocity decreases with an
increase in Ha. The thermal profiles are not altered with the Hartmann number;
however, the influence of baffle position is significant on thermal profiles. The
quantitative measure in any heat transfer analysis is the rate of heat transfer mea-
sured by the Nusselt number. The change in heat transfer rate with Hartmann
number is displayed in Fig. 5 at both inner and outer walls. The rate of heat transfer
increases with modified Grashof number, while an increase in the Hartmann
number reduces the heat transfer rate. Also, as GR increases, the Nusselt number
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Fig. 5 Effect of Ha and GR on the hot (Nuh) and cold (Nuc) wall Nusselt numbers for k ¼ 0:5;
N ¼ 0:75;Br ¼ 0:01 and Da ¼ 0:1
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shows an increasing trend along the inner wall, but decreasing trend is found along
the outer wall. The variations of heat transfer rate for different baffle positions are of
practical importance and are explained in Fig. 6 for different values of Ha. From the
Nusselt number profiles, it can be seen that the narrow passage produces higher heat
transfer rate, while broader passage produces lower heat transfer rate. The outer
wall Nusselt number decreases with N and Ha. Since the magnetic field produces a
drag force, the fluid velocities are suppressed and hence the heat transfer is reduced.
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Fig. 6 Effect of Ha and N on the hot (Nuh) and cold (Nuc) wall Nusselt numbers for k ¼ 0:5;
GR ¼ 103; Br ¼ 0:01 and Da ¼ 0:1
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4.2 Effect of Porosity

The influence of porosity on the flow pattern, thermal distribution, and heat transfer
rate is examined in this section against different physical and geometrical parameters.
Figure 7 depicts the combined effects of Darcy number andmodifiedGrashof number
on the flow and thermal fields for fixed values of k ¼ 0:5;N ¼ 0:75;Br ¼ 0:01:
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The effect of Darcy number on the flow field is visibly apparent for all values of GR.
An overview of the figure reveals that the velocity increases with GR but decreases
with Da. A decrease in the Darcy number decreases the porosity, and hence the flow
penetration reduces considerably. As a result, the flow velocity suppresses signifi-
cantly, as can be seen from the figure that the velocity profile attains flat shape for the
lowest value of Da, Da ¼ 10�4: As expected, the change in thermal field is not
significant with respect to Da and GR. However, slender variation is observed in the
thermal pattern, as the Brinkman number is different from zero, Br ¼ 0:01: To
understand the effects of baffle position and Darcy number, the velocity and thermal
profiles are illustrated in Fig. 8 for three different values ofN and two different values
ofDa. The baffle position and Darcy number significantly alter the flow pattern as can
be seen from the figure. In particular, the Darcy number has strong influence on the
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Fig. 8 Effect of N on velocity and temperature profiles for k ¼ 0:5;GR ¼ 103; Br ¼ 0:01;Ha ¼
5: Continuous lines correspond to Da ¼ 0:1 and dotted lines correspond to Da ¼ 0:001
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flow pattern in wider annular passage rather than narrow passage. The temperature
distribution does not change with Darcy number, but changes with baffle positions.

Figure 9 illustrates the variation of heat transfer with different values of Da and
GR for fixed values of k ¼ 0:5;N ¼ 0:75;Br ¼ 0:01;Ha ¼ 1: An overview of the
figure reveals that the hot wall Nusselt number increases sharply with GR up to
GR ¼ 103 and then remains invariant. However, as the Darcy number is decreased
to Da ¼ 10�3; the Nusselt number does not vary significantly and remains flat for
all values of GR. As the Darcy number decreases, the flow resistance increases,
which results in the reduction of heat transfer at low values of Da. The Nusselt
number along the cold wall decreases steadily with GR. In this investigation, one of
the important parameters is baffle position and its influence on heat transfer is
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236 M. Sankar et al.



important in terms of application point of view. Figure 10 illustrates the effect of
baffle position on heat transfer rate for various values of Da. It has been observed
that the hot wall Nusselt number is high for narrow passage and the heat transfer is
minimum for wider passage, whereas cold wall Nu is higher for wider passage and
lower for narrow passage.
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4.3 Effect of Viscous Dissipation

In this study, another important parameter of interest is Brinkman number, which is
due to the presence of viscous dissipation. This section is devoted to the results
pertaining to viscous dissipation effects. Figure 11 depicts the variation of flow and
thermal fields for different values of Br and three values of Da. The presence of
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viscous dissipation is strongly reflected in thermal profiles rather than velocity
distribution. Since the viscous dissipation effect originates from the energy equa-
tion, it is expected that the effect of Br is strongly detected in temperature distri-
bution. In the absence of viscous dissipation (Br = 0), a linear temperature profile is
observed for all values of Da. However, as the Brinkman number is increased,
temperature gradients along the radial direction in the inner passage decrease and
then sharply decrease in the outer passage. As for the velocity profiles are con-
cerned, the magnitude of velocity decreases with an increase in Br and decrease in
Da. The effect of Ha and Br on the velocity and thermal profiles is depicted in
Fig. 12 for fixed values of other parameters. The presence of magnetic field reduces
the flow circulation rate and does not have significant impact on thermal pattern.
However, the inclusion of viscous dissipation significantly alters the temperature
profiles.

In this analysis, the main emphasis is to understand the effects of Brinkman
number on the heat transfer rate in the presence of magnetic field and porosity.
Figures 13 and 14 illustrate the combined influences of Da and Ha for different
values of Brinkman number. An overview of the Nusselt number profile reveals that
the heat transfer rate decreases with viscous dissipation effect characterized by
Brinkman number for all values of Da and Ha. As observed earlier, the hot wall Nu
decreases with Br, whereas the cold wall Nu increases with Br. It is interesting to
observe from Fig. 13 that the heat transfer at hot wall decreases with a decrease in
Da, while the cold wall Nu increases as the Darcy number decreases. Also, for
higher value of Br = 0.05, heat transfer at hot wall increases as the Darcy number
decreases. Figure 14 shows the variation of hot and cold wall Nusselt numbers for
different values of Ha and Br. The general observation of the figure reveals that the
hot wall Nu decreases and cold wall Nu increases with Br and Ha. As noted in the
variation of Nu with Darcy and Brinkman numbers, the hot wall Nu increases with
an increase in Ha for higher Br.

4.4 Effect of Radius Ratio

The important and unique geometrical parameter in annular passage is the ratio of
inner to outer radius, known as radius ratio and its effect on flow pattern, thermal
distribution, and heat transfer rate is shown in Figs. 15, 16, and 17 for two different
values of Da and Ha. Figure 15 exemplifies the combined effects of radius ratio and
Darcy number on velocity and thermal profiles for low and high values of Da and k.
The variation of radius ratio influences the width of the inner annular passage by
fixing the width of the outer annular passage. A smaller radius ratio (k = 0.1)
corresponds to a wider inner passage, and a larger radius ratio (k = 0.5) indicates
the narrow inner passage. In general, an increase in the radius ratio increases the
magnitude of velocity and a decrease in the Darcy number results in a decrease in
velocity magnitude. A careful observation of the figure reveals the existence of flow
reversal in the inner annular passage for the lower radius ratio (k = 0.1) at both
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values of Da. The radius ratio also influences the thermal profiles in a significant
manner; however, the Darcy number does not change the thermal distribution
appreciably. Figure 16 exhibits the combined influence of magnetic field and radius
ratio on the velocity and thermal profiles. It can be noted that the magnetic field
reduces the flow velocity and radius ratio augments the flow velocity. It is inter-
esting to observe that the effect of Ha on velocity field is marginal for larger radius
ratio. Also, flow reversal phenomenon near the baffle can be seen for smaller values
of k and Ha, and the flow reversal can be controlled by increasing these parameters.
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N ¼ 0:75;GR ¼ 103 and Ha ¼ 1
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The variation of hot and cold wall Nusselt numbers is interesting when both Darcy
and Hartmann numbers are varied, and is illustrated in Fig. 17. In general, the hot
wall Nu decreases with a decrease in Da and an increase in Ha and for the cold wall
Nu, the situation is opposite. In particular, the hot wall Nusselt number decreases
sharply for Ha > 10 and Da� 10�2:
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0:01; Da ¼ 0:1: Continuous lines correspond to Ha ¼ 5 and dotted lines correspond to Ha ¼ 20
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5 Conclusions

Fully developed mixed convection in the vertical porous double-passage annuli has
been investigated numerically in the presence of viscous dissipation and magnetic
field. The analytical expressions are derived for velocity and temperature profiles,
and heat transfer rates in the absence of viscous dissipation, while the numerical
solutions are obtained by taking the viscous dissipation into account.

Based on the influences of different physical and geometrical parameters on the
flow pattern, thermal distribution, and heat transfer rate, the following important
conclusions are drawn from the present analysis:
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(I) In the absence of viscous dissipation, the velocity profiles are significantly
altered with the variation of Darcy and Hartmann numbers, but the tem-
perature profiles are unaltered with the variation of these parameters.

(II) The flow velocity and hot wall Nusselt number are suppressed by the
presence of magnetic field and porosity. However, the cold wall Nu increases
with these two parameters.

(III) The rate of heat transfer at the hot wall is greatly suppressed as the viscous
dissipation effect increases.

(IV) The location of baffle (middle cylinder) substantially changes the flow pat-
tern, thermal distribution, and heat transfer processes in both passages.

(V) As regards to the radius ratio, maximum and minimum velocities occur for
smaller and larger radius ratios, respectively.

VI) In general, the viscous dissipation have dominant effect on thermal distri-
bution and the flow patterns are profoundly altered by the presence of
porosity, magnetic field, and baffle position.

Acknowledgements The authors MS and GN are, respectively, grateful to the managements of
Presidency University, Bengaluru and J S S Academy of Technical Education, Bengaluru, and to
VTU, Belgaum, India for their support and encouragement. Also, M. Sankar was supported by the
Vision Group of Science and Technology (VGST) K-FIST (L1) grant funded by the Government
of Karnataka.

References

Al-Nimr MA (1993) Analytical solution for transient laminar fully developed free convection in
vertical concentric annuli. Int J Heat Mass Transf 36(9):2385–2395. https://doi.org/10.1016/
S0017-9310(05)80122-X

Al-Nimr MA (1995a) Fully developed free convection in open-ended vertical concentric porous
annuli. Int J Heat Mass Transf 38(l):1–12. https://doi.org/10.1016/0017-9310(94)00148-o

Al-Nimr MA (1995b) MHD free-convection flow in open-ended vertical concentric porous annuli.
Appl Energy 50(4):293–311. https://doi.org/10.1016/0306-2619(95)98800-H

Aung W (1972) Fully developed laminar free convection between vertical plates heated
asymmetrically. Int. J Heat Mass Transf 15(8):1577–1580. https://doi.org/10.1016/0017-9310
(72)90012-9

Aung W (1987) Mixed convection in internal flow: handbook of single-phase convective heat
transfer. Wiley, New York

Aung W, Worku G (1986a) Developing flow of flow reversal with asymmetric wall temperatures.
ASME J Heat Transf 108(2):299–304. https://doi.org/10.1115/1.3246919

Aung W, Worku G (1986b) Theory of fully developed, combined convection including flow
reversal. ASME J Heat Transf 108(2):485–488. https://doi.org/10.1115/1.3246958

Aydin O (2005) Effects of viscous dissipation on the heat transfer in a forced pipe flow. Part 2:
Thermally developing flow. Energy Convers Manag 46(18–19):3091–3102. https://doi.org/10.
1016/j.enconman.2005.03.011

Barletta A (1998) Laminar mixed convection with viscous dissipation in a vertical channel. Int J
Heat Mass Transf 41(22):3501–3513. https://doi.org/10.1016/S0017-9310(98)00074-X

246 M. Sankar et al.

http://dx.doi.org/10.1016/S0017-9310(05)80122-X
http://dx.doi.org/10.1016/S0017-9310(05)80122-X
http://dx.doi.org/10.1016/0017-9310(94)00148-o
http://dx.doi.org/10.1016/0306-2619(95)98800-H
http://dx.doi.org/10.1016/0017-9310(72)90012-9
http://dx.doi.org/10.1016/0017-9310(72)90012-9
http://dx.doi.org/10.1115/1.3246919
http://dx.doi.org/10.1115/1.3246958
http://dx.doi.org/10.1016/j.enconman.2005.03.011
http://dx.doi.org/10.1016/j.enconman.2005.03.011
http://dx.doi.org/10.1016/S0017-9310(98)00074-X


Barletta A (1999a) Analysis of combined forced and free flow in a vertical channel with viscous
dissipation and isothermal-isoflux boundary conditions. ASME J Heat Transf 121(2):349–356.
https://doi.org/10.1115/1.2825987

Barletta A (1999b) Combined forced and free convection with viscous dissipation in a vertical
circular duct. Int. J Heat Mass Transf 42(12):2243–2253. https://doi.org/10.1016/S0017-9310
(98)00343-3

Barletta A, Celli M (2008) Mixed convection MHD flow in a vertical channel: effects of Joule
heating and viscous dissipation. Int J Heat Mass Transf 51(25–26):6110–6117. https://doi.org/
10.1016/j.ijheatmasstransfer.2008.04.009

Barletta A, di Rossi SE (2001) Effect of viscous dissipation on mixed convection heat transfer in a
vertical tube with uniform wall heat flux. Heat Mass Transf 38(1–2):129–140. https://doi.org/
10.1007/s002310100204

Barletta A, Zanchini E (1999) On the choice of the reference temperature for fully-developed
mixed convection in a vertical channel. Int J Heat Mass Transf 42(16):3169–3181. https://doi.
org/10.1016/S0017-9310(99)00011-3

Barletta A, Zanchini E (2001) Mixed convection with viscous dissipation in an inclined channel
with prescribed wall temperatures. Int J Heat Mass Transf 44(22):4267–4275. https://doi.org/
10.1016/S0017-9310(01)00071-0

Barletta A, Lazzari S, Magyari E, Pop I (2008) Mixed convection with heating effects in a vertical
porous annulus with a radially varying magnetic field. Int J Heat Mass Transf 51(25–26):5777–
5784. https://doi.org/10.1016/j.ijheatmasstransfer.2008.05.018

Bodoia JR, Osterle JF (1962) The development of free convection between heated vertical plates.
ASME J Heat Transf 84(1):40–43. https://doi.org/10.1115/1.3684288

Chamkha AJ (2002) On laminar hydromagnetic mixed convection flow in a vertical channel with
symmetric and asymmetric wall heating conditions. Int J Heat Mass Transf 45(12):2509–2525.
https://doi.org/10.1016/S0017-9310(01)00342-8

Chen C-K, Lai H-Y, Liu C-C (2011) Numerical analysis of entropy generation in mixed
convection flow with viscous dissipation effects in vertical channel. Int Commun Heat Mass
Transf 38(3):285–290. https://doi.org/10.1016/j.icheatmasstransfer.2010.12.016

Cheng C-H, Kou H-S, Huang W-H (1990) Flow reversal and heat transfer of fully developed
mixed convection in vertical channels. J Thermophy Heat Transf 4(2):375–383. https://doi.org/
10.2514/3.190

Coelho PM, Pinho FT (2006) Fully-developed heat transfer in annuli with viscous dissipation. Int J
Heat Mass Transf 49(19–20):3349–3359. https://doi.org/10.1016/j.ijheatmasstransfer.2006.03.
017

Coney JER, El-Shaarawi MAI (1975) Finite difference analysis for laminar flow heat transfer in
concentric annuli with simultaneously developing hydrodynamic and thermal boundary layers.
Int J Numer Meth Eng 9(1):17–38. https://doi.org/10.1002/nme.1620090103

Dawood HK, Mohammed HA, Sidik NAC, Munisamy KM, Wahid MA (2015) Forced, natural
and mixed-convection heat transfer and fluid flow in annulus: a review. Int Commun Heat
Mass Transf 62:45–57. https://doi.org/10.1016/j.icheatmasstransfer.2015.01.006

El-Din MMS (2002) Effect of viscous dissipation on fully developed laminar mixed convection in
a vertical double-passage channel. Int J Therm Sci 41(3):253–259. https://doi.org/10.1016/
S1290-0729(01)01313-8

El-Din MMS (2007) Laminar fully developed mixed convection with viscous dissipation in a
uniformly heated vertical double-passage channel. Therm Sci 11(1):27–41. https://doi.org/10.
2298/TSCI0701027S

El-Shaarawi MAI, Al-Nimr MA (1990) Fully developed laminar natural convection in open-ended
vertical concentric annuli. Int J Heat Mass Transf 33(9):1873–1884. https://doi.org/10.1016/
0017-9310(90)90219-K

Gebhart B, Jaluria Y, Mahajan R, Sammakia B (1988) Buoyancy-Induced flows and transport.
Hemisphere, Washington, DC

Fully Developed Magnetoconvective Heat Transfer … 247

http://dx.doi.org/10.1115/1.2825987
http://dx.doi.org/10.1016/S0017-9310(98)00343-3
http://dx.doi.org/10.1016/S0017-9310(98)00343-3
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2008.04.009
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2008.04.009
http://dx.doi.org/10.1007/s002310100204
http://dx.doi.org/10.1007/s002310100204
http://dx.doi.org/10.1016/S0017-9310(99)00011-3
http://dx.doi.org/10.1016/S0017-9310(99)00011-3
http://dx.doi.org/10.1016/S0017-9310(01)00071-0
http://dx.doi.org/10.1016/S0017-9310(01)00071-0
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2008.05.018
http://dx.doi.org/10.1115/1.3684288
http://dx.doi.org/10.1016/S0017-9310(01)00342-8
http://dx.doi.org/10.1016/j.icheatmasstransfer.2010.12.016
http://dx.doi.org/10.2514/3.190
http://dx.doi.org/10.2514/3.190
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2006.03.017
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2006.03.017
http://dx.doi.org/10.1002/nme.1620090103
http://dx.doi.org/10.1016/j.icheatmasstransfer.2015.01.006
http://dx.doi.org/10.1016/S1290-0729(01)01313-8
http://dx.doi.org/10.1016/S1290-0729(01)01313-8
http://dx.doi.org/10.2298/TSCI0701027S
http://dx.doi.org/10.2298/TSCI0701027S
http://dx.doi.org/10.1016/0017-9310(90)90219-K
http://dx.doi.org/10.1016/0017-9310(90)90219-K


Hamadah TT, Wirtz RA (1991) Analysis of laminar fully developed mixed convection in a vertical
channel with opposing buoyancy. ASME J Heat Transf 113(2):507–510. https://doi.org/10.
1115/1.2910593

Incropera FP (1988) Convection heat transfer in electronic equipment cooling. J Heat Transf 110
(4b):1097–1111. https://doi.org/10.1115/1.3250613

Iqbal M, Aggarwala BD, Rokerya MS (1970) Viscous dissipation effects on combined free and
forced convection through vertical circular tubes. ASME J Appl Mech 37(4):931–935. https://
doi.org/10.1115/1.3408720

Jha BK, Daramola D, Ajibade AO (2016a) Mixed convection in a vertical annulus filled with
porous material having time-periodic thermal boundary condition: steady-periodic regime.
Meccanica 51(8):1685–1698. https://doi.org/10.1007/s11012-015-0328-4

Jha BK, Oni MO, Aina B (2016b) Steady fully developed mixed convection flow in a vertical
micro-concentric-annulus with heat generating/absorbing fluid: an exact solution. Ain Shams
Eng J. https://doi.org/10.1016/j.asej.2016.08.005

Joshi HM (1987) Fully developed natural convection in an isothermal vertical annular duct. Int
Commun Heat Mass Transf 14(6):657–664. https://doi.org/10.1016/0735-1933(87)90045-5

Kou H-S, Huang D-K (1997) Fully developed laminar mixed convection through a vertical annular
duct filled with porous media. Int Commun Heat Mass Transf 24(1):99–110. https://doi.org/10.
1016/S0735-1933(96)00109-1

Kumar JP, Umavathi JC, Biradar BM (2011) Mixed convection of magnetohydrodynamic and
viscous fluid in a vertical channel. Int J Non-Linear Mech 46(1):278–285. https://doi.org/10.
1016/j.ijnonlinmec.2010.09.008

Kumar JP, Umavathi JC, Biradar BM (2012) Two-Fluid mixed magnetoconvection flow in a
vertical enclosure. J Appl Fluid Mech 5(3):11–21

Kumar JP, Umavathi JC, Pop I, Biradar BM (2009) Fully developed mixed convection flow in a
vertical channel containing porous and fluid layer with isothermal or isoflux boundaries.
Transp Porous Med 80(1):117–135. https://doi.org/10.1007/s11242-009-9347-8

Liu C-C, Lo C-Y (2012) Numerical analysis of entropy generation in mixed-convection MHD
flow in vertical channel. Int Commun Heat Mass Transf 39(9):1354–1359. https://doi.org/10.
1016/j.icheatmasstransfer.2012.08.001

Marner WJ, Hovland H (1973) Viscous dissipation effects on fully developed combined free and
forced non-newtonian convection in a vertical tube. Warme-und Stoffubertragung 6(4):199–
204. https://doi.org/10.1007/BF02575265

Mcbain GD (1999) Fully developed laminar buoyant flow in vertical cavities and ducts of bounded
section. J Fluid Mech 401:365–377. https://doi.org/10.1017/S0022112099006783

Morton BR (1960) Laminar convection in uniformly heated vertical pipes. J Fluid Mech 8(2):227–
240. https://doi.org/10.1017/S0022112060000566

Nield DA, Bejan A (2013) Convection in porous media, 4th edn. Springer, New York
Oni MO (2017) Combined effect of heat source, porosity and thermal radiation on mixed

convection flow in a vertical annulus: an exact solution. Eng Sci Technol Int J 20(2):518–527.
https://doi.org/10.1016/j.jestch.2016.12.009

Orfi J, Galanis N, Nguyen CT (1993) Laminar fully developed incompressible flow with mixed
convection in inclined tubes. Int J Numer Meth Heat Fluid Flow 3(4):341–355. https://doi.org/
10.1108/eb017535

Prakash C, Renzoni P (1985) Effect of buoyancy on laminar fully developed flow in a vertical
annular passage with radial internal fins. Int J Heat Mass Transf 28(5):995–1003. https://doi.
org/10.1016/0017-9310(85)90281-9

Ranjbar-Kani AA, Hooman K (2004) Viscous dissipation effects on thermally developing forced
convection in a porous medium: circular duct with isothermal wall. Int Commun Heat Mass
Transf 31(6):897–907. https://doi.org/10.1016/S0735-1933(04)00076-4

Rokerya MS, Iqbal M (1971) Effects of viscous dissipation on combined free and forced
convection through vertical concentric annuli. Int J Heat Mass Transf 14(3):491–495. https://
doi.org/10.1016/0017-9310(71)90167-0

248 M. Sankar et al.

http://dx.doi.org/10.1115/1.2910593
http://dx.doi.org/10.1115/1.2910593
http://dx.doi.org/10.1115/1.3250613
http://dx.doi.org/10.1115/1.3408720
http://dx.doi.org/10.1115/1.3408720
http://dx.doi.org/10.1007/s11012-015-0328-4
http://dx.doi.org/10.1016/j.asej.2016.08.005
http://dx.doi.org/10.1016/0735-1933(87)90045-5
http://dx.doi.org/10.1016/S0735-1933(96)00109-1
http://dx.doi.org/10.1016/S0735-1933(96)00109-1
http://dx.doi.org/10.1016/j.ijnonlinmec.2010.09.008
http://dx.doi.org/10.1016/j.ijnonlinmec.2010.09.008
http://dx.doi.org/10.1007/s11242-009-9347-8
http://dx.doi.org/10.1016/j.icheatmasstransfer.2012.08.001
http://dx.doi.org/10.1016/j.icheatmasstransfer.2012.08.001
http://dx.doi.org/10.1007/BF02575265
http://dx.doi.org/10.1017/S0022112099006783
http://dx.doi.org/10.1017/S0022112060000566
http://dx.doi.org/10.1016/j.jestch.2016.12.009
http://dx.doi.org/10.1108/eb017535
http://dx.doi.org/10.1108/eb017535
http://dx.doi.org/10.1016/0017-9310(85)90281-9
http://dx.doi.org/10.1016/0017-9310(85)90281-9
http://dx.doi.org/10.1016/S0735-1933(04)00076-4
http://dx.doi.org/10.1016/0017-9310(71)90167-0
http://dx.doi.org/10.1016/0017-9310(71)90167-0


Saleh H, Hashim I (2010) Flow reversal of fully-developed mixed MHD convection in vertical
channels. Chin Phys Lett 27(2):024401

Sarveshanand, Singh AK (2015) Magnetohydrodynamic free convection between vertical parallel
porous plates in the presence of induced magnetic field. SpringerPlus 4:333. https://doi.org/10.
1186/s40064-015-1097-1

Tao LN (1960) On combined free and forced convection in channels. ASME J Heat Transf 82
(3):233–238. https://doi.org/10.1115/1.3679915

Umavathi JC, Malashetty MS (2005) Magnetohydrodynamic mixed convection in a vertical
channel. Int J Non-Linear Mech 40(1):91–101. https://doi.org/10.1016/j.ijnonlinmec.2004.05.
018

Zanchini E (2008) Mixed convection with variable viscosity in a vertical annulus with uniform
wall temperatures. Int. J Heat Mass Transf 51(1–2):30–40. https://doi.org/10.1016/j.
ijheatmasstransfer.2007.04.046

Fully Developed Magnetoconvective Heat Transfer … 249

http://dx.doi.org/10.1186/s40064-015-1097-1
http://dx.doi.org/10.1186/s40064-015-1097-1
http://dx.doi.org/10.1115/1.3679915
http://dx.doi.org/10.1016/j.ijnonlinmec.2004.05.018
http://dx.doi.org/10.1016/j.ijnonlinmec.2004.05.018
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2007.04.046
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2007.04.046


Effect of Nonuniform Heating
on Natural Convection in a Vertical
Porous Annulus
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Nomenclature

Ar Aspect ratio
Al Amplitude at inner wall (m)
Ar Amplitude at outer wall (m)
D Width of the annulus (m)
Da Darcy number
g Acceleration due to gravity (m/s2)
H Height of the annulus (m)
K Permeability of the porous medium (m2)
k Thermal conductivity (W/m K)
Nu Average Nusselt number
Nul Nusselt number at inner wall
Nur Nusselt number at outer wall
p Fluid pressure (Pa)
Pr Prandtl number
Ra Rayleigh number
RaD Darcy–Rayleigh number
T1, T2 Dimensionless temperatures at the inner and outer walls
t* Dimensional time (s)
t Dimensionless time
(ri, ro) Radius of inner and outer cylinders (m)
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(r, z) Dimensional radial and axial coordinates (m)
(R, Z) Dimensionless radial and axial coordinates
(u, w) Dimensional velocity components in (r, z) direction (m/s)
(U, W) Dimensionless velocity components in (R, Z) direction

Greek Letters

b Coefficient of thermal expansion (1/K)
e Amplitude ratio
f Dimensionless vorticity
h1, h2 Dimensional temperatures at inner and outer walls (K)
j Thermal diffusivity (m2/s)
k Radius ratio
K Viscosity ratio
me Effective kinematic viscosity of the porous medium (m2/s)
mf Fluid kinematic viscosity (m2/s)
q Fluid density (kg/m3)
r Heat capacity ratio
u Porosity
/ Phase deviation
w Dimensionless stream function
wmax Maximum value of the dimensionless stream function

1 Introduction

Natural convection in finite enclosures filled with fluid-saturated porous media is an
essential transport mechanism encountered in a wide range of engineering and
scientific applications. These applications include geothermal engineering, thermal
insulation systems, packed bed chemical reactors, porous heat exchangers, oil
separation from sand by steam, underground disposal of nuclear waste materials,
food storage, and electronic device cooling. Due to these applications, several
investigations have been made on convective heat transfer in porous media and a
detailed literature on this topic can be found in the books of Vafai (2005), Ingham
and Pop (2005) and Nield and Bejan (2006).

Investigations on natural convection heat transfer in porous enclosures of dif-
ferent shapes are abundant in the literature. Based on the requirement of an
application, the enclosure of appropriate shape will be chosen to estimate the flow
field, temperature distribution, and heat transfer, and in turn these data can be used
in design process. Among the different enclosures, natural convection in a vertical
porous annulus has been widely studied and well-documented in the literature,
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owing to its importance in building insulation, porous heat exchangers, and many
others applications. Using the perturbation and finite difference methods, Havstad
and Burns (1982) analyzed convective flow and heat transfer rates in a vertical
porous annulus, and reported the heat transfer correlations. Hickox and Gartling
(1985) performed the finite element investigation of natural convection in a vertical
annular enclosure filled with porous media for a wide range of radius and aspect
ratios. Also, using parallel flow approximations for the case of tall annular enclo-
sure, the closed form solutions are obtained for the Nusselt number. Later, Prasad
(1986) numerically investigated natural convection in a vertical porous annulus
with constant heat flux conditions at the inner wall for a wide range of physical and
geometrical parameters. Natural convection in a vertical porous annulus has also
been experimentally investigated by many researchers. Reda (1983) experimentally
investigated natural convection in a vertical porous annulus formed by constant-
heat-flux inner cylinder and constant-temperature outer cylinder. Further, the
numerical solutions are obtained using the finite element method and the com-
parisons between the experimental and numerical results are in good agreement.
Using several fluid–solid combinations, Prasad et al. (1985, 1986) performed
experiments on free convection in a vertical porous annulus for three aspect ratios
for a fixed radius ratio of 5.338. Also, a theoretical model has been developed based
on the Darcy’s law, and an iterative scheme to estimate the effective thermal
conductivity of the porous medium from the overall heat transfer has been
presented.

Hasnaoui et al. (1995) reported the combined analytical and numerical study of
natural convection in a vertical annular porous layer with the inner wall maintained
at a constant heat flux and insulated outer wall. The finite difference scheme has
been used to obtain the numerical solution, while the parallel flow assumption is
used for analytical solution. Natural convection heat transfer in a vertical cylindrical
annulus filled with fluid-saturated porous medium has been numerically investi-
gated by Marpu (1995) using the Brinkman-extended Darcy–Forchheimer model.
Among the models used in the literature to study the convective flow and heat
transfer in porous media, the Brinkman-extended Darcy model with the convective
terms is extensively used in modeling the flow and heat transfer in finite porous
enclosures. Using the Brinkman-extended Darcy model, Shivakumara et al. (2002)
numerically investigated natural convection in a vertical porous annulus. Kiwan and
Al-Zahrani (2008) examined the effect of three porous inserts on natural convection
in a vertical open-ended annulus. Along the inner cylindrical wall of the annulus,
the porous inserts are attached in the form of porous rings and the flow equations
are solved by considering two different set of equations for fluid and porous
domains. Numerical investigation of natural convection heat transfer in a vertical
porous annulus with internal heat generation has been performed by Reddy and
Narasimhan (2010). Sankar et al. (2011a, b) examined the effects of size and
location of a discrete heater on the natural convective heat transfer in a vertical
porous annulus. They found that the size and location of heat source have profound
influence on fluid flow and heat transfer rates. Later, Sankar et al. (2013) investi-
gated the combined effect of discrete heating and internal heat generation on natural
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convection in vertical porous annulus. More recently, Sankar et al. (2014) reported
the influence of two discrete heat sources on natural convective heat transfer in a
vertical porous annulus for different aspect and radius ratios.

In many industrial applications, the enhancement of heat transfer performance is
essential from the energy saving perspective. Through the numerical and experi-
mental investigations, it has been established that the heat transfer rates are rela-
tively higher for nonuniform thermal boundary conditions compared to uniform
thermal conditions. Therefore, in recent years, rigorous attention has been paid to
natural convection fluid flow and heat transfer characteristics in porous and non-
porous enclosures with nonuniform temperature distributions on the active walls of
the enclosure. In particular, among other nonuniform temperature distributions,
substantial attention has been devoted to understand the influence of sinusoidally
varying thermal boundary conditions on natural convection in porous and non-
porous enclosures. Bilgen and Yedder (2007) considered a rectangular enclosure
with the left wall that is heated and cooled by a sinusoidal temperature profile and
other walls are insulated. The sinusoidal temperature profile forms two different
types of heating and they found that the heat transfer rates are higher for lower half
heating of inner wall. Deng and Chang (2008) analyzed the influence of two
sinusoidal temperature profiles on natural convection in a rectangular enclosure and
presented the results for wide range of amplitude ratio, phase deviation, aspect ratio,
and Rayleigh number. The combined effects of magnetic field and sinusoidal
thermal boundary conditions on mixed convection in a lid-driven cavity have been
investigated by Sivasankaran et al. (2011).

Natural convection in a porous cavity with sinusoidal thermal boundary con-
ditions has also received considerable attention in recent years. Saeid and Mohamad
(2005) performed a numerical study on natural convection in a square cavity with
left wall heated by a sinusoidal temperature profile; right wall cooled at a constant
temperature, insulated horizontal walls, and found that the average heat transfer rate
increases with amplitude. Natural convection under the influence of a heat source
with sinusoidal temperature variation placed at the bottom wall of a square
enclosure filled with fluid-saturated porous media is investigated by Saeid (2005).
Using Darcy model, Saeid (2006) conducted a numerical study in a square porous
enclosure with sinusoidal temperature variation with time and found that the
Nusselt number becomes negative for high amplitude and frequency. Varol et al.
(2008) investigated steady natural convection in a rectangular porous enclosure
with a sinusoidal temperature variation at the bottom wall, insulated top and side
walls. They showed that the heat transfer increases with amplitude, but decreases
with aspect ratio and found multicellular flow pattern for all parameters of the
problem. Using Darcy–Forchheimer–Brinkman model, Wang et al. (2010) carried
out a numerical study of three-dimensional natural convections in an inclined
porous cubic enclosure with oscillating sinusoidal thermal boundary conditions
with time. They found that the flow and heat transfer rate are significantly altered by
two inclined angles of the enclosure and suggested the appropriate oscillating
frequencies and inclination angles to augment the convection heat transfer.
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Selamat et al. (2012) applied finite difference technique to investigate natural
convection in an inclined porous square cavity with a sinusoidally heated side wall
and found the optimum inclination angle and wave number for maximum heat
transfer rate. Using the Brinkman–Forchheimer-extended Darcy model, the influ-
ence of sinusoidal temperature profiles on mixed convection in a lid-driven porous
square enclosure has been investigated by Sivasankaran and Pan (2012). Khansila
and Witayangkurn (2012) studied natural convection in a rectangular porous
enclosure whose left wall is heated and cooled by sinusoidal temperature and other
walls are insulated. Sivasankaran and Bhuvaneswari (2013) performed natural
convection in a porous square enclosure with sinusoidal temperature distribution on
both side walls and found that the two sinusoidal temperature distributions on the
side walls enhance the heat transfer rate compared to a single sinusoidal temper-
ature profile. A similar work has been carried out Zahmatkesh (2014) using the
Darcy model and also discussed the entropy generation phenomena in the enclo-
sure. Recently, using the local thermal nonequilibrium model, Wu et al. (2015,
2016) reported a numerical study of natural convection heat transfer in a rectangular
cavity filled with a heat-generating porous medium and the side walls of cavity are
subjected to one or two sinusoidal temperature profiles. The above studies on
natural convection heat transfer in porous enclosure indicate that the sinusoidal
thermal boundary conditions can significantly augment the heat transfer rate. In a
similar way, natural convection heat transfer of nanofluids has also been investi-
gated in the literature with sinusoidally varying temperature profiles on the side
walls of porous and nonporous enclosures. Ben-Cheikh et al. (2013) made a
numerical study of natural convection of nanofluids in a square enclosure with
sinusoidal temperature distribution on the bottom wall and the remaining walls are
maintained at lower temperature. Using Buongiorno’s model, Sheremet and Pop
(2014) analyzed natural convection in a porous square enclosure filled with
nanofluid and the side walls are heated sinusoidally. More recently, Sheremet and
Pop (2015) performed a numerical investigation of natural convection of nanofluid
in a wavy porous enclosure with sinusoidal thermal conditions on both side walls.

The above-detailed literature review reveals that most of the research efforts to
understand the influence of sinusoidal thermal boundary condition on natural
convection are mainly devoted to square or rectangular or wavy porous enclosures.
However, natural convection in a vertical porous annulus with sinusoidally varying
temperature profiles at the side walls aptly describes the physical configuration of
several applications. Hence, the knowledge of convective flow and heat transfer rate
in a vertical porous annular enclosure is a topic of fundamental importance in these
applications. Also, it is difficult to predict the nature of natural convection flows as
they depend strongly on the geometric characteristics of the enclosure.
Unfortunately, the authors could not find any studies on natural convection in a
porous annulus with sinusoidal temperature profiles at both the walls. Therefore, the
main objective of the present study is to numerically investigate the natural con-
vection flow in a porous annulus with side walls having sinusoidal temperature
distributions and the horizontal top and bottom walls to be adiabatic.

Effect of Nonuniform Heating on Natural Convection … 255



2 Mathematical Formulation

2.1 Governing Equations

We consider a two-dimensional, vertical concentric annular enclosure filled with
homogeneous, isotropic and fluid-saturated porous medium as shown schematically
in Fig. 1. The annulus is formed by an inner cylinder of radius ri and an outer
cylinder of radius ro. The cylindrical coordinate system (r, z), the corresponding
velocity components (u, w), and the thermal conditions are also indicated in Fig. 1.
Here, D and H respectively denote the width and height of the annular enclosure.
Further, the top and bottom boundaries of the annulus are assumed to be closed and
insulated. However, the inner and outer walls of the annulus are subjected to
spatially varying sinusoidal temperature distribution of different amplitudes and
phase deviations as given below:

h1 zð Þ ¼ h0 þAl sin
2pz
D

� �
temperature distribution on inner wall

h2 zð Þ ¼ h0 þAr sin
2pz
D

þ/

� �
temperature distribution on outer wall

Also, we assume that the flow to be axisymmetric, the fluid is Newtonian with
negligible viscous dissipation and gravity acts in the negative z-direction. Further,
the porous medium is assumed to be rigid, and is in local thermodynamic equi-
librium with the fluid. In porous medium, the Brinkman-extended Darcy model is

Fig. 1 Schematic diagram of
the porous annulus and
coordinate system

256 M. Sankar et al.



assumed to hold and the Forchheimer quadratic drag term of the momentum
equation is neglected. Further, it is assumed that all thermophysical properties of
fluid and solid matrix are constant except the effect of density variations in the
buoyancy term, which is treated according to the Boussinesq approximation.
Hence, the heat capacity ratio r is taken to be unity.

Based on the above assumptions, the governing conservation equations
describing the fluid flow and heat transfer phenomenon in the porous annulus are as
follows:
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In the above equations, u and w are velocity components in r and z directions
respectively p is the pressure, mf is fluid kinematic viscosity, me is effective kinematic
viscosity, q is fluid density, h is temperature, and j is the thermal diffusivity. Due to
the azimuthal symmetry, the flow depends spatially on two cylindrical coordinates
(r, z), and as a result, the pressure is eliminated via cross-differentiation. Hence, by
introducing the Stokes stream function, the Navier–Stokes equations can be written
in terms of stream function (w)—vorticity (f) formulation. Therefore, the dimen-
sionless vorticity-stream function equations are as follows:
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where r2 ¼ @2

@R2 þ 1
R

@
@R þ @2

@Z2 :

In the present study, the values of fluid kinematic viscosity (mf) and effective
kinematic viscosity (me) are assumed to be equal (mf = me = m). This approximation
provides good agreement with the experimental data available in the literature.

The dimensionless variables used in the above equations are as follows:

ðR; ZÞ ¼ ðr; zÞ=D; ðU;WÞ ¼ ðu;wÞD=j; t ¼ t�j
�
D2; T ¼ ðh� h0Þ=Dh;P ¼ pk=lj;

f ¼ f�D2
�
j;w ¼ w�=rij;where D ¼ ro � ri;Dh ¼ Al ðamplitudeÞ:

ð9Þ

The constants C1 and C2 in Eq. (6) can be set equal to 0 or 1 to obtain the Darcy
or Darcy–Brinkman models, respectively.

2.2 Initial and Boundary Conditions

The dimensional form of initial and boundary conditions is given as follows:

t� ¼ 0 : u ¼ w ¼ 0; h ¼ h0; ri � r� ro; 0� z�H

t� [ 0 : u ¼ w ¼ 0; h1 zð Þ ¼ h0 þAl sin
2pz
D

� �
; r ¼ ri

u ¼ w ¼ 0; h2 zð Þ ¼ h0 þAr sin
2pz
D

þ/

� �
; r ¼ r0

u ¼ w ¼ 0;
@h
@z

¼ 0; z ¼ 0 and H;

where Al and Ar are amplitude of sinusoidal temperatures of inner and outer walls
respectively. Using the nondimensional variables defined in Eq. (9), the dimen-
sionless initial and boundary conditions are as follows:

t ¼ 0 : U ¼ W ¼ T ¼ 0;w ¼ 0;
1

k� 1
�R� k

k� 1
and 0� Z �Ar

t[ 0 : w ¼ @w
@R

¼ 0; T1ðZÞ ¼ sin 2pZð Þ; R ¼ 1
k� 1

and 0� Z�Ar

w ¼ @w
@R

¼ 0; T2ðZÞ ¼ e sin 2pZþ/ð Þ; R ¼ k
k� 1

and 0� Z�Ar

w ¼ @w
@Z

¼ 0;
@T
@Z

¼ 0; Z ¼ 0 and Z ¼ Ar:
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2.3 Dimensionless Parameters and Heat Transfer Rate

The nondimensional parameters appearing in the present problem are as follows:

Ra ¼ gbDhD3

tfj
; the Rayleigh number, Pr ¼ mf

j ; the Prandtl number,

Da ¼ K
D2 ; the Darcy number, K ¼ mf

me
; viscosity ratio, Ar ¼ H

D ; the aspect ratio,

e ¼ Ar
Al
; the amplitude ratio, / = phase deviation, and k ¼ ro

ri
; the radius ratio.

The total heat transfer rate across the enclosure can be estimated from the
average Nusselt number and is equal to the sum of the averaged Nusselt number
along the heating halves of both inner and outer walls. Hence, the average Nusselt
number is defined as

Nu ¼
Z

heatinghalf

NuldZ þ
Z

heatinghalf

NurdZ;

where Nul and Nur are the local Nusselt numbers along the inner and outer walls
and is defined as

Nul ¼ � @T
@R

� �
R¼ 1

k�1

and Nur ¼ � @T
@R

� �
R¼ k

k�1

:

3 Solution Procedure and Validation

3.1 Numerical Method

The dimensionless form of the vorticity transport and energy equations are solved
by an implicit finite difference method based on the Alternating Direction Implicit
(ADI) method. The time and spatial derivatives are approximated respectively by
first-order and second-order finite difference representations. The nonlinear con-
vection terms in the temperature and vorticity equations are also approximated by
the second-order finite difference representations. However, the Successive Line
Over Relaxation (SLOR) method is employed to solve the stream function equation
by properly choosing the relaxation factor as 1.78. The SLOR method converges in
less iteration than the usual point iteration methods and immediately transmits the
boundary condition information to interior domain. The resulting finite difference
equations can be arranged in tri-diagonal matrix form and can be solved by the
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Thomas algorithm. For the solution of vorticity equation, the values of vorticity at
the boundary are obtained by expanding the stream function in Taylor series. Using
central difference approximation, the velocity components are evaluated from
Eq. (8). Finally, the Simpson’s rule is performed for the numerical integration of
the average Nusselt number. A uniform grid in R and Z directions is used in the
calculation domain and all numerical results are checked for the grid independency.
After testing with several grid sizes, the grid independence has been achieved with
the grid sizes of 252 � 126 for Ar = 0.5, 126 � 126 for Ar = 1 and 126 � 252 for
Ar = 2. The unsteady terms are retained for the purpose of numerical calculations,
and the large-time converged solutions will be taken as the steady state values. An
in-house FORTRAN code has been developed for the present problem and several
tests have been done for the validation of numerical code.

3.2 Code Validation

The FORTRAN code employed in this investigation has been successfully used in
our recent works to study natural convection in porous and nonporous annulus.
However, to validate the code used in this problem, natural convection in a dif-
ferentially heated porous and nonporous enclosures of the earlier investigations
have been solved. First, the streamline and isotherms for a square (k = 1) non-
porous enclosure with sinusoidally varying temperature profiles are obtained from
the present code and are compared with that of Deng and Chang (2008). Figure 2a
reveals the excellent agreement between the present results and that of Deng and
Chang (2008) in a nonporous square enclosure. Next, in Fig. 2b, we compared the
present streamlines and isotherms with that of a uniformly heated and cooled
porous annulus investigated by Shivakumara et al. (2002) for Ra = 106, Da = 10−2,
K = 3, k = 2, Ar = 1, and Pr = 7.0. From Fig. 2b, it has been observed that the
present results are in good agreement with the results of Shivakumara et al. (2002).
Finally, we set C1 = C2 = 0 in Eq. (6) and performed the simulations for the Darcy
model in a porous annulus whose inner and outer walls are respectively maintained
at uniform heat flux and uniform temperature. Table 1 shows the comparison of
average Nusselt numbers between the present study and that of Prasad (1986) for
different Darcy–Rayleigh numbers and radius ratios. From the table, it can be
observed that both results are agreed within the 0.5% maximum relative difference.
From Fig. 2 and Table 1, the correspondence between the present results and lit-
erature data is widely satisfactory. Through these validation tests, the accuracy of
the present numerical computation is assured.
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Fig. 2 a Comparison of streamlines and isotherms of present study (top) with Deng and Chang
(2008) (bottom) for Ra = 105, e = 1, / = p/2, Ar = 1, k = 1 and Da = ∞, b comparison of
streamlines and isotherms between the present results and that of Shivakumara et al. (2002) for
Ra = 106, Da = 10−2, K = 3, k = 2, Ar = 1 and Pr = 7.0. Discontinuous lines correspond to
present results and continuous lines correspond to Shivakumara et al. (2002)
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4 Results and Discussion

The numerical simulations are performed to understand the influence of the
amplitude ratio and phase deviation of two sinusoidally temperature profiles at the
side walls on the flow fields, temperature distributions and heat transfer rate in
the cavity for wide range of physical and geometrical parameters. In the present
investigation, we have a total of nine nondimensional parameters. However, the
influence of only five parameters are investigated and the remaining four parameters
are kept at a fixed value. In particular, we choose the values of the Prandtl number
(Pr) to be 0.7, radius ratio (k) to 2.0, viscosity ratio (K) to 1.0 and the heat capacity
ratio (r) to 1.0 throughout the study. The simulations are carried out for the
Rayleigh number (Ra) ranging from 103 to 106, the Darcy number (Da) ranging
from 10−5 to 10−1, amplitude ratio (e) from 0 to 1, phase deviation (/) from 0 to p
and aspect ratio (Ar) from 0.5 to 2. The effects of the Rayleigh and Darcy numbers,
the amplitude ratio, the phase deviation, and the aspect ratio are analyzed and the
numerical results are presented in the form of streamline and isotherm contour
plots, the local and average Nusselt numbers along the side walls.

4.1 Effect of Darcy Number

In this section, the combined influence of Darcy number, phase deviation, and
amplitude ratio on the flow pattern and temperature fields is analyzed in the porous
annulus. To understand these effects, streamlines and isotherms are plotted in Fig. 3
for three different Darcy numbers by fixing the values of other parameters. The
influence of sinusoidal thermal boundary condition is vividly revealed on the flow
and temperature fields for all Darcy numbers. As the phase deviation is fixed at 0,
the sinusoidal temperature variation at the outer wall differs from the inner wall
in terms of amplitude ratio. At lower Darcy number considered in this study

Table 1 Comparison of average Nusselt number with the results of Prasad (1986) in a uniformly
heated porous annulus at Ar = 1 (Darcy model results)

Radius ratio
(k)

Darcy–Rayleigh number
(RaD)

Prasad
(1986)

Present
study

Relative difference
(%)

2 103 6.4934 6.4815 0.18

104 16.0498 16.0271 0.14

3 103 7.1659 7.1804 0.20

104 17.2691 17.2226 0.27

5 103 8.0036 8.0262 0.28

104 18.8055 18.8631 0.31

10 103 9.3975 9.4452 0.51

104 20.7498 20.8325 0.40
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Fig. 3 Effect of Darcy number on streamlines (left) and isotherms (right) for Ra = 106, Ar = 1,
/ = 0 and e = 0.25. a Da = 10−6, (wmin = −0.003, wmax = 0.003), b Da = 10−3, (wmin = −11.23,
wmax = 11.23), c Da = 10−1, (wmin = −35.40, wmax = 35.36)
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(Da = 10−6), the streamlines exhibit a weak symmetrical flow with four eddies, of
which two eddies are circulating clockwise and the remaining two eddies are cir-
culating anticlockwise. The two eddies near the inner wall are larger in size and the
eddies near the outer wall are smaller in size. The clockwise eddies formed by
warmer fluids are located diagonally along the top left and bottom right corners of
the enclosure, while anticlockwise eddies due to cooler fluids are placed diagonally
from bottom left to top right of the enclosure. The flow circulation rate in the
annulus is measured by the maximum and minimum value of the stream function. It
indicates that even at high Rayleigh number, the flow movement is very weak and
the flow is unable to penetrate deeper into the porous medium due to high resistance
experienced by the smaller Darcy number value. The isotherms reveal that the
movement of hot fluid is confined to bottom portion of the annulus and top region is
occupied by cooler fluids. Also, the isotherms does not show much variation, which
indicates that the heat transfer is mainly controlled by the conduction-dominated
mechanism due to the porous drag. As the value of Da is increased to Da = 10−3,
the viscous forces, which are dominant over the porous resistance, increase the
magnitude of the velocity. For Da = 10−3, the flow intensity increases and the
streamlines exhibit a strong flow pattern and isotherms reveal perceptible variation.
As the Darcy number is increased to the extreme value considered in this study
(Da = 10−1), we noticed that the strength of convective flow becomes stronger
compared to the cases shown in Figs. 3a, b. Also, as the Darcy number increases,
the size of the eddies near the outer wall has been significantly reduced and the flow
penetrates deeper into the porous medium. The presence of relatively stronger
gradients can be found from the isotherms. In general, as the permeability of the
porous medium is strongly influenced by the Darcy number, an overview of Fig. 3
reveals that the Darcy number significantly affects the flow and thermal distribution
in the annulus.

To examine the influence of amplitude ratio on the local Nusselt number mea-
sured along the inner and outer walls, the local Nu profiles are illustrated in Fig. 4
by choosing five different values of e and fixing other parameters. Due to sinusoidal
temperature boundary condition at both walls, the local Nu curves reveal the
undulating nature. A careful observation of the local Nusselt number variation
along the inner wall reveals that the heat transfer rate at the inner wall does not
show appreciable change by varying the amplitude ratio of the outer wall. On
contrast, the local Nusselt number along the outer wall varies significantly with the
amplitude ratio of sinusoidal temperature profile at the outer wall. In particular, the
magnitude of local Nu increases with amplitude ratio and the maximum value of
local Nu occurs for e = 1. From this figure, it can be found that the amplitude ratio
of the sinusoidal temperature profile affects the heat transfer at inner wall; but does
not change the heat transfer along the inner wall. Figure 5 illustrates the influence
of phase deviation (/) on the local Nusselt number profiles estimated along the
inner and outer walls. The local Nu profiles along the inner wall are modified in a
similar fashion by the phase deviation of thermal boundary condition at the outer
wall. For each value of /, the value of Nu at the inner wall increases and decreases
alternatively in the interval of 0.2 units. That is, the value of Nu increases from
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Fig. 4 Effect of amplitude ratio on the local Nusselt number on the inner (a) and outer (b) walls
for Da = 10−1, Ar = 1, Ra = 106, / = 0, k = 2
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Z = 0 to Z = 0.2, but decreases from Z = 0.2 to Z = 0.4 and then increases from
Z = 0.4 to Z = 0.6 and so on. For the case of outer wall, the phase deviation
strongly influences the local Nusselt number profiles and for each value of /, the
behavior of Nu profile is completely different. On comparing the variation of Nu
profiles on the inner and outer walls, it can be found that the heat transfer rate on the
inner wall does not vary much with value of /, whereas the heat transfer on outer
wall greatly depends on the phase deviation. Also, it can be observed that the heat
transfer at the inner wall does not change significantly with amplitude ratio;
however, it changes considerably with phase deviation.

The combined influence of Darcy number with amplitude ratio and phase
deviation on the average heat transfer rate for various values of e and / is depicted
in Fig. 6. An overview of the figure reveals that the heat transfer rate increases with
an increase in the Darcy number for all amplitude ratios and phase deviations.
However, the variation of Nu up to Da = 10−5 is very low, but a steep increase in
average Nusselt number can be observed for 10�4\Da\10�2: The average
Nusselt number has not changed appreciably with the amplitude ratio and this is
consistent with the variation of local Nusselt number with e. For sinusoidal tem-
perature boundary condition at the side walls, the average Nusselt number is
defined as the sum of Nu estimated at the inner and outer walls, the modest variation
of average Nusselt number is due to the contribution of Nu from outer wall.
However, lower heat transfer rate is achieved for e = 1, while the higher heat
transfer can be expected for e = 0–0.5.

The variation of average Nusselt number with the Darcy number for various
phase deviations is also measured and is shown in Fig. 6. In general, the heat
transfer rate can be enhanced by increasing the values of Da and /. As noted earlier
for the case of amplitude ratio, the average Nusselt number is almost invariant with
/ for Da � 10−5 increases steadily 10�4\Da\10�2: Further, it can be observed
that the maximum heat transfer occurs for / = p for all the Darcy numbers con-
sidered in this study.

4.2 Effect of Amplitude Ratio (e)

In order to analyze the influence of amplitude ratio (e) of the sinusoidal temperature
boundary condition on the flow and thermal fields, the streamlines and isotherms
are displayed in Fig. 7 for four different values of e and fixing other parameters. In
general, it is observed that the flow and thermal fields are having horizontal sym-
metric for all the four amplitude ratios. For the case of zero amplitude ratio, which
represents a uniformly cooled outer wall, a symmetric bicellular flow exists in
which hot fluid lying above the cold fluid, and the isotherms also reveal a similar
structure. As the amplitude ratio is increased (e > 0), the sinusoidal temperature at
the outer wall also produces the flow movement and hence the number of eddies in
the porous annulus has been increased to four; two eddies near the inner wall and
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Fig. 7 Effect of amplitude ratio on streamlines (left) and isotherms (right) for Ra = 106, Ar = 1,
/ = 0 and Da = 10−3. a e = 0, (wmin = −11.27, wmax = 11.27), b e = 0.25, (wmin = −11.23,
wmax = 11.23), c e = 0.75, (wmin = −15.71, wmax = 15.71), d e = 1, (wmin = −17.91, wmax = 17.91)
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another two eddies near the outer wall. The two larger and smaller eddies each near
the inner and outer walls are due to the sinusoidal temperature profiles respectively
at the inner and outer walls. It is interesting to observe that the eddies generated by
the sinusoidal temperature at outer wall dominate over the eddies near the inner wall
as the amplitude ratio increases. However, for e = 1, the inner and outer walls have
similar sinusoidal temperature profiles, and as a result, four equally sized eddies are
observed in the annulus.

The variation of average Nusselt number has been calculated for different
modified Rayleigh numbers and amplitude ratios by fixing the values of the aspect
and radius ratios, Darcy number, phase deviation and their effect has been illus-
trated in Fig. 8. An overview of the variation of average Nusselt number reveals
that the heat transfer rates are increasing with the Rayleigh number and do not
change appreciably with the amplitude ratio of the outer sinusoidal temperature
profile. The variation of average Nusselt number with the amplitude ratio reveals
that the amplitude ratio may not be a useful parameter for the enhancement of heat
transfer.
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Fig. 8 Variation of the average Nusselt number for different Rayleigh numbers and amplitude
ratios at Ar = 1, Da = 10−2, / = 0, k = 2

270 M. Sankar et al.



4.3 Effect of Phase Deviation (/)

As regards to the influence of phase deviation (/) on the flow and thermal distri-
bution in the annulus, the streamlines and isotherms are displayed in Fig. 9 for three
different values of / and fixing the values of Ra, Da, e and A. In the absence of
phase deviation (/ = 0), a four-eddy flow structure is observed in the annulus with
hot fluid eddies and cold fluid flow circulations are located diagonally opposite to
each other. Also, the streamlines and isotherms reveal the horizontal symmetry for
the case of / = 0. As the value of phase deviation is increased to / = p/2, the
symmetric structure of streamlines and isotherms has been destroyed and the
diagonally located colder flow circulations are merged, and are sandwiched
between the hotter eddies. However, the symmetric structure of streamlines and
isotherms is retained back when the phase deviation is further increased to / = p.
Also, the hot and cold fluid circulations are placed at top and bottom portions of the
annulus respectively and two small eddies on top and bottom corner of the right
wall are observed. In general, the number of eddies has been reduced as the phase
deviation increases from / = 0 to / = p.

The important quantity of practical interest in heat transfer applications is the
measurement of average heat transfer rate across the enclosure, given by the
average Nusselt number. Figure 10 depicts the variation of average Nusselt number
with Rayleigh numbers to illustrate the effects of phase deviation by fixing other
parameters, such as the aspect ratio, Darcy number, Rayleigh number, and ampli-
tude ratio. In general, the average Nusselt number is found to be increasing with
Rayleigh number at all phase deviations. The average Nusselt number does not vary
significantly for / = 0 to / = p/2, however, considerable variation can be found for
/ > p/2. An overview of the figure confirms that the heat transfer rate could be
enhanced with higher values of phase deviation.

4.4 Effect of Aspect Ratio

To examine the influence of aspect ratio on the flow and thermal fields, numerical
simulations are illustrated in Fig. 11 for three different aspect ratios. The impact of
aspect ratio on the flow and thermal fields is very interesting for the case of
sinusoidal temperature boundary conditions. For shallow aspect ratio (Ar = 0.5), a
strong clockwise unicellular flow with a small secondary vortex at the bottom
corner exists and isotherms show stratified structure with a formation of thin
boundary layer along the side walls.

For the square annulus (Ar = 1.0), a symmetric bicellular flow structure is
observed with hot and cold fluids respectively which occupies the top and bottom
regions of the annulus. As the aspect ratio is increased to Ar = 2, the flow field
consists of four eddies with hot and cold fluids located alternatively and similar
thermal structure is observed from the isotherms. An overview of the contour plots
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Fig. 9 Effect of phase deviation on streamlines (left) and isotherms (right) for Ra = 106, Ar = 1,
Da = 10−3, e = 1. a / = 0, (wmin = −17.91, wmax = 17.91), b / = p/2, (wmin = −17.61, wmax =
12.04), c / = p, (wmin = −12.57, wmax = 12.57)
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shows that the flow and thermal fields are having horizontal symmetry for all aspect
ratios and the number of eddies increases with aspect ratio for the sinusoidal
temperature condition at the side walls. Also, as observed from the extreme value of
stream function, the flow circulation rate increases as aspect ratio increases.
Interestingly, for the case of tall enclosure (Ar = 2), Shivakumara et al. (2002)
observed a single main recirculation in their study of natural convection in a uni-
formly heated vertical porous annulus. This indicates that the multicellular flow
structure is caused by the sinusoidal temperature boundary conditions. The varia-
tion of overall heat transfer rate with aspect ratio is measured in terms of average
Nusselt number for different Darcy and Rayleigh numbers and is depicted in
Fig. 12 for fixed values of other relevant parameters. It is observed that, for all
aspect ratios, the heat transfer rate increases with Darcy and Rayleigh numbers.
Since an increase in Darcy number causes a reduction of porous drag, it is expected
an enhancement in the heat transfer rate. However, it is observed that higher heat
transfer is achieved for taller porous enclosure rather than a smaller enclosure and
this prediction is consistent with the results of Deng and Chang (2008).
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Fig. 10 Variation of the average Nusselt number for different Rayleigh numbers and phase
deviations at Ar = 1, Da = 10−2, e = 1, k = 2
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Fig. 11 Effect of aspect ratio on streamlines (left) and isotherms (right) for Ra = 106, / = p,
Da = 10−3, e = 1. a Ar = 0.5, (wmin = −13.25, wmax = 0.25), b Ar = 1, (wmin = −12.57, wmax =
12.57), c Ar = 2, (wmin = −18.21, wmax = 18.21)
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5 Heat Transfer Correlations

From the numerical simulations obtained over wide range of parameters, it is
proposed to derive correlations for the average Nusselt number in the enclosure. For
this, two correlations of the form Nu ¼ CDamen and Nu ¼ CDam/n, where C is a
coefficient and m and n are exponents, are derived for the average Nusselt number.
The least square regressions are performed to obtain the values of C, m, n. The
derived correlations are as follows:

Nu ¼ 7:2673Da0:1030e�0:0183 for 10�6 �Da� 10�1;/ ¼ 0
9:8641Da0:0286/0:4746 for 10�6 �Da� 10�1; e ¼ 1:

�

It needs to be mentioned that the above correlation is valid for Ra = 106, Ar = 1
and = 2. Similarly, another correlation for the average Nusselt number as a function
of Ra, e and / is derived in the form Nu ¼ CRamen and Nu ¼ CRam/n and the
correlations are as follows:

Nu ¼ 0:1234Ra0:2641e�0:0176 for 103 �Ra� 106;/ ¼ 0
0:2440Ra0:2411/0:2977 for 103 �Ra� 106; e ¼ 1:

�

The above correlation is valid for Da = 10−2, Ar = 1 and = 2.

6 Conclusions

In the present investigation, natural convection in a vertical porous annular
enclosure with two sinusoidal temperature profiles of different amplitudes and
phase deviation on the inner and outer walls has been numerically studied. The
governing equations are modeled using the Brinkman-extended Darcy model,
which includes viscous and convective effects. The influence of porosity, amplitude
ratio, phase deviation and aspect ratio on the streamlines, isotherms, local and
average Nusselt numbers has been presented for a wide range of physical and
geometrical parameters. The present results for nonuniform heating thermal con-
dition show some interesting differences in the flow pattern and temperature dis-
tributions as compared to uniform heating. It is observed that the flow pattern and
thermal fields have undergone drastic change with amplitude ratio, however, the
heat transfer rate has not changed appreciably. As regards to the influence of phase
deviation, the simulation results reveal that it is possible to enhance the heat transfer
rate with a proper choice of phase deviation. Also, the total heat transfer rate
increases with Rayleigh number, but decreases with Darcy number. The sinusoidal
temperature boundary condition causes the multicellular flow in the porous annulus.
Further, the number of eddies in the porous annulus increases as the aspect ratio of
the enclosure increases and the heat transfer rate also increases with aspect ratio.
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Nomenclature

A Aspect ratio
L Width of the enclosure
H Height of the enclosure
g Gravitational acceleration
k Thermal conductivity
K Permeability
Nu Local Nusselt number
Nu Average Nusselt number
p Pressure
Ra Darcy–Rayleigh number
t Time
T Temperature
Tr Reference temperature
ðx; yÞ Cartesian coordinates
ðX; YÞ Transformed coordinates
ðu; vÞ Velocity components in the x- and y-directions
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Greek Letters

a Inclined angle of the cavity
am Thermal diffusivity of the porous medium
b Coefficient of thermal expansion
t Kinematic viscosity
/ Parallelogrammic angle
l Dynamic viscosity
q Fluid density
r Heat capacity ratio
ðn; gÞ Dimensionless transformed coordinates
s Dimensionless time
h Dimensionless temperature
w� Stream function
w Dimensionless stream function

Subscripts

c Cold wall
h Hot wall
r Reference value
max Maximum value

1 Introduction

Natural convection heat transfer in the presence of porous media has wide range of
applications in the field of engineering and geophysics that includes, among other
important applications, high-performance building insulations, cooling of electronic
devices, solar power collectors, food processing and storage, and metallurgy.
A detailed review on most of the studies in porous media has been summarized
exceptionally in the recent monographs by Nield and Bejan (2013), Vafai (2005),
and Ingham and Pop (2005). In particular, the analysis of natural convection in
finite porous enclosures has been received considerable attention. This interest
stems from the fact that the convective flows are very frequently encountered in
various industrial and engineering applications such as cooling of electronic
equipments, nuclear reactors, thermal insulation, air conditioning and ventilation,
crystal growth, and semiconductor production. Numerous studies in this field have
been published on various finite enclosures (Saeid 2006; Sivasankaran et al. 2011;
Ghorab 2015).

The convective flow and corresponding heat transfer characteristics in finite
enclosures are highly sensitive to the geometry of enclosure. By virtue of different
applications, studies on convection heat transfer in finite nonrectangular geometries
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have increased in recent years. The rate of heat transfer through a nonrectangular
enclosure may effectively be controlled by any of its geometrical parameters.
Among the finite nonrectangular enclosures, a parallelogrammic-shaped enclosure
is a special type of enclosure that has several important practical applications such
as thermal insulation devices, solar collection panels, civil construction, and
double-glazed windows, to mention a few. Consequently, several theoretical and
experimental studies have been investigated on different aspects of this enclosure
filled with clear fluids and fluid-saturated porous media. Hyun and Choi (1990)
numerically investigated transient convective heat transfer in a differentially heated
parallelogrammic enclosure. They investigated the influences of tilt angle of the
sidewall, aspect ratio and Rayleigh number on the flow structure, thermal fields, and
heat transfer rate. Later, natural convection in a parallelogrammic enclosure with
inclined hot and cold walls and insulated horizontal walls has been studied by
Aldridge and Yao (2001) for high Rayleigh and Prandtl numbers. Baïri et al. (2010,
2013) have performed a detailed numerical investigation of transient natural con-
vection in a parallelogrammic enclosure for high Rayleigh numbers with different
sets of thermal boundary conditions. Further, the numerical results are accompanied
and validated with experimental results. During their analysis, it has been found that
the parallelogrammic enclosure, depending on the inclination angle, can be con-
sidered either as “insulating” or “conductive” enclosure. In addition, the results are
compiled in the form of heat transfer correlation in the parallelogrammic enclosure
with isothermal, isoflux, and discrete heat source boundary conditions. Recently,
Baïri et al. (2014) made a detailed review on natural convection in finite enclosures
with a special emphasis to parallelogrammic enclosure.

Using Darcy model, Baytas and Pop (1999) performed numerical simulations of
free convection in an oblique enclosure filled with fluid-saturated porous medium.
Double-diffusive natural convection in a parallelogrammic enclosure has been
numerically investigated by Costa (2005) for various aspect ratios, inclination angles,
buoyancy ratios, and Rayleigh numbers. A general analysis on natural convection in
a parallelogrammic porous enclosure with isothermal horizontal walls and insulated
inclined sidewalls has been investigated by Han and Hyun (2008). In recent times,
natural convection in parallelogrammic porous enclosures using nanofluid also
received a great deal of attention (Nayak et al. 2015; Ghalambaz et al. 2015).

In addition to parallelogrammic enclosure, several investigations are concerned
with the analysis of natural convection in other nonrectangular enclosures, such as
trapezoidal and triangular enclosures. Basak et al. (2013) performed numerical
investigation in a porous trapezoidal enclosure to study the influences of nonuni-
form heating, entropy generation, and thermal efficiency on natural convection
within the trapezoidal enclosure. Natural convection heat transfer and entropy
generation effects in a right-angled inclined triangular porous enclosure have been
investigated by Bhardwaj and Dalal (2013).

Numerous studies have been performed to explore natural convection in inclined
enclosures due to its variety of applications in practical problems. It was found that
the inclination angle of the enclosure plays a vital role on the flow pattern and heat
transfer performances and it can also be considered as an effective parameter to
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control the heat transfer processes in the enclosure. Using Darcy model, Moya and
Ramos (1987) numerically examined natural convection in an inclined
fluid-saturated rectangular porous material for different tilt angles and aspect ratios.
They found three different convective modes and multiple solutions in their
parameter regimes and also presented the local and global Nusselt numbers. Hslao
et al. (1994) analyzed the behavior of natural convection from a discrete heat source
in an inclined square porous enclosure. The influence of inclination on natural
convection in a square enclosure has been reported by Rasoul and Prinos (1997) for
wide range of Prandtl numbers. Later, Ece and Büyük (2007) analyzed the effect of
magnetic field on natural convection in an inclined square enclosure. Some of the
recent studies on inclined porous square enclosures reveal the effect of heat gen-
erating porous medium (Tian et al. 2014) and discrete heating (Elsherbiny and
Ismail 2015) on natural convection in the enclosure.

Apart from inclined square enclosure, a great deal of attention has also been
focused on natural convection in inclined enclosures of other cross sections such as
trapezoidal and triangle shapes. Varol et al. (2008b) analyzed natural convection in
an inclined trapezoidal porous enclosure, using Darcy model. Later, Varol et al.
(2008a) performed a numerical study to explore the effects of inclination angle on
natural convection in an inclined triangular enclosure filled with porous medium.
Recently, using LBM technique, Mejri et al. (2016) investigated natural convection
of water in an inclined triangular enclosure.

A careful review of the existing literature reveals that the standard problem of
natural convection in a parallelogrammic enclosure with differentially heated
inclined walls and insulated horizontal walls has been extensively studied with
different conditions. These investigations have been completely devoted to
non-inclined parallelogrammic enclosures. However, for an inclined parallelo-
grammic enclosure, the flow structure and the heat transfer performances in the
enclosure are significantly altered due to the buoyancy forces present in both hori-
zontal and transverse directions. Moreover, an inclined parallelogrammic enclosure
amply describes the physical configuration of numerous technological applications
that involves a thermal diode wall. Also, in an inclined parallelogrammic enclosure,
the flow and thermal fields are influenced by the effect of two tilt angles, one from the
inclination of enclosure and other is due to inclined side walls. Recognizing this
important fact, the objective of the present study is to comprehend the combined
effect of tilt angles on the flow structure and heat transfer performances. Hence, the
behavior of natural convection heat transfer with different combinations of the
geometrical and physical parameters of the problem remains to be addressed ade-
quately and this constitutes the motivation for this study. To the best of authors’
knowledge, the findings of this investigation are new and unique which have not
been reported in the literature. In this paper, we numerically investigate the natural
convection inside an inclined parallelogrammic enclosure to explore the influence of
two inclined angles on flow pattern and heat transfer performance. A stable implicit
finite difference technique has been employed to solve the governing equations, and
an in-house code has been developed and successfully validated with many
benchmark solutions before performing the simulations.
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2 Mathematical Formulation

2.1 Governing Equations

Consider the two-dimensional inclined parallelogrammic enclosure filled with a
fluid-saturated porous medium, as shown in Fig. 1a. The height and width of the
parallelogrammic enclosure are H and L, respectively, and the enclosure is tilted at
an angle a from the horizontal. Let / be the inclination angle made by the vertical
walls with y-axis. The left and right vertical inclined walls of the enclosure are,
respectively, kept at uniform, but different temperatures Th and Tc; where Th [ Tc;
whereas the top and bottom walls are kept adiabatic.

It is assumed that the fluid is Newtonian and has negligible viscous dissipation,
and the gravity is chosen in the negative y-direction. The flow is assumed to be

y
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L
Th

Tc

α

Tc
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H cosϕ

Y

X

(a)

(b)

Fig. 1 a Physical
configuration and coordinate
system. b Transformed
computational domain
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laminar, and the thermophysical properties are taken as constant, except for the
density variations in the buoyancy term of the momentum equations, where the
Boussinesq approximation is invoked. It is also assumed that the local thermal
equilibrium model is valid; accordingly, the temperature of the fluid is equal to the
temperature of the solid matrix in the porous medium. Further, the porous medium
is considered to be homogeneous and isotropic. In the porous medium, the Darcy’s
law has been adopted to form the governing equations of the problem and hence the
inertial viscous drag terms of the momentum equations are neglected. By
employing the afore-stated assumptions, the unsteady-state equations governing the
conservation of mass, momentum in Darcy regime, and energy can be written as
(Nield and Bejan 2013; Baytas and Pop 1999)

u ¼ �K
l

@p
@x

þ qg sin a
� �

; ð1Þ

v ¼ �K
l

@p
@y

þ qg cos a
� �

; ð2Þ

r
@T
@t

þ u
@T
@x

þ v
@T
@y

¼ am
@2T
@x2

þ @2T
@y2

� �
; ð3Þ

where r is the heat capacity ratio and defined as r ¼ e qcð Þf þ 1�eð Þ qcð Þp
qcð Þf (Nield and

Bejan 2013). Here, qcð Þf and qcð Þp are, respectively, the heat capacities of the fluid
and saturated porous medium.

In the present study, the flow depends only on two spatial coordinates (x, y).
Hence, by introducing the Stokes stream function in the usual way to eliminate the
pressure terms from Eqs. (1) and (2), the modified governing equations in terms of
stream function are

@2w�

@x2
þ @2w�

@y2
¼ gKb

m
@T
@y

sin a� @T
@x

cos a
� �

; ð4Þ

r
@T
@t

þ @w�

@y
@T
@x

� @w�

@x
@T
@y

¼ am
@2T
@x2

þ @2T
@y2

� �
; ð5Þ

where the stream function w� is defined as u ¼ @w�

@y and v ¼ � @w�

@x :

Since the inclined vertical side walls are not aligned with the y-axis, a rectan-
gular grid mesh that fits all four boundaries of the enclosure cannot be generated
(see Fig. 1a). Hence, an axis transformation, as suggested by Baytas and Pop
(1999), has been used to transform the grids in the nonrectangular physical domain
into the orthogonal grids in the rectangular computational domain Fig. 1b. For this,
we use the following transformation:
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X ¼ x� y tan/; Y ¼ y ð6Þ

Using the above transformation (9), the governing Eqs. (4) and (5) are trans-
formed in the computational domain as

@2w�

@X2 � 2 sin/ cos/
@2w�

@X@Y
þ cos2 /

@2w�

@Y2

� �

¼ gKb
m

cos2 /
@T
@Y

� tan/
@T
@X

� �
sin a� @T

@X
cos a

� �
ð7Þ

r
@T
@t

þ @w�

@Y
@T
@X

� @w�

@X
@T
@Y

¼ am
cos2 /

@2T
@X2 � 2 sin/ cos/

@2T
@X@Y

þ cos2 /
@2T
@Y2

� �
:

ð8Þ

Further, the following dimensionless variables are introduced to
non-dimensionalize Eqs. (7) and (8):

n ¼ X
a
; g ¼ Y

L cos/
; s ¼ tam

r a L cos/
;w ¼ w�

am
; h ¼ ðT � TrÞ

Th � Tc
;

where Tr ¼ ðTh þ TcÞ=2 is the reference temperature.
Using the above nondimensional variables, Eqs. (7) and (8) can be written as

@2w

@n2
� 2

sin/
A

@2w
@n@g

þ 1
A2

@2w
@g2

¼ Ra cos/
sin a
A

@h
@g

� cos /� að Þ @h
@n

� �
ð9Þ

@h
@s

þ @w
@g

@h
@n

� @w
@n

@h
@g

¼ A
cos/

@2h

@n2
� 2

sin/
A

@2h
@n@g

þ 1
A2

@2h
@g2

� �
ð10Þ

In the above equations, A is the aspect ratio of the enclosure and Ra is the Darcy–
Rayleigh number which are defined as

A ¼ L
a
; Ra ¼ gKbDTa

mam
: ð11Þ

2.2 Boundary Conditions and Heat Transfer Rate

The dimensionless initial and boundary conditions of the present study are
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s ¼ 0 : w ¼ 0; h ¼ 0; 0� n� 1; 0� g� 1
s[ 0 : w ¼ 0; h ¼ þ 0:5; n ¼ 0; 0� g� 1

w ¼ 0; h ¼ �0:5; n ¼ 1; 0� g� 1
w ¼ 0;
@h
@g � A sin/ @h

@n ¼ 0

�
g ¼ 0 and 1;
0� n� 1:

�

The quantified measure of heat transfer rate is the local ðNuÞ and average ðNuÞ
Nusselt numbers, which are defined as

Nu ¼ � 1
cos/

sin/
A

@h
@g

� @h
@n

� �
; Nu ¼

Z1

0

Nu dg:

3 Solution Methodology

The governing model equations, namely stream function and energy equations, are
coupled, nonlinear partial differential equations with mixed partial derivatives.
Hence, these equations along with the initial and boundary conditions are numer-
ically solved using an implicit finite difference technique. In particular, the energy
equation is solved by alternating direction implicit (ADI) method and the stream
function equation has been solved by successive line over relaxation (SLOR)
method. A special care has been taken while discretizing the mixed order partial
derivatives in these methods. The time derivative is approximated using forward
difference, whereas the convection and diffusion terms are discretized using a
second-order central difference. The resulting finite difference equations can be
arranged in the form of tridiagonal matrix, which can efficiently solved by Thomas
algorithm. The steady-state results are obtained as an asymptotic limit to the

transient solutions when the converge criterion
vnþ 1
i;j �vni;j
vnþ 1
i;j

����
����\e is satisfied. Here, v is

either w or h, e is the prespecified constant set at 10�6.

3.1 Grid Independency

In the present study, a uniform grid has been used in the n� g plane of the
computational domain, and a proper grid independence study has been carried out
to decide an appropriate grid size. For this, the grid sizes are varied from a coarse
grid size of 51� 51 to a finer grid size of 201� 201, and observed the variations of
average Nusselt number and maximum stream function values as the sensitivity
measures. After a thorough investigation on the variation of average Nusselt
number and maximum stream function for several grid sizes, we have chosen the
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grids that give a good compromise between solution accuracy and CPU time. Based
on the grid independence tests, all simulations are performed with a 201� 101
grids for A ¼ 0:5, 101� 101 grids for A ¼ 1, and 101� 201 grids for A ¼ 2. For
brevity, the details of the grid independence tests are not presented in the paper.
Further, to perform the simulations, we have developed an in-house FORTRAN
code for the present model and have been successfully validated against the various
benchmark solutions available in the literature before obtaining the simulations.

3.2 Validation

First, we have obtained the streamlines and isotherms of a differentially heated
non-inclined parallelogrammic enclosure ða ¼ 0Þ: In a similar enclosure, Baytas
and Pop (1999) have carried out a numerical solution of natural convection based
on the Darcy’s law. To assess the accuracy of the present numerical algorithm,
computations are carried out under the same conditions of Baytas and Pop (1999)
and the comparisons are depicted in Fig. 2. Figure 2 exhibits an excellent agree-
ment between the present streamlines and isotherms and those of Baytas and Pop
(1999) in a non-inclined parallelogrammic enclosure. Next, a comparison is pre-
sented with natural convection in an inclined rectangular porous enclosure ð/ ¼ 0Þ:
For this, the average Nusselt numbers are determined for two different aspect ratios
and various inclination angles. Table 1 provides comparison of average Nusselt
numbers between present results and Moya et al. (1987) in an inclined rectangular
porous enclosure. A careful observation of Table 1 reveals that the agreement is
found to be good, since the difference between our results and Moya et al. (1987) is
less than 5% for all the compared cases. Finally, we compared the average Nusselt
numbers from our simulation with Saeid and Pop (2004) and Baytas (2000) in a
square porous enclosure and the comparisons are given in Table 2. It can be seen
that the agreement between our study and the existing studies is in good agreement.
Therefore, from Fig. 2 and Tables 1 and 2, the agreement between the present
results and benchmark solutions is quite acceptable.

4 Results and Discussion

The results of numerical simulations are presented in this section to understand the
influence of the physical and geometrical parameters on the flow pattern, thermal
fields, and heat transfer rates. Due to the presence two inclination angles, one from
the tilting of enclosure and another is due to the sloping walls, the flow structure
and heat transfer rate in the inclined parallelogrammic porous enclosure are sig-
nificantly different from those of a non-inclined parallelogrammic porous enclosure.
The present study involves one physical parameter, namely Rayleigh number (Ra),
and three geometrical parameters, such as aspect ratio (A), inclined angle of the
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Fig. 2 Comparison of streamlines and isotherms between the present study (left) and Baytas and
Pop (1999) (right) for Ra ¼ 103;/ ¼ 15 (I and II Row), / ¼ �15 (III and IV Row), A = 1, and
a = 0
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enclosure (a), and inclined angle of the sloping walls (/). To get complete and
thorough understanding of natural convection in the chosen geometry, we per-
formed the detailed and systematic simulations for wide range of the parameters
considered in our study. In particular, the Darcy–Rayleigh number (Ra) and aspect
ratio (A) are, respectively, varied in the range 10�Ra� 5� 103 and 0:5�A� 2.

To investigate the true effects of the inclination angles, the enclosure tilt angle
(a) is varied in the range of �60� � a� 60�, while the tilt angle of the inclined
walls (/) is examined in the range �60� �/� 60�. The influence of all parameters
on the flow pattern and temperature distributions inside the inclined

-0.1 0.1 0.3 0.5 0.7 0.9
0.0

0.2

0.4

0.6

0.8

Fig. 2 (continued)

Table 1 Comparison of
present average Nusselt
numbers with that of Moya
et al. (1987) in an inclined
rectangular porous enclosure
for Ra ¼ 100 and / ¼ 0

A a Moya et al.
(1987)

Present
study

Difference in
(%)

1 0 2.517 2.503 0.5

45 3.564 3.486 2.2

90 2.873 2.813 2.1

2 0 2.46 2.41 2.0

5 2.53 2.45 3.2

10 2.55 2.49 2.4

15 2.39 2.27 5.0

Table 2 Comparison of
present average Nusselt
number with that of Saeid and
Pop (2004) and Baytas (2000)
in a square porous enclosure
for A ¼ 1; a ¼ 0 and / ¼ 0

Ra Saeid and Pop
(2004)

Baytas
(2000)

Present
study

100 3.002 3.160 3.102

1000 13.726 14.060 13.914

10,000 43.953 48.330 42.316
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parallelogrammic porous enclosure are comprehensively discussed through the
streamline and isotherm contours. Further, the variation of heat transfer rate with
respect to the parameters of the problem is explained in terms of average Nusselt
numbers.

4.1 Effect of Darcy–Rayleigh Number (Ra)

In this section, the results of numerical simulations are presented to illustrate the
effect of Darcy–Rayleigh number on the flow pattern and temperature distribution.
The streamlines and isotherms are illustrated in Fig. 3 for three different Darcy–
Rayleigh numbers and fixing other parameters. For a small value of Ra ðRa ¼ 102Þ,
as illustrated in Fig. 3, the heat transfer inside the parallelogrammic enclosure is
dominated by conduction mechanism as evidenced by the less distorted isotherms.
The streamlines reveal a simple circulating flow pattern of regularly spaced
streamlines with the main vortex at the center of parallelogrammic enclosure.
However, as the Darcy–Rayleigh number is increased, the intensity of fluid motion
increases indicating a more vigorous convection. Also, the streamlines in Fig. 3
reveal that the flow circulation rate measured by the extremum value of stream
function increases in many order of magnitudes as the value of Ra becomes larger.
At higher values of Ra, the streamlines and isotherms, respectively, reveal a sharp
velocity and temperature gradients, indicating the formation of velocity and thermal
boundary layers. Further, the streamlines indicate that the stagnant flow appears in
the core of the enclosure and isotherms tend to follow the same pattern. This
phenomenon can be attributed to the inclination of the enclosure, which causes the
fluid flow mainly along the sloping side walls. On comparing the streamlines and
isotherms of the present study with those of a nonrectangular enclosure ða ¼ 0Þ; as
discussed by Baytas and Pop (1999), it has been found that the flow and thermal
behavior have undergone drastic changes. When a ¼ 0; the flow is diagonal and is
from bottom to top, however, for a 6¼ 0; diagonal flow is from top left corner to
bottom right corner.

4.2 Effect of Tilt Angle of the Sloping Wall (/)

In this section, we discuss the influence of tilt angle (/) of sloping walls on the flow
pattern, temperature distribution, and heat transfer characteristics. As regards to
effect of / on the flow and thermal fields, the streamlines and isotherms are
exhibited in Fig. 4 for three different inclination angles (/) by fixing the values of
A ¼ 1; a ¼ 30 and Ra ¼ 3� 103: A careful examination of the streamlines and
isotherms reveals an important fact that the tilt angle of the enclosure (/) is
dominant in significantly altering the flow pattern and thermal fields compared to
the tilt angle of the sloping wall (a). In other words, the influence of tilt angle, a,
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Fig. 3 Streamlines and isotherms for A ¼ 1; / ¼ 45; a ¼ 45 at different Darcy–Rayleigh
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can be observed for all inclination of the sloping walls. Also, it can be seen that the
value of extremum stream function is lower when both the tilt angles are in opposite
directions.

On contrast, the flow circulation rate is higher for the case of positive tilt angles.
For / = 0, due to the absence of sloping wall, the flow pattern and thermal distri-
butions are akin to an inclined square enclosure. These predictions are in good
agreement with the results of inclined porous square enclosures (Moya et al. 1987;
Rasoul et al. 1997). The isotherms reveal strong thermal stratification, and formation
of velocity and thermal boundary layers can be noticed along the sloping walls.

To examine the effect of tilt angle of the sloping walls on the heat transfer rate,
the average Nusselt numbers are displayed in Fig. 5 for two different enclosure tilt
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Fig. 5 Effect of Darcy–Rayleigh number and tilt angle ð/Þ of the sloping wall on the average
Nusselt number for A =1. a a ¼ �30; b a ¼ 30
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angles. The average Nusselt numbers are calculated in the range of �60� �/� 60�

for a positive and a negative enclosure tilting angles. The average Nusselt number
corresponding to positive tilt angles (/) of the sloping wall is plotted as continuous
curves, while the curves of Nu corresponding to negative values of / are plotted as
discontinuous curves. An overview of the graph reveals that the heat transfer rate
increases with Darcy–Rayleigh number for all the inclination angles / and a. The
influence of two tilt angles on the average Nusselt number is highly complex. In
other words, the tilt angle, /, at which a minimum or a maximum heat transfer
occurs strongly depends on the enclosure tilt angle, a. In general, for any tilt angle
(/) of the sloping wall, the heat transfer rates are found to be higher when the
parallelogrammic enclosure is tilted in the positive direction rather than in negative
direction.

Also, when the enclosure is tilted in clockwise (negative) direction, it is inter-
esting to note that the heat transfer rates are higher for negative tilt angles of the
sloping wall. On contrast, as the enclosure is tilted in counterclockwise (positive)
direction, the heat transfer rates depend on the tilt angles of the sloping wall. For
positive inclination of the enclosure, higher heat transfer rates are achieved for
/ = 15, while minimum heat transfer rates are found for / = −60. A careful review
of Fig. 5 reveals that the heat transfer rates are higher for a parallelogrammic
enclosure compared to square enclosure. The heat transfer rate can be effectively
modified using the tilt angle of the sloping walls and it can be considered as an
independent parameter to control the heat transfer rate.

4.3 Effect of Enclosure Tilt Angle (a)

The influence of tilt angle of the enclosure on the flow pattern, thermal field, and
heat transfer rates is presented in Fig. 6a–e. To understand the true effect of a, we
have varied the tilt angle of the enclosure in the range �60� � a� 60�; by keeping
other parameters fixed. The effect of a on the flow and thermal fields can be
apparently noticeable from the streamlines and isotherms. As the enclosure is tilted
in clockwise (negative) direction to the maximum value considered in the present
study ða ¼ �60�Þ; the flow circulation rate in the enclosure is extremely low with
two weak eddies in the middle of enclosure. The isotherms do not show any
variation and are parallel to the sloping walls, indicating conduction is the major
mode of heat transfer at the extreme value of a. For a ¼ �60�; the hot wall
approaches to top position, and as a result the flow movement has been decelerated.
As the inclination of the enclosure increases ða[�60�Þ; two eddies in the middle
of enclosure merge to a unicellular structure and the flow circulation rate measured
by the extreme stream function value increases. Also, the orientation of main vortex
completely depends on the tilt angle of parallelogrammic enclosure.

It is interesting to observe that these flow structures are entirely different from
the non-inclined parallelogrammic enclosure. For negative tilt angles of the
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Fig. 6 Streamlines and isotherms for A ¼ 1; / ¼ 30 and Ra ¼ 3� 103 at different tilt angles of
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enclosure, the gravitationally stable condition of top heating exists, where the hot
wall is facing downward and cold wall is facing upward. In such situation, con-
vection heat transfer exists in the upper zone, whereas conduction heat transfer
prevails in the lower part of the enclosure. However, as the tilt angle (a) is
increased, the isotherm contour reveals that the stratification of the temperature
intensified by the stronger flow motion. Further, the influence of tilt angle on the
temperature pattern is significant and is manifested through the isotherms. The
variation of streamline and isotherm patterns with the tilt angles of parallelo-
grammic enclosure are in good agreement with the streamline and isotherm patterns
in tilted enclosures. An overview of the figure reveals that the geometrical
parameter, namely the tilt angle of the enclosure, plays a key role in controlling the
flow and thermal patterns. In general, reduced flow intensity and temperature
stratification exist for negative tilt angles of the enclosure, whereas higher flow
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Fig. 6 (continued)
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intensity and well-established, thermally stratified temperature pattern exist for
positive tilt angles.

To know the influence of tilt angle on the heat transfer rate, the variation of
average Nusselt number for various tilt angles (a) is illustrated in Fig. 7, which is
helpful for proper design of thermal diodes. The effect of a on the average Nusselt
number is presented in Fig. 7 for different values of Ra at two different tilt angles of
the sloping walls, namely / ¼ �45� and 45�: As expected, due to enhanced con-
vective strength at higher values of Ra, heat transfer rate increases with Darcy–
Rayleigh number at all tilt angles of the enclosure and sloping walls. When the
sloping walls are tilted to �45�; maximum heat transfer is obtained for a = 0. Also,
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Fig. 7 Effect of Darcy–Rayleigh number and tilt angle of the enclosure on the average Nusselt
number for A = 1. a / ¼ �45; b / ¼ 45
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as the tilt angle (/) of the enclosure is increased in positive or negative directions, it
results in the reduction of heat transfer. In particular, heat transfer declined rapidly
for negative tilt angles of the enclosure and this can be attributed to the existence of
stagnation flow at these tilt angles. On the other hand, for / ¼ þ 45�; the heat
transfer rate increases with positive values of a, but decreases with negative values
of a. For a ¼ �45� and�60�; the heat transfer rate does not show any variation
with Ra and a. This can be anticipated at these tilt angles, since the location of hot
wall changes to top position and this gives rise to the reduced convection currents in
the enclosure. In general, a careful examination of the figure reveals that maximum
heat transfer is achieved when the sloping walls are inclined in positive direction.

When the engineers fabricate a new design of thermal diodes, they greatly rely
on the available theoretical results, which can greatly enhance their insight while
building the new design. As mentioned earlier, the main objective of the present
study is to understand the combined influence of two tilt angles on the heat transfer
rates and is illustrated in Fig. 8. For this, the variation of average Nusselt number
for different values of tilt angles / and a is depicted in Fig. 8 for the fixed values of
Ra ¼ 103 and A ¼ 1: In general, the heat transfer rate increases monotonically with
enclosure tilt angle for all values of / except at / ¼ �30� and 0�; at which the
value of Nu increases steadily up to a ¼ 0� and 30�; respectively, and then
decreases thereafter. At each tilt angle of the enclosure and sloping walls in the
range �60� � a� 60� and �60� �/� 60�; there exists a minimum and maximum
average heat transfer rate. In other words, the minimum and maximum values of Nu
at a ¼ �60� occur for / ¼ 30� and �60�; respectively, whereas the minimum and
maximum values of Nu at a ¼ þ 60� occur for / ¼ �60� and 30�; respectively.
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Fig. 8 Effect of inclination angles of the wall ð/Þ and the enclosure ðaÞ on the average Nusselt
number for Ra ¼ 103 and A ¼ 1
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Hence, the average Nusselt number is a complex function of the two tilt angles: one
from the enclosure and another from the sloping walls. However, from the entire
range of tilt angles considered in the present analysis ð�60� � a� 60� and
�60� �/� 60�Þ, it can be found that the minimum heat transfer rate occurs at
a ¼ / ¼ �60�, whereas the maximum heat transfer rates take place at a ¼
60� and/ ¼ 30�: A careful observation of the results in Fig. 8 reveals that it is
possible to control the heat transfer rate by the making appropriate choices on the
tilt angles.

4.4 Effect of Enclosure Aspect Ratio (A)

In this section, we discuss the effects of aspect ratio and Darcy–Rayleigh number on
the flow pattern, thermal distribution, and heat transfer rate. In Fig. 9, we examine
the influence of aspect ratio on the flow and thermal fields for three different
parallelogrammic enclosures, namely shallow, square, and tall enclosures. For a
shallow enclosure (A = 0.5), the flow intensity is very low as given by the extreme
value of stream function wmaxj j ¼ 1:8ð Þ and the corresponding undistorted iso-
therms reveal the conduction mode of heat transfer. Also, the appearance of two
vortices can be seen in the core of the enclosure, one near the hot wall and another
near the cold wall. As the aspect ratio is increased to A = 1, the vortex near cold
wall moves toward the top wall, while the hot wall vortex moves to bottom adia-
batic wall. Interestingly, as the aspect ratio is increased to A = 2, two vortices in the
streamlines merge to produce a strong flow and the strength of the convective flow
wmaxj j ¼ 21:7ð Þ increases. Therefore, it can be concluded that the appearance of

the secondary vortex is due to the inclination of enclosure. Also, the streamline and
isotherm patterns retain the symmetric structure for all aspect ratios considered in
our analysis. To investigate the effect of aspect ratio, Fig. 10 demonstrates the
influence of aspect ratio 0.5, 1.0, and 2.0 on the average Nusselt numbers.
Figure 10 exemplifies the variation of heat transfer rate in the enclosure due to a
change in aspect ratio by fixing other parameters of the problem. An overview of
the figure reveals that the heat transfer rates are higher for a low aspect ratio
(shallow enclosure) compared to square and tall enclosures. The results reveal that
the heat transfer enhancement for the case of A = 0.5 has been always higher, and
the enhancement for the case of A = 1.0 is higher than that for A = 2.0. The
variation of heat transfer rate with aspect ratio is in sharp contrast with the variation
of flow circulation rate in different aspect ratios. It has been found that the flow
circulation rate for shallow enclosure is lower compared to square and tall enclo-
sures. This indicates that the higher circulation rate does not need to induce or
enhance the heat transfer rate.
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Fig. 9 Streamlines and isotherms for Ra ¼ 103; / ¼ 30; a ¼ �30 at different aspect ratios.
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5 Conclusions

The present numerical investigation aims to explore the combined influences of tilt
angles on natural convection heat transfer in an inclined parallelogrammic cavity.
The present study is first of its kind, and a similar work has not been reported in the
literature as per the author’s knowledge. After a meticulous and systematic
numerical simulations covering wide range of physical and geometrical parameters,
the following important conclusions have been drawn from our analysis:

1. The numerical results reveal that the flow circulation and heat transfer rates in an
inclined parallelogrammic enclosure are relatively higher compared to a
non-inclined parallelogrammic enclosure.

2. The inclination angle, a, of the enclosure has strong influence on the flow
pattern, thermal distribution, and average heat transfer rate. Also, for a positive
inclination of the cavity, the heat transfer rate is found to be higher, whereas
relatively lower heat transfer rates are found for negative inclination.

3. When compared the influences of two tilt angles on the flow and thermal fields,
we found that the tilt angle of the enclosure has profound influence on the flow
pattern and temperature distributions compared to the tilt angle of the sloping
wall.

4. When the two tilt angles are of opposite sign, the flow circulation and heat
transfer rate have been decreased. However, the positive inclinations of the
enclosure and sloping walls augment the flow intensity and heat transfer rates.

5. The enclosure tilt angle has distinct influence on the heat transfer performance
when it is combined with the tilt angle of the sloping walls. For a fixed value of
the tilt angle of sloping wall, we found that the maximum and minimum heat
transfer rates greatly depend on the enclosure tilt angle.
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6. As the aspect ratio of the enclosure is varied, interesting changes in flow pattern
and temperature distribution are found compared to non-inclined parallelo-
grammic enclosure. As far as the heat transfer rates are concerned, the lower
aspect ratio (A = 0.5) is useful to achieve a higher heat transfer rates.

7. For Ra = 103 and A = 1, the numerical simulations of present analysis have
revealed that the minimum heat transfer rate occurs at a ¼ 30� and / ¼ �50�:
However, the maximum heat transfer rates takes place at a ¼ 40� and / ¼ 30�:

8. Depending upon the need of applications, the two tilt angles can be utilized as
an effective control parameter to either enhance or decrease the heat transfer in
an inclined parallelogrammic enclosure.
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Natural Convection of Cold Water Near
Its Density Maximum in a Porous Wavy
Cavity

S. Sivasankaran

Nomenclature

A Amplitude
g Gravitational acceleration (m s−2)
L Enclosure length (m)
K Permeability of the porous medium (m2)
Nuloc Local Nusselt number
Nuh Average Nusselt number
P Pressure (Pa)
RaD Darcy–Rayleigh number
T Temperature (K)
u, v Velocity components in x- and y-directions (m s−1)
x, y Cartesian coordinates (m)
X, Y Dimensionless Cartesian coordinates

Greek symbols

a Thermal diffusivity (m2 s−1)
b Volumetric coefficient of thermal expansion (K−1)
k Number of undulations
l Dynamic viscosity (m2 s−1)
m Kinematic viscosity, (kg m−1 s−1)
w Stream function (m2 s−1)
W Dimensionless stream function
H Dimensionless temperature
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Subscript

c Cold
h Hot
m At density maximum

1 Introduction

Convective flow and heat transfer through a porous medium have been of great
interest to researchers due to the wide range of applications in chemical and
biomedical engineering, biological sciences, geothermal engineering, and cooling
technology. The modeling of convective flow through a porous medium have been
clearly demonstrated in the books by Kaviany (1995), Vafai (2005), and Nield and
Bejan (2013). Natural convection in enclosures has been analyzed over four dec-
ades under different geometrical and other parameters (Murthy et al. 1997; Ratish
Kumar 2000; Ratish Kumar and Shalini 2003; Das et al. 2003; Misirlioglu et al.
2005; Bhuvaneswari et al. 2011; Sankar et al. 2011). The non-rectangular geometry
is more realistic for the designing of buildings and containers in some situation. The
study on corrugated cavities can improve the understanding on circulation of car-
diovascular system, design of solar energy collectors, and geothermal power plants.
Murthy et al. (1997) investigated natural convective flow and heat transfer of a
porous wavy cavity using the Darcy model. They found that the waviness of the
wall reduces the heat transfer into the system. Ratish Kumar (2000) studied con-
vection process in a porous cavity with vertical wavy wall subject to heat flux and
observed that the flow and convection process are sensitive to the amplitude and
number of undulations. Using the Darcy–Forchheimer extended model on con-
vection in enclosure, Ratish Kumar and Shalini (2003) found that rough wavy
surface causes secondary circulation zones in the region adjacent to the wavy wall,
which leads to a decrease in the heat transfer due to convection. Das et al. (2003)
numerically investigated natural convection in a wavy cavity with cold top and hot
bottom wavy walls. They observed that the heat transfer rate increases with the rise
of wall waviness at high aspect ratio.

Misirlioglu et al. (2005) studied natural convection in a vertically wavy porous
cavity heated and cooled from the side walls using the Darcy model. Misirlioglu
et al. (2006) also considered natural convection in an inclined wavy porous cavity
and they found that the heat transfer rate is highly dependent on wall waviness and
Rayleigh number. Sultana and Hyder (2007) investigated natural convection in a
convex wavy cavity filled with a porous medium with differentially heated vertical
wavy walls. They found that the effect of walls waviness on heat transfer is less
significant as compared to Darcy and Rayleigh numbers. Chen et al. (2007)
numerically studied convective flow in a vertically in-phase wavy cavity using the
Darcy–Brinkman–Forchheimer extended model. They found that a recirculation
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zone appears in both the top and bottom regions at low values of the Darcy–
Rayleigh number. Khanafer et al. (2009) studied natural convection in a porous
cavity with a hot wavy side wall and a cold straight side wall with different models
of convective flow through a porous medium. They reported that the amplitude and
number of undulations affect the heat transfer inside the cavity. Natural convection
in a concave porous cavity with wavy top and bottom walls was studied by
Mansour et al. (2011). They observed that the total average Nusselt number
decreases when the modified conductivity ratio of fluid to solid material increases.
Natural convection in a porous cavity with wavy sidewalls was investigated by
Sojoudi et al. (2014). They found that the enhancement of the average heat transfer
rate is higher on increasing amplitude than that of a number of undulations of the
wavy walls.

Water is the most common compound on Earth’s surface. In nature, water exists
in the liquid, solid, and gaseous states. It is in dynamic equilibrium between the
liquid and gas states at 0 °C and 1 atm of pressure. At room temperature
(approximately 25 °C), it is a tasteless, odorless, and colorless liquid. It is com-
monly referred to as the universal solvent because many substances dissolve into
water. It is well known, in general, that volume of a liquid increases and hence
density decreases with increase in temperature. But as far as water is concerned,
when a mass of water is heated from 273 K (0 °C) to 277 K (4 °C), volume
decreases (hence density increases) and with further rise in temperature (that is
above 277 K), volume increases and density decreases, see Fig. 1. This is due to the
temperature effects on the density of water. This is called density anomalous
behavior. In most of the analysis pertaining to the convection of water in enclo-
sures, a linear temperature density relationship is taken. But, in practice, this will
never happen as the density of water increases on increasing temperature up to 4 °C
and then decreases, that is, density of water varies with temperature in a nonlinear
fashion, attaining its maximum at 4 °C, more precisely at 3.98 °C. In this region, a
linear temperature–density relationship does not work effectively. So a nonlinear
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Fig. 1 Density of water
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temperature–density relationship is taken to attack the problems effectively. The
transformation from ice to water is accompanied by the breaking of some of the
hydrogen bonds, leading to a dramatic increase in density. Note that the density at
0 °C is less than that at 3.98 °C. Because of this relationship, ice floats.

Convective heat transfer of cold water near its density maximum region occurs
commonly in our environment and in many engineering and technical process.
Convective flow and heat transfer of water around its density maximum are com-
plicated. The effect of density inversion on steady natural convection of water
between horizontal concentric cylinders was experimentally investigated by Seki
et al. (1975). Their result clearly showed that counter secondary eddy appeared in
the lower part of the cylinder due to the effect of density inversion at 4 °C. Vasseur
and Robillard (1980) investigated the inversion of flow patterns caused by the
maximum density of water around 4 °C enclosed in rectangular cavities. They
concluded that the convective heat transfer is greatly influenced by the presence of
density maximum in the convective fluid. Robillard and Vasseur (1981) studied
maximum density effect and supercooling of transient laminar natural convection
heat transfer of water in a rectangular cavity. They found out that convection in the
absence of maximum density effect is enhanced by an increase in the physical
parameters and Biot number. Natural convection of a mass of water near 4 °C
confined within a closed cavity was investigated by Robillard and Vasseur (1982).
They compared the experimental results with the numerical results for the case of a
horizontal circular pipe. An experimental investigation was made by Inaba and
Fukuda (1984) to study the effect of density inversion of water on steady natural
convective flow patterns and heat transfer in an inclined rectangular cavity. From
their results, it was clear that two counter eddies due to the density inversion
disturbed the convective heat transfer from the hot wall to cold wall and the
influence of two counter eddies was strongly dependent on the inclination angle.

Lankford and Bejan (1986) studied experimentally the natural convection of
water near 4 °C in a vertical cavity. The natural convection of cold water near the
density maximum in an enclosure was numerically analyzed by Lin and Nansteel
(1987). Nansteel et al. (1987) numerically investigated natural convection of cold
water in the vicinity of its density maximum in a rectangular enclosure in the limit
of small Rayleigh number. They observed that the strength of the counter-rotating
flow decreases with decreasing aspect ratio. Ho and Lin (1988, 1990) analyzed the
steady laminar natural convection of cold water within a (horizontal/vertical)
annulus. They found that the occurrence of density inversion was mainly dependent
on the density inversion parameter. An experimental and theoretical investigation of
transient natural convection of water near its maximum density in a rectangular
cavity was reported by Braga and Viskanta (1992). They demonstrated that the
density inversion of water has a great influence on the natural convection in the
cavity. McDonough and Faghri (1994) studied both experimentally and numerically
the transient and steady-state natural convection of water around its density max-
imum in a rectangular enclosure with the vertical end walls. They obtained that the
effect of the density inversion on the convective flow pattern was dominant. Tong
and Koster (1994) numerically investigated the density inversion effect on transient
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natural convection in a rectangular enclosure filled with water. The effect of the
aspect ratio on natural convection of water subject to density inversion had been
investigated by Tong (1999). Kandaswamy and Kumar (1999) numerically studied
the effect of a magnetic field on the buoyancy-driven flow of water in a square
cavity at hot wall temperature from 4 to 12 °C.

Ishikawa et al. (2000) numerically investigated the natural convection with
density inversion in a two-dimensional square cavity with variable fluid properties.
They chose the cavity size from 1 to 10 cm for different hot wall temperature.
Sundaravadivelu and Kandaswamy (2000) numerically investigated combined
temperature and species gradients induced buoyancy-driven natural convection
flow of cold water at temperatures in the neighborhood of the maximum density. Ho
and Tu (2001) numerically and experimentally investigated the natural convection
of water near its maximum density in a differentially heated rectangular enclosure.
They found that the periodic traveling wave motion of the maximum density
contour of water in the temperature visualization experiment. Benhadji et al. (2002)
numerically studied the natural convection heat transfer of cold water near 4 °C in a
rectangular cavity filled with a porous medium subject to Dirichlet–Neumann
thermal boundary conditions. Their results clearly showed the influence of the
inversion parameter on the flow pattern and the Nusselt number. Saeid and Pop
(2004a, b) examined the natural convection of cold water at temperatures around
the temperature of maximum density in a two-dimensional porous cavity with the
isothermal discrete heater on the right wall. Three-dimensional natural convection
of water with variable physical properties was investigated by Moraga and Vega
(2004). Hossain and Rees (2005) studied unsteady laminar natural convection flow
of water subject to density inversion in a rectangular cavity with internal heat
generation. They found that the flow and temperature fields depend very strongly on
the internal heat generation parameter and mean temperature of solid walls.

The effect of aspect ratio, baffle length, and baffle position on convection of cold
water near its density extremum in a rectangular cavity is numerically investigated
by Sivasankaran and Kandaswamy (2007). They found that multiple fluid vortices
exist inside the enclosure due to the density inversion effect, and the size of those
vortices strongly depends on the hot wall temperature. Double-diffusive convection
of anomalous density of water in the enclosure is investigated by Sivasankaran et al.
(2008). Sivasankaran and Ho (2008a, b) studied the effect of temperature-dependent
fluid properties on natural convection of water around density maximum region in
the rectangular enclosure. They found that the average Nusselt number for con-
sidering variable viscosities is higher than the value of average Nusselt number for
considering both variable viscosity and thermal conductivity. They also investi-
gated the similar problem in the presence of magnetic field (Sivasankaran and Ho
2008a, b), and in the presence of thermocapillary effect (Sivasankaran and Ho
2010). Varol et al. (2010) investigated numerically the natural convection heat
transfer of cold water near 4 °C in a thick-bottom-walled cavity filled with a porous
medium. The obtained results show that multiple circulation cells are formed in the
cavity and the local Nusselt numbers at the bottom wall and solid–fluid interface are
highly affected by formed cells. Sivasankaran et al. (2011) investigated the
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influence of temperature-dependent properties of the water near its density maxi-
mum on buoyancy and thermocapillary-induced magneto-convection in an open
cavity.

There is no study on convection flow and heat transfer of cold water near its
temperature of maximum density in wavy porous enclosures in the literature.
Therefore, this study numerically investigates the effect of density maximum of
water and waviness of the wall of the cavity on free convection in a wavy cavity
filled with cold-water-saturated Darcy porous medium.

2 Mathematical Modeling

2.1 Governing Equations

Consider a two-dimensional enclosure of height and width L filled with
cold-water-saturated porous medium as shown in the Fig. 2. The top and bottom
walls of the enclosure are insulated. The left wall is maintained with higher tem-
perature (hh), while the right wall is cooled with lower temperature (hc) with
hh > hc. The gravity acts in the vertically downward direction. The velocity com-
ponents, u and v are taken in the x- and y-directions, respectively. The fluid in the
enclosure is incompressible and Newtonian. The fluid properties are constant except
the density variation and the Boussinesq approximation is valid. Water is the most

Fig. 2 Schematic diagram of
the physical system
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common fluid which has a density maximum, we use a quadratic equation for
density–temperature relation as

q� qm ¼ �bqm h� hmð Þ2; ð1Þ

where b is a constant and its value is equal to 8.0 � 10−6 (°C)−2 and qm = 1.0 g/
cm3 when hm ¼ 3:98 �C. The above relation is valid within 4% in the range of
0 �C� hm � 8 �C.

The porous medium is assumed to be homogeneous, isotropic, and in thermal
equilibrium with the fluid. Furthermore, we assume that the flow is steady and the
viscous dissipation is negligible. The Darcy model is adopted to explain the fluid
flow through the porous medium. By the law of conservation for mass, momentum,
and energy, the governing equations are

@u
@x

þ @v
@y

¼ 0; ð2Þ

u ¼ �K
l
@P
@x

; ð3Þ

v ¼ �K
l
@P
@y

þ Kbg
t

h� hmð Þ2; ð4Þ

u
@h
@x

þ v
@h
@y

¼ a
@2h
@x2

þ @2h
@y2

� �
: ð5Þ

The governing equations are then expressed in terms of stream functions, which
are defined as u = @w/@y and v = −@w/@x. Then, the momentum equations are
reduced as follows after eliminating the pressure term:

@2w
@x2

þ @2w
@y2

¼ �2
Kbg
t

h� hmð Þ @h
@x

: ð6Þ

The following dimensionless variables are introduced

X ¼ x
L
; Y ¼ y

L
;W ¼ w

a
; T ¼ h� hc

hh � hc
;RaD ¼ Kbg Th � Tcð Þ2L

at
;Tm ¼ hm � hc

hh � hc
ð7Þ

where RaD is the modified Darcy–Rayleigh number based on the enclosure width,
L and Tm is the density inversion parameter.

Using Eq. (7), the governing equations are non-dimensionalized and dimen-
sionless governing equations are

Natural Convection of Cold Water Near Its Density … 311



@2W
@X2 þ @2W

@Y2 ¼ �2RaDðT � TmÞ @T
@X

; ð8Þ

@2T
@X2 þ @2T

@Y2 ¼
@W
@Y

@T
@X

� @W
@X

@T
@Y

: ð9Þ

2.2 Boundary Conditions

The boundary conditions are

x ¼ 0; 0� y� L; u ¼ v ¼ 0; h ¼ hh
x ¼ L� AL 1� cos 2pky

L

� �� �
; 0� y� L; u ¼ v ¼ 0; h ¼ hc

y ¼ 0 and L; 0� x� L; u ¼ v ¼ 0; @h@y ¼ 0:
ð10Þ

The boundary conditions are non-dimensionalized using Eq. (7) and they are

X ¼ 0; 0� Y � 1; W ¼ 0; T ¼ 1
X ¼ 1� A 1� cosð2pkYÞð Þ; 0� Y � 1; W ¼ 0; T ¼ 0
Y ¼ 0 and 1; 0�X � 1; W ¼ 0; @T@Y ¼ 0:

ð11Þ

The heat transfer rate in the enclosure is measured by the Nusselt number. It
shows the ratio of convection to conduction heat transfer. The local Nusselt number
along the left and right walls is calculated as

Nul ¼ � @T
@X

; Nur ¼ � @T
@N

; ð12Þ

where N is the normal plane of the sidewall considered. The average Nusselt
number on the left sidewall is defined as

Nu ¼
Z1

0

NuldY : ð13Þ

3 Solution Procedure

The finite volume method is used to discretize the governing equations (8) and (9)
subject to boundary conditions (11). The discretized equations are solved using the
Gauss–Seidel iterative method. In order to carry out the computations using uni-
form grids in the X- and Y-directions, a grid test is performed in the range of
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41 � 41 to 281 � 281 grids for RaD ¼ 103. It is found that the grid size of
201 � 201 is sufficient to perform the computation as good as the finer mesh sizes.

The converged solution is obtained by the condition
P

i:j nnþ 1
i;j � nni;j

��� ���\10�6,

where n is either W or T and n denotes the iteration number. The trapezoidal rule is
used to calculate the average Nusselt number.

The validation of the computer code is very important in the study of numerical
simulation. An in-house code is written to find the solution of the considered
system. The computer code is validated based on the previous literature using
differentially heated square Darcy porous enclosure. It is seen from Table 1, the
results predicted by current code agree well with the previous studies.

4 Results and Discussion

Numerical simulation on buoyancy-induced convective flow of cold water in a
wavy enclosure filled with the porous medium is made for different combinations of
parameters involved in the study. The present work is to investigate the interaction
of wavy nature of wall and density maximum effect of cold water around 4 °C
inside the wavy porous cavity. The values of the pertinent parameters involved in
the investigation are carefully scrutinized. The density inversion parameter varies
from 0 to 1, the amplitude of wavy wall from 0 to 0.2, the undulation of the wavy
wall from 1 to 5, and the Rayleigh number from 0 to 103.

There exist two distinct horizontal water layers with different density gradients
separated by the maximum density plane. The density inversion parameter helps us
to locate the maximum density plane inside the enclosure. The density inversion
parameter (Tm) lies between 0 and 1. Suppose Tm = 0, the cold wall is at tem-
perature hmðhm ¼ hcÞ, so that density of water decreases monotonically with
temperature everywhere in the enclosure. Suppose Tm = 1, the hot wall is at tem-
perature hmðhm ¼ hhÞ, so that density of water increases monotonically with tem-
perature everywhere in the enclosure. It is observed that the density maximum plane
moves from the right (cold) wall to the left (hot) wall on increasing the density
inversion parameter from 0 to 1. It is an interesting phenomenon and it affects the
flow field as well as heat transfer inside the enclosure.

Table 1 Comparison of Nu
for natural convection in a
square porous cavity

References RaD = 102 RaD = 103

Baytas and Pop (1999) 3.160 14.060

Saeid and Pop (2004a, b) 3.002 13.726

Misirlioglu et al. (2005) 3.050 13.150

Present study 3.101 13.280
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4.1 Effect of Density Maximum

Figure 3a–g shows the flow pattern inside the wavy cavity for different values of
density inversion parameters with A ¼ 0:1 and k ¼ 3: The flow consists of a single
eddy occupying the whole cavity for Tm ¼ 0. Here, the cold wall is at a temperature
hm, so that the fluid density decreases monotonically with temperature everywhere
in the enclosure. When Tm = 0, the hot fluid along the hot wall goes up and cold
fluid down along the cold wall ðhm ¼ hcÞ, that is, a clockwise-rotating eddy exists;
see Fig. 3a. The flow field slightly altered at the right bottom of the cavity on
increasing the density inversion parameter to Tm ¼ 0:2. When increasing the
density inversion parameter Tm ¼ 0:4, the density maximum plane moves inside the
cavity, which causes the flow field and produces the dual cellular structure. A small
counteracting eddy exists near the cold wall. When Tm ¼ 0:5, the side wall tem-
peratures are equally far from hm, which corresponds to the maximum density.
Therefore, the density maximum plane exists in the middle of the cavity. There
exist two counteracting cells, symmetrical about the vertical centerline. Both the
isothermal walls generate an identical upward buoyancy force, which produces a
two-cell flow structure inside the cavity. The fluid flows upward along the
isothermal walls and down the middle of the cavity. This is clearly seen from the
Fig. 3d. When increasing the density inversion parameter, Tm ¼ 0:6, the clockwise
hot cell along the hot wall decreases in its size and the cold cell size increases. The
counter-rotating eddy occupies the majority of the cavity for Tm ¼ 0:6. Further
increasing the density inversion parameter to 0.8, the clockwise-rotating eddy
disappears. The counter-rotating eddy occupies the whole cavity when Tm ¼ 1; see
Fig. 3g. It is observed that a single cell occupies the whole cavity when
Tm ¼ 0 or 1. Since the density maximum plane is at either cold wall or hot wall, it
produces a clockwise- or counterclockwise-rotating cell due to the domination of
the buoyancy force.

Isotherms for different values of the density inversion parameters with A ¼ 0:1
and k ¼ 3 are displayed in Fig. 3a–g. The isotherms clearly show the effects of
density inversion. It is obvious that the density maximum plane moves from right
(cold) wall to left (hot) wall on increasing the density inversion parameter from 0 to
1. When Tm ¼ 0ð1Þ, the density maximum plane is at the isothermal right (left)
wall. The location of the density maximum plane comes to mid-plane of the cavity
when Tm ¼ 0:5. The isotherms for all cases indicate that the heat transfer is
dominated by the convection mode. The thermal boundary layer is formed near the
right top and left bottom of the cavity for Tm ¼ 0 and is formed near the right
bottom and left top of the cavity for Tm ¼ 1:0. When the density maximum plane
comes to the middle of the cavity Tm ¼ 0:5ð Þ, large temperature gradients around
the density maximum plane in the upper region of the cavity are found. The vertical
temperature stratification is observed for Tm ¼ 0 and Tm ¼ 1:0. The thermal
boundary layers disappear at Tm ¼ 0:5 and the strength of the convection is
reduced.
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Fig. 3 Streamlines and isotherms for different density inversion parameter (Tm) with A = 0.1,
k = 3 and Ra = 103
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Fig. 3 (continued)
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4.2 Effect of Wavy Wall

Figure 4 shows the effect of wall waviness on flow field and temperature distri-
butions with Tm ¼ 0 and Tm ¼ 0:5. A single clockwise-rotating cell occupies the
whole cavity for the case Tm ¼ 0 when changing the shape of the wavy wall, that is,
changing the values of amplitude and number of undulations. The shape of the eddy
(flow field) is adjusted according to the waviness of the wall along the right wavy
wall. The similar flow behavior is observed for the case Tm ¼ 1:0. There is no
secondary flow observed between crests of the wavy wall. However, the flow
structure is drastically changed with waviness of the wall for the case Tm ¼ 0:5.
When A = 0.05, there exist two counteracting cells of the same size and strength,
symmetrical about the vertical centerline. When changing the undulations for fixed
values of amplitude, the flow field affects along the wavy wall only. The sym-
metrical dual-cell structure is altered much for high values of amplitude, (A = 0.2).
The two cells are not of equal size and strength here. The counter-rotating cell
affects much further increasing the number of undulations k ¼ 5ð Þ. Therefore, the
dual-cell structure is more affected by the waviness of wall than the single-cell flow
structure.

4.3 Heat Transfer Rate

The density anomalous behavior of water is the important phenomena, which
affects not only the fluid flow but also the heat transfer. To study this behavior, the
local and average Nusselt numbers are plotted for different values density inversion
parameter. Figure 5a–b show the local Nusselt number along the hot and cold walls
for different values of density inversion parameter. The local Nusselt number gets
the minimum value at the bottom of the hot wall when Tm � 0:5, where the density
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maximum plane is at the cold wall to near to the cold wall of the cavity. The local
Nusselt number decreases from the bottom to the top of the hot wall when Tm � 0:5.
The opposite observation is found for Tm [ 0:5, where the density maximum plane
is at the hot wall or near to the hot wall. In this situation, the local Nusselt number
increases with the hot wall height and reaches its maximum at the top of the hot
wall. The local Nusselt number along the right wall is of wavy form due to the
wavy nature of the Wall; see Fig. 5b. The higher heat transfer is observed at
the crests of the wavy wall, while lower heat transfer is obtained at the troughs of

(i) Tm=0.0 (ii) Tm=0.5 

(a) A=0.05 & =1 

(b) A=0.2 & =1 
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the wavy wall. It is also found that the higher heat transfer is observed at the lower
crests of the wavy wall for Tm � 0:5. The higher heat transfer is observed at the
upper crests of the wavy wall for Tm [ 0:5.

Figure 6 shows the average Nusselt number against density inversion parameter
for different values of Darcy–Rayleigh number. The heat transfer rate behaves
nonlinearly with density inversion parameter. The heat transfer rate reaches its
minimum at Tm ¼ 0:5 for all values of the Darcy–Rayleigh numbers. In this situ-
ation, flow consists of two counteracting cells. Since heat energy is transferred from
one (hot) cell to another (cold) cell by conduction in dual-cell structure, the heat
transfer rate is reduced. The exchange of heat energy takes place between these two
cells only by conduction. That is, the dual-cell structure prohibits convection mode
of heat transfer across the cavity. However, in the single-cell flow pattern, heat
energy is directly transferred from hot region to cold region. Therefore, the average
heat transfer rate is enhanced when Tm ¼ 0 and 1. Figure 7 shows the effect of wall
waviness on average heat transfer rate with Tm ¼ 0; 0:5; and 1 and RaD ¼ 103. The
average Nusselt number increases on increasing the values of amplitude and
number of undulations when Tm ¼ 0 and 1. But, this trend on average Nusselt
number is not observed at Tm ¼ 0:5 because of dual-cell structure due to density
maximum effect. There is no consistent tendency on average heat transfer rate on
increasing the values of amplitude and number of undulations. It can be seen that
increasing the amplitude and number of undulations of the cold wall can increase
the average heat transfer of the heated wall. Increasing the amplitude of the wavy
wall gives more increment on the heat transfer than that of increasing the number of
undulations.

The correlations for the average Nusselt number in the enclosure is derived from
the numerical results obtained over a wide range of parameters. Since three different
types of flow behavior are obtained from this study according to the values of
density inversion parameter, the correlation equations are derived for Tm = 0, 0.5,
and 1.

For Tm = 0,

Nu ¼ �0:4070A2k2 þ 3:3380A2k� 0:00535Ak2 þ 0:4751Akþ 13:1691:

For Tm = 0.5,

Nu ¼ 2:8570A2k2 þ � 16:6388A2k� 0:5999Ak2 þ 3:4972Akþ 25:3279A2

� 4:8930Aþ 0:02140k� 0:1192kþ 3:4924:

For Tm = 1,

Nu ¼ �0:5059A2k2 þ 1:3904A2k� 0:0601Ak2 þ 1:1549Akþ 13:0611:

This is valid only for RaD ¼ 103.
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5 Conclusions

The effects of density inversion and waviness of the wall on free convection of cold
water near its density maximum region in a wavy porous cavity are numerically
investigated. It is observed that the temperature of maximum density leaves strong
effects on fluid flow and heat transfer due to the formation of bi-cellular structure.
The formation of dual-cell structure and strength of each cell always depends on the
density inversion parameter and waviness of the wall. The dual-cell structure
prohibits convection mode of heat transfer across the cavity. The heat transfer rate
behaves nonlinearly with density inversion parameter. The heat transfer rate
increases on increasing the amplitude and number of undulations when the density
maximum plane is at either left or right wall. However, there is no uniform trend on
heat transfer rate on increasing the amplitude and number of undulations when the
density maximum plane is at the middle of the cavity. The waviness of the wall
affects the formation of dual-cell structure in this situation and heat transfer behaves
nonlinearly. That is, the heat transfer rate increases or decrease according to the
number of undulations and amplitude when the density maximum plane is at the
middle of the cavity.
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Convective Mass and Heat Transfer
of a Chemically Reacting Fluid
in a Porous Medium with Cross
Diffusion Effects and Convective
Boundary

M. Bhuvaneswari and S. Sivasankaran

1 Introduction

Free convection flows resulting from combined mass and heat transfers in a porous
medium have been examined extensively owing to a rich spectrum of applications
in engineering and geophysical transport processes. A good number of publications
are established in the literature, (Nield and Bejan 2013; Vafai 2005; Kaviany 1995).
Free convection boundary layer flow in a porous medium is explored under several
conditions (Ferdows et al. 2009; Pal and Mondal 2012; Bhuvaneswari et al. 2012;
Khader and Megahed 2014; Najafabadi and Gorla 2014). In the existence of
chemical reaction, the mass and heat transfer problems are of importance in many
chemical engineering procedures (Chambre and Young 1958; Dass et al. 1994;
Muthucumaraswamy 2003; Prasad et al. 2003; Bhuvaneswari et al. 2009). Chambre
and Young (1958) premeditated chemical reaction on convective flow from a
horizontal plate. Hayat et al. (2015) studied Dufour and Soret effects in convective
flow over a plate with heat source/sink, chemical reaction and porous medium.

It is well acknowledged that the heat transfer characteristics depend on the
thermal boundary conditions imposed on the system. In general, there are four
common heating procedures requiring the wall-to-ambient heat diffusion, viz. wall
temperature (Dirichlet condition), surface heat flux (Neumann condition), conjugate
conditions and Newtonian heating. The consequence of Newtonian heating is
analysed under different conditions on free convection boundary layer flow (Merkin
1994; Lesnic et al. 1999, 2000, 2004; Chaudhary and Jain 2007; Rajesh 2012).
Mahanta and Shaw (2015) investigated the MHD Casson fluid flow over a linearly
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stretching porous sheet with convective boundary. Das et al. (2015) examined the
mass and heat transfers of nanofluid over a heated stretching sheet in a porous
medium with convective boundary. They detected that a rise in the surface con-
vection, thermal radiation, Brownian motion and thermophoretic parameters lead to
a rise in the thermal boundary layer thickness. Uddin et al. (2015) investigated the
thermal radiation and Newtonian heating effects on mass and heat transfers of
nanofluids in a porous medium.

Diffusion of heat affected by concentration gradients, called Dufour effect, and
diffusion of substance affected by thermal gradients, called Soret effect, acquire
very important while concentration and temperature gradients are prominent. Mass
and heat transfers with thermo-diffusion consequence are a content of rigorous
investigation due to extensive presentations (Bhuvaneswari et al. 2011; Khidir and
Sibanda 2014). These include oil reservoirs, isotope separation, multicomponent
melts, geophysics and in combination among gases. Beg et al. (2009) inspected the
magneto-convection mass and heat transfers from a stretching plate to a porous
medium with Dufour and Soret effects. They figured out that the concentration
increases on increasing the Soret parameter and it decreases on increasing the
Dufour parameter. Tsai and Huang (2009) premeditated the effects of Dufour and
Soret on mass and heat transfers of Hiemenz flow.

Nawaz et al. (2012) examined the cross diffusion effects on MHD flow with
Joule heating, viscous dissipation, and chemical reactions. Raman et al. (2012)
premeditated the cross diffusion properties on magneto-convection with chemical
reaction and thermophoresis over a porous stretching surface. They observed that
liquid velocity decreases due to the uniform porosity at the wall surface in the
occurrence of thermophoresis element confession. Pal and Mondal (2013) explored
the impact of cross diffusion effect on MHD mass and heat transfers. They con-
cluded that temperature increases on decreasing the Soret parameter (or increasing
Dufour parameter).

As discussed above, the convective flow, mass and heat transfers over a
stretching plate have been extensively examined. However, the convective flow of
chemically reacting fluid over a stretching surface in a porous medium in the
existence of Dufour and Soret effect with convective boundary condition is not
investigated. So, the present study deals this extensively under different combina-
tion of parameters taken in the study.

2 Mathematical Modelling

The unsteady 2D laminar incompressible convective boundary layer flow, mass and
heat transfers of a viscous fluid over a stretching plate in a porous medium are
considered. Figure 1 describes the coordinate system and physical model of the
problem. The x-axis alongside the surface and y-axis vertical to the plate are con-
sidered. Then, u and v are acquired as the velocity components along x and y direc-
tions, respectively. The fluid is of constant properties and the density variation is
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negligible except in the buoyancy term. TheBoussinesq approximation is valid for the
body force acting on the system, which is the buoyancy force resulting from the
density variation with concentration and temperature. The porous medium is assumed
to be homogeneous, isotropic and in thermal equilibrium with the fluid. Thus, the
Darcy model is implemented to describe the flow through the porous medium. The
porousmedium is generating heat at a uniform rate throughout the system. In addition,
first-order homogeneous chemical reaction, Soret and Dufour effects are considered.

2.1 Governing Equations

Based on the boundary layer assumptions (1968), the equations are given by

ux þ vy ¼ 0 ð1Þ

ut þ uux þ vuy ¼ tuyy � t
~K

� �
uþ gb�ðC � C1Þþ gbðT � T1Þ ð2Þ

Tt þ uTx þ vTy ¼ aTyy þQðT � T1Þþ Dek
cscp

Cyy ð3Þ

Ct þ uCx þ vCy ¼ DCyy � C0ðC � C1Þþ Dek
Tm

Tyy ð4Þ

2.2 Boundary Conditions

The boundary conditions play an important role which dictate the particular solu-
tions to be obtained from the governing equations in all boundary layer problems.
The boundary conditions for the above-said problem are as follows:

Fig. 1 Physical configuration
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u ¼ Uw; v ¼ Vw; C ! Cw; �kTTy ¼ hf ðTf � TÞ at y ¼ 0;

u ! 0; v ! 0; C ! C1; T ! T1; as y ! 1;
ð5Þ

where C is the concentration of the fluid, T is the temperature of the fluid, k is the
thermal conductivity and t (= l/q) kinematic viscosity of fluid, respectively.

3 Similarity Solution

The symmetry of systems, the property of remaining unchanged when certain trans-
formations are performed, has important consequences such as the conservation of
physical quantities. This gives the advantage to simplify when solving the physical
model. The similarity solutions are solutions which depend on certain groupings of the
independent variables, rather than on each variable separately. The use of the word
similar was explained in Evans (1968). For most flows, the shape of velocity profile
varies gradually as x-changes. This means that the manner of increase or decrease of
velocity in the x-direction is the same for all values of y. Since the velocity profiles for
these flows have a similar shape, such boundary layer may be described as similar and
the corresponding solutions to the governing equations as similarity solution.

The similarity variable and other non-dimensional variables are introduced as
follows.

g ¼ y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a
tð1� ctÞ

r
; u ¼ ax

ð1� ctÞ f
0ðgÞ; v ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
av

ð1� ctÞ
r

f ðgÞ;

hðgÞ ¼ T � T1
Tf � T1

; /ðgÞ ¼ C � C1
Cw � C1

;

ð6Þ

where η is the similarity variable. Substituting Eq. (6) into Eqs. (1–5), we attain the
ensuing coupled ODEs with boundary conditions:

f 000 � A f 0 þ 1
2
g f 00

� �
� f 02 þ ff 00 � Kf 0 þGrThþGrc/ ¼ 0 ð7Þ

h00 � Pr A hþ 1
2
gh0

� �
þPrðf h0 � hf 0Þ þPr Df/

00 þPr Sh ¼ 0 ð8Þ

/00 � Scð/f 0 � f/0Þ � Sc A /þ 1
2
g/0

� �
� ScCr/þ Sr Sc h00 ¼ 0 ð9Þ

f ¼ fw; f 0 ¼ 1; / ¼ 1; h0 ¼ �Bið1� hÞ; at g ¼ 0;

f 0 ¼ 0; / ¼ 0; h ¼ 0; as g ! 1;
ð10Þ
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where

Bi ¼ hf
k

ffiffiffi
v
a

r
is the Biot number,

Cr ¼ C0x
Uw

is the chemical reaction parameter,

K ¼ t

c~K
is the permiability parameter,

Df ¼ DmkðCw � C1Þ
cscp Tw � T1ð Þm is the Dufour parameter,

GrT ¼ gbðTx � T1Þx3
t2

is the thermal Grashof number,

Grc ¼ gb�ðCx � C1Þx3
t2

is the solutal Grashof number,

Pr ¼ t
a

is the Prandtl number,

S ¼ Qx
Uw

is the heat generation/absorbtion parameter,

Rex ¼ Uwx
m

is the local Reynolds number,

Sr ¼ DmkðTw � T1Þ
Tma Cw � C1ð Þ is the Soret parameter,

Sc ¼ t
D

is the Schmidt number:

The coupled Eqs. (7–9) cannot get the closed loop solution. Therefore, the
system of equations is explicated numerically by shooting method along with
Runge–Kutta fourth-order technique.

4 Physical Parameters

From the process of numerical calculation, the physical quantities describing the
local skin friction coefficient, Sherwood number and Nusselt number are wall shear
stress, rates of mass and heat transfers. They are given by the expressions

Cf ¼ 2sx
qU21

; Nu ¼ xqx
kðTf � T1Þ ; Sh ¼ xqm

DðCx � C1Þ ; ð11Þ
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where

sx ¼ luy
��
y¼0; qx ¼ �kTy

��
y¼0; qm ¼ �DCy

��
y¼0 ð12Þ

Finally, we get the non-dimensional local skin friction (Cf), Sherwood number
(Sh) and Nusselt number (Nu) as follows:

ffiffiffiffiffiffiffi
Rex

p
Cf

2
¼ �f 00ð0Þ

Shffiffiffiffiffiffiffi
Rex

p ¼ �/0ð0Þ
Nuffiffiffiffiffiffiffi
Rex

p ¼ �h0ð0Þ

ð13Þ

5 Results and Discussion

The consequences of cross diffusion and Newtonian heating on convective heat
transfer and mixed convective flow over a stretching surface in a porous medium
for various values of the pertinent parameter are elaborated in the study. The local
skin friction coefficient, the rates of mass and heat transfers are deliberated in
Table 1 for different values of K, A, Hg, Cr, Df, Sr, Bi and fw with fixed values of
GrT = 1, Grc = 1, Pr = 0.7, Sc = 0.62. The skin friction increases at the surface on
rising the values of the parameters K, A, fw. The skin friction decreases on rising the
values of the parameters Hg, Df, Sr, Bi. The skin friction is high in the absence of
chemical reaction. The rate of heat transfer drops on rising the values of K, Hg, S,
Cr, Df parameters. The heat transfer rate grows on rising the values of the

Table 1 f″(0), −/′(0), −h′(0) with fixed Gc = 1, Gr = 2, Sc = 0.62 and Pr = 0.7

K A Hg Df Sr Cr fw Bi f′′(0) −h′(0) −/′(0)

0 1 0.1 0.5 0.5 1 0.5 1 0.632456 0.424509 1.471390

1 1.050554 0.413908 1.445375

3 1.688202 0.399475 1.410778

5 2.184852 0.389868 1.387949

7 2.601578 0.382883 1.371305

1 0 0.1 0.5 0.5 1 0.5 1 0.599024 0.347485 1.306964

1 1.050554 0.413908 1.445375

3 1.701848 0.491935 1.727436
(continued)
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parameters A, Sr, Bi and fw. By rising the values of the parameters A, Hg, Df, fw, the
mass transfer rate enhances. The rate of mass transfer reduces on rising the values
of the parameters K, Sr, Bi.

The consequence of permeability (K) parameter on the non-dimensional veloc-
ity, concentration and temperature for A = 1.0, Hg = 0.1, Df = 0.5, Sr = 0.5,
Cr = 1.0, fw = 0.5, Bi = 1.0 is shown in Fig. 2. It is noticed that the velocity

Table 1 (continued)

K A Hg Df Sr Cr fw Bi f′′(0) −h′(0) −/′(0)

5 2.166584 0.535188 1.986435

10 3.010141 0.593537 2.532542

1 1 −0.5 0.5 0.5 1 0.5 1 1.129925 0.471649 1.421133

−0.3 1.107140 0.454704 1.428358

0.0 1.066382 0.425146 1.440742

0.3 1.014470 0.388752 1.455587

0.5 0.970682 0.359023 1.467363

1 1 0.1 0 0.5 1 0.5 1 1.227465 0.555485 1.382912

0.5 1.050554 0.413908 1.445375

1 0.868330 0.258531 1.514382

1.5 0.677535 0.084997 1.592360

2 0.474237 −0.11294 1.682823

1 1 0.1 0.5 0 1 0.5 1 1.051686 0.408141 1.492316

0.5 1.050554 0.413908 1.445375

1 1.049692 0.420254 1.394256

1.5 1.049211 0.427327 1.337979

2 1.049275 0.435340 1.275134

1 1 0.1 0.5 0.5 −0.5 0.5 1 1.051102 0.478390 0.939410

−0.3 1.053464 0.467863 1.026314

0 1.054665 0.453593 1.140540

0.3 1.054306 0.440644 1.241672

0.5 1.053545 0.432573 1.303789

1 1 0.1 0.5 0.5 1 −1 1 0.529808 0.365527 1.050848

−0.5 0.664307 0.381677 1.167580

0 0.835495 0.397710 1.298963

0.5 1.050554 0.413908 1.445375

1 1.315323 0.430550 1.606869

1 1 0.1 0.5 0.5 1 0.5 0.1 1.233131 0.066812 1.495919

2 0.964346 0.583488 1.420466

4 0.888864 0.734853 1.398128

6 0.854445 0.804758 1.387780

8 0.834728 0.845048 1.381807
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distribution of the fluid drops on raising the permeability parameter. The temper-
ature and concentration enhance on rising the values of permeability parameter.
Figure 3a–c illustrates the profiles of velocity, concentration and temperature for
diverse values of unsteady parameter. It is detected that the velocity, temperature
and concentration diminish on raising the values of unsteady parameter. Figure 4a–b
displays the distributions of velocity, and temperature profiles for several values of
heat generation parameter. Figure 4a illustrated that the velocity increases on
increasing the internal heat generation parameter (S). There is less effect observed in
the case of heat absorption case than that of heat generation case. Figure 4b depicts
that the heat generation parameter boosts up the temperature inside the boundary
layer and results in thickening the thermal boundary layer. Figure 5a–b shows the
effect of Dufour number on velocity and temperature distributions. The momentum
and thermal boundary layer thicknesses increase on increasing the Dufour number.
The Soret effect on the concentration is illustrated in Fig. 6. The concentration
increases on rising the Soret number. There is no significant effect on velocity and
temperature profiles on increasing the Cr parameter, which is clearly seen in
Fig. 7a–b. It is also ascertained from Fig. 7c that the concentration profiles of the
species decrease on increasing the chemical reaction parameter. Figure 8a–c
illustrates the suction consequence on the profiles of velocity, concentration and
temperature. The momentum, solutal and thermal boundary layer thickness
decrease on enhancing the values of suction parameter. The consequence of Biot
number on of velocity, concentration and temperature is exposed in Fig. 9a–c. The
Biot number enhances the temperature, concentration and velocity.

6 Correlation

The correlation equations are very useful for thermal engineers. Based on the
numerical calculations, the following correlation equations are derived.

f 00 0ð Þ ¼ 0:002K3 � 0:038K2 þ 0:45K
� �þ 0:002A3 � 0:045A2 þ 0:49A

� �� 0:16Hg

� 0:37Df þ 0:0006Sr � 0:005Crþ 0:091fw2 þ 0:39fw
� �þ 0:65

Biþ 1:3
� 0:1

�h0 0ð Þ ¼ �0:005Kþ 0:0004A3 � 0:009A2 þ 0:073A
� �� 0:11Hg

þ �0:035Df 2 � 0:26Df
� �þ 0:014Sr � 0:042Crþ 0:032fw� 1:39

Biþ 1:4
þ 1:1

�/0 0ð Þ ¼ �0:014Kþ �0:003A2 þ 0:15A
� �þ 0:046Hgþ 0:15Df � 0:11Sr

þ �0:056Cr2 þ 0:36Cr
� �þ 0:029fw2 þ 0:28fw

� �� 0:15
Biþ 1:5

þ 0:89
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Fig. 2 Velocity
(a) temperature (b) and
concentration (c) profiles for
different permeability
parameters K with A = 1.0,
Hg = 0.1, Df = 0.5, Sr = 0.5,
Cr = 1.0, fw = 0.5, Bi = 1.0
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Fig. 3 Velocity
(a) temperature (b) and
concentration (c) profiles for
different unsteady parameters
A with K = 1, Hg = 0.1,
Df = 0.5, Sr = 0.5, Cr = 1.0,
fw = 0.5, Bi = 1.0
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Fig. 4 Velocity (a) and temperature (b) profiles for different heat generation parameters Hg with
K = 1, A = 1.0, Df = 0.5, Sr = 0.5, Cr = 1.0, fw = 0.5, Bi = 1.0
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Fig. 5 Velocity (a) and
temperature (b) profiles for
different Dufour parameters
Df with K = 1, A = 1.0,
Hg = 0.1, Sr = 0.5, Cr = 1.0,
fw = 0.5, Bi = 1.0

Fig. 6 Concentration profiles
for different Soret parameters
Sr with K = 1, A = 1.0,
Hg = 0.1, Df = 0.5, Cr = 1.0,
fw = 0.5, Bi = 1.0
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Fig. 7 Velocity (a),
temperature (b) and
concentration (c) profiles for
different chemical reaction
parameters Cr with K = 1,
A = 1.0, Hg = 0.1, Df = 0.5,
Sr = 0.5, fw = 0.5, Bi = 1.0
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Fig. 8 Velocity (a),
temperature (b) and
concentration (c) profiles for
different suction/injection
parameters with K = 1, A = 1,
Hg = 0.1, Df = 0.5, Sr = 0.5,
Cr = 1, Bi = 1
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Fig. 9 Velocity (a),
temperature (b) and
concentration (c) profiles for
different Biot number Bi with
K = 1, A = 1, Hg = 0.1,
Df = 0.5, Sr = 0.5, Cr = 1,
fw = 0.5
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7 Conclusions

This chapter analyses the Soret and Dufour effects and Newtonian heating on
convective flow, mass and heat transfers characteristics of viscous chemically
reacting fluid over a stretching surface in a porous medium. The similarity trans-
formation is employed to get the non-dimensional ordinary differential equations
from the governing system of partial differential equations. Then, equations are
numerically explicated by shooting method and Runge–Kutta fourth-order tech-
nique. The following implications are obtained from the results of this content. The
chemical reaction enriches the rate of mass transfer and it diminishes the rate of heat
transfer. The rate of heat transfer enhances on raising the values of Biot number,
but, the mass transfer and skin friction decrease on increasing the Biot number. The
physical quantities are boosted up with the suction of fluid. It is also remarked that
the Dufour parameter enriches the mass transfer and the Soret effect enriches the
heat transfer rate.

References

Beg OA, Bakier AY, Prasad VR (2009) Numerical study of free convection magnetohydrody-
namic heat and mass transfer from a stretching surface to a saturated porous medium with Soret
and Dufour effects. Comput Mater Sci 46:57–65

Bhuvaneswari M, Sivasankaran S, Ferdows M (2009) Lie group analysis of natural convection
heat and mass transfer in an inclined surface with chemical reaction. Non-Linear Anal Hybrid
Syst 3(4):536–542

Bhuvaneswari M, Sivasankaran S, Kim YJ (2011) Numerical study on double diffusive mixed
convection in a two-sided lid driven cavity with Soret effect. Numer Heat Transf A 59:543–560

Bhuvaneswari M, Sivasankaran S, Kim YJ (2012) Lie group analysis of radiation natural
convection flow over an inclined surface in a porous medium with internal heat generation.
J Porous Media 15(12):1155–1164

Chambre PL, Young JD (1958) On the diffusion of a chemically reactive species in a laminar
boundary layer flow. Phys Fluids 1:48–54

Chaudhary RC, Jain P (2007) An exact solution to the unsteady free-convection boundary-layer
flow past an impulsively started vertical surface with Newtonian heating. J Eng Phys
Thermophys 80:954–960

Das K, Duari PR, Kundu PK (2015) Numerical simulation of nanofluid flow with convective
boundary condition. J Egypt Math Soc 23:435–439

Dass UN, Deka RK, Soundalgekar VM (1994) Effects of mass transfer on flow past an impulsively
started infinite vertical plate with constant heat flux and chemical reaction. Forschung im
Ingenieurwsen 60:284–287

Evans HL (1968) Laminar boundary layer theory. Addison-Wesley Publishing Company, Boton
Ferdows M, Kaino K, Sivasankaran S (2009) Free convection flow in an inclined porous surface.

J Porous Media 12(10):997–1003
Hayat T, Muhammad T, Shehzad SA, Alsaedi A (2015) Soret and Dufour effects in

three-dimensional flow over an exponentially stretching surface with porous medium, chemical
reaction and heat source/sink. Int J Numer Meth Heat Fluid Flow 25(4):762–781

Kaviany M (1995) Principles of heat transfer in porous media, 2nd edn. Springer, New York, USA

340 M. Bhuvaneswari and S. Sivasankaran



Khader MM, Megahed AM (2014) Effect of viscous dissipation on the boundary layer flow and heat
transfer past a permeable stretching surface embedded in a porous medium with a second-order
slip using Chebyshev finite difference method. Transp Porous Media 105:487–501

Khidir AA, Sibanda P (2014) Effect of temperature-dependent viscosity on MHD mixed
convective flow from an exponentially stretching surface in porous media with cross-diffusion.
Spec Top Rev Porous Media—An Int J 5(2):157–170

Lesnic D, Ingham DB, Pop I (1999) Free convection boundary-layer flow along a vertical surface
in a porous medium with Newtonian Heating. Int J Heat Mass Transf 42:2621–2627

Lesnic D, Ingham DB, Pop I (2000) Free convection from a horizontal surface in a porous medium
with Newtonian heating. J Porous Media 3:227–235

Lesnic D, Ingham DB, Pop I, Storr C (2004) Free convection boundary-layer flow above a nearly
horizontal surface in a porous medium with Newtonian heating. Heat Mass Transf 40:665–672

Mahanta G, Shaw S (2015) 3D Casson fluid flow past a porous linearly stretching sheet with
convective boundary condition. Alexandria Eng J 54:653–659

Merkin JH (1994) Natural-convection boundary-layer flow on a vertical surface with Newtonian
Heating. Int J Heat Fluid Flow 15:392–398

Muthucumaraswamy R (2003) Effects of chemical reaction on moving isothermal vertical plate
with variable mass diffusion. Theoret Appl Mech 30(3):209–220

Najafabadi MM, Gorla RSR (2014) Mixed convection MHD heat and mass transfer over a
nonlinear stretching vertical surface in a non-Darcian porous medium. J Porous Media 17(6):
521–535

Nawaz M, Hayat T, Alsaedi A (2012) Dufour and Soret effects on MHD flow of viscous
fluid between radially stretching sheets in porous medium. Appl Math Mech (English Edition)
33(11):1403–1418

Nield DA, Bejan A (2013) Convection in porous media, 4th edn. Springer, New York, USA
Pal D, Mondal H (2012) MHD non-Darcy mixed convective diffusion of species over a stretching

sheet embedded in a porous medium with non-uniform heat source/sink, variable viscosity and
Soret effect. Commun Nonlinear Sci Numer Simul 17:672–684

Pal D, Mondal H (2013) Influence of Soret and Dufour on MHD buoyancy-driven heat and mass
transfer over a stretching sheet in porous media with temperature-dependent viscosity. Nucl
Eng Des 256:350–357

Prasad KV, Abel S, Datti PS (2003) Diffusion of chemically reactive species of a non-Newtonian
fluid immersed in a porous medium over a stretching sheet. Int J Non-Linear Mech 38:651–657

Rajesh V (2012) Effects of mass transfer on flow past an impulsively started infinite vertical plate
with Newtonian heating and chemical reaction. J Eng Phys Thermophys 85(1):221–228

Raman NS, Prabhu KKS, Kandasamy R (2012) Soret and Dufour effects on MHD free convective
heat and mass transfer with thermophoresis and chemical reaction over a porous stretching
surface. J Appl Mech Tech Phys 53(6):871–879

Tsai R, Huang JS (2009) Heat and mass transfer for Soret and Dufour’s effects on Hiemenz flow
through porous medium onto a stretching surface. Int J Heat Mass Transf 52:2399–2406

Uddin MJ, Beg OA, Khan WA, Ismail AI (2015) Effect of Newtonian heating and thermal
radiation on heat and mass transfer of nanofluids over a stretching sheet in porous media. Heat
Transf Asian Res 44(8):681–695

Vafai K (2005) Handbook of porous media, 2nd edn. CRC Press, Taylor and Francis, USA

Convective Mass and Heat Transfer of a Chemically Reacting … 341



Local Non-similar Solution of Induced
Magnetic Boundary Layer Flow
with Radiative Heat Flux

M. Ferdows and Sakawat Hossain

1 Introduction

The study of the flow and heat transfer problem of a viscous incompressible fluid on
a plane surface moving in an ambient fluid is important in several engineering
processes such as materials manufactured by extrusion processes, heat-treated
materials traveling between a feed roll and a wind-up roll or on a conveyer belt. The
foundations for the appreciation of the behavior of viscous, incompressible, elec-
trically conducting fluid in boundary layer were first given by Greenspan and
Carrier (1959) in the presence of a symmetrically oriented semi-infinite flat plate.
They found the solution using Fourier transformation together with asymptotic
analysis and claim that the velocity gradient at the plate approaches zero due to
increase in the applied magnetic field intensity. Free convection heat transfer with
radiation effect over the isothermal stretching sheet and a flat sheet near the stag-
nation point has been investigated by Ghaly and Elbarbary (2002). Hossain and
Takhar (2009) studied the radiation effects on mixed convection along a vertical
plate with uniform surface temperature. Cortell (2007) studied the effects of viscous
dissipation and radiation on the thermal boundary layer over a nonlinearly
stretching sheet. Magnetohydrodynamic-free convection flow of gas past a
semi-infinite vertical plate with variable thermophysical properties has been solved
by Aboeldahab and Gendy (2002) for high temperature difference numerically
using shooting method. The steady laminar incompressible flow of a viscous
electrically conducting fluid with constant properties past a semi-infinite flat plate
with aligned magnetic field, without heat transfer, has been studied by Glauert
(1961) and Gribben (1965).
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The boundary layer flow due to a stretching vertical surface in a quiescent
viscous and incompressible fluid when the buoyancy forces are taken into account
has been considered by Chen (2000). The study carried out in this paper deals only
with steady-state flow, but the flow and thermal fields may be unsteady due to either
impulsive stretching of the surface or external stream and sudden changes in the
surface temperature. Davies (1963) has examined the fact that the boundary layer
thickness and drag coefficient diminishes steadily as magnetic force parameter
S increases. The rate of heat transfer is decreased with the increasing of magnetic
force parameter S and the magnetic field and thermal boundary layer thicknesses
increases were discussed by Tan and Wang (1967). The radiation effects on
magnetohydrodynamic-free convection flow have been considered by Chen (2008).
Dandapat and Gupta (2005) extended the problem to study heat transfer and Datti
et al. (2005) analyzed the problem over a non-isothermal stretching sheet. Lok et al.
(2007) investigated the non-orthogonal stagnation point for Newtonian and
non-Newtonian flows toward a stretching sheet. Numerical solutions of the simi-
larity equation were obtained in detail. They found that the position of stagnation
point depends on stretching sheet parameter and angle of incidence. The MHD
boundary layer flow over a continuously moving plate for a micropolar fluid has
been studied by Rahman and Sattar (2006) and Raptis (1998). The steady flow over
a continuous moving surface with a magnetic field has been studied by Vajravelu
and Hadjinicolaou (1997) and Ali and Al-Yousef (1998). The unsteady boundary
layer flow over a stationary semi-infinite flat plate in the presence of magnetic field
has been studied by Pop and Na (1998). Zueco and Ahmed (2010) carried out the
numerical solution of the mixed convection MHD flow past a vertical porous plate.
Magnetohydrodynamic stagnation point flow toward stretching sheet has been
studied by Mahapatra and Gupta (2002).

The case of the MHD stagnation point flow and electrically conducting fluid in
the presence of a transverse magnetic field by taking an induced magnetic field has
been studied by Mahapatra and Gupta (2004). MHD stagnation point flow and heat
transfer toward stretching sheet with induced magnetic field have been studied by
Ali et al. (2011). The temperature distribution in the flow over a linearly stretching
sheet with uniform surface heat flux has been studied by Dutta et al. (1985). Grubka
and Bobba (1985) have analyzed the effects of linear surface stretching and variable
surface temperature. Fluid flow and mixed convection transport from a moving
plate in rolling and extrusion processes have been studied by Karwe and Jaluria
(1988). Chen and Strobel (1980) have dealt with the problem of combined force and
free convection in boundary layers adjacent to a continuous horizontal sheet
maintained at a constant temperature and moving with a constant velocity. Ingham
(1986) has investigated the existence of the solutions for the free convection
boundary layer flow near a continuously moving vertical plate with temperature
inversely proportional to the distance up the plate. Ali and Al-Yousef (1998) have
recently investigated the problem of laminar mixed convection adjacent to a uni-
formly moving vertical plate with suction or injection. Several studies have been
reported on induced magnetic effects on boundary layer flow and heat transfer
(Ferdows et al. 2014).
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In the present study, we consider the velocity exponent parameter (P), the wall
temperature exponent parameter (m), Prandtl number (Pr), the reciprocal magnetic
Prandtl number ðkÞ, the thermal radiation (N), and buoyancy force parameters,
respectively, to extend the study of Nazar and Chen (2011). Numerical solutions of
the problem are found by applying Local Non-Similarity method (LNS).

2 Mathematical Formulation

The induced magnetic field is accounted due to large Reynolds number. The effect
of the induced magnetic field component H = (H1, H2) considered here is as that of
Chen (2008). The geometry of the flow is shown in Fig. 1.

The fundamental equations of 2-D steady incompressible, laminar flow are given
below Ferdows et al. (2014), Beg et al. (2009):

Continuity equations:

@u
@x

þ @v
@y

¼ 0 ð1Þ

@H1

@x
þ @H2

@y
¼ 0 ð2Þ

Momentum equation:

u
@u
@x

þ v
@u
@y

� l
4pq

H1
@H1

@x
þH2

@H1

@y

� �
¼ m

@2u
@y2

þ ue
due
dx

� lHe

4pq
dHe

dx

� �
ð3Þ

Y
2)

e ,H=He Boundary Layer edge

(v , H

u=u

(u ,H1)

O Surface , u=uw ,H=H0                     x

Fig. 1 Schematics of
considered geometry

Local Non-similar Solution of Induced Magnetic … 345



Induction equation:

u
@H1

@x
þ v

@H1

@y
� H1

@u
@x

� H2
@u
@y

¼ le
@2H1

@y2
ð4Þ

Energy equation:

u
@T
@x

þ v
@T
@y

¼ a
@2T
@y2

� @qr
@y

ð5Þ

where x and y are the Cartesian coordinates along the stretching surface and normal
to it, respectively. Here u and v are the velocity components along x and y. H1 and
H2 are the magnetic components along x and y, ue and He are the x-velocity and x-
magnetic field at the edge of the boundary layer, m is the kinematic viscosity, q is
the density and l dynamic viscosity, a ¼ k

qcp
is the thermal diffusivity, k is the

thermal conductivity of the fluid, cp is the specific heat at constant pressure, and qr
is the radiative heat flux. From Rosseland approximation, the following expression
can be assigned to radiative heat flux qr:

qr ¼ � 4r
3k

@T4

@y
ð6Þ

where

r Stefan–Boltzmann constant,
k Rosseland mean absorption coefficient.

Assume that the temperature differences within the flow are sufficiently small
such that T4 can be expressed in a Taylor series about the free steam temperature
T1 and then neglecting higher order terms as

T4 � 4T3
1T � 3T4

1 ð7Þ

Using (6) and (7) in the last term of Eq. (5), we obtain

@qr
@y

¼ � 16r1T3
1

3k1

@2T
@y2

ð8Þ

Introducing qr in (5), we obtain the following governing boundary layer
equations:
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Continuity equations:

@u
@x

þ @v
@y

¼ 0 ð9Þ

@H1

@x
þ @H2

@y
¼ 0 ð10Þ

Momentum equation:

u
@u
@x

þ v
@u
@y

� l
4pq

H1
@H1

@x
þH2

@H1

@y

� �
¼ m

@2u
@y2

þ ue
due
dx

� lHe

4pq
dHe

dx

� �
ð11Þ

Induction equation:

u
@H1

@x
þ v

@H1

@y
� H1

@u
@x

� H2
@u
@y

¼ le
@2H1

@y2
ð12Þ

Energy equation:

u
@T
@x

þ v
@T
@y

¼ a
@2T
@y2

þ 16r1T3
1

3k1

@2T
@y2

ð13Þ

The appropriate boundary conditions are

u ¼ uwðxÞ ¼ CxP; v ¼ 0; @H1
@y ¼ H2 ¼ 0;

qwðxÞ ¼ Bxm at y ¼ 0
u ¼ ueðxÞ ¼ DxP; H1 ¼ HeðxÞ ¼ H0xP

T ¼ T1 as y ! 1

9>>=
>>;

ð14Þ

where C, D, and B are the positive constants, H0 is the uniform magnetic field at the
infinity upstream, P is the velocity exponent parameter, k is the temperature
exponent parameter, Tw is the wall temperature, and T1 is the ambient temperature.

3 Mathematical Analysis

To transform the system of governing equations into dimensionless equations, we
now introduce the following dimensionless variables (Chen 2000; Ali et al. 2011):
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g ¼ y
x
Rexð Þ12

n ¼ Grx Cosg
Rexð Þ52

Rex ¼
uw
m
x

wðx; yÞ ¼ m Rexð Þ12f ðn; gÞ

/ ¼ He
mx
uw

� �1
2

gðn; gÞ

Grx ¼ gbqwðxÞx4
km2

T4 ¼ 4T3
1T � 3T4

1

hðn; gÞ ¼ T � T1ð Þ Rexð Þ12
xqwðxÞ=k

ð�Þ

where w is the stream function, g is the dimensionless distance normal to the sheet,
n is the buoyancy force parameter, f is the dimensionless stream function, and h is
the dimensionless fluid temperature.

From the above transformations, the non-similar, nonlinear coupled differential
Eqs. (9)–(13) become

f 000 � pf 02 þ pþ 1
2

ff 00 þ cd2pþ b g02p� pþ 1
2

� �
gg00 � p

� �

¼ m� 5p
2

þ 3
2

� �
n f 0

@f 0

@n

�
� f 00

@f
@n

þ b g00
@g
@n

� g0
@g0

@n

� �� ð15Þ

kg000 þ pþ 1
2

g00f � pþ 1
2

f 00g

¼ m� 5p
2

þ 3
2

� �
n f 0

@g0

@n
� g0

@f 0

@n
� g00

@f
@n

þ f 00
@g
@n

� � ð16Þ

1
Pr

1þ 4
3
N

� �
h00 � m� ðp� 1Þ

2

� �
f 0hþ pþ 1

2
f h0

¼ m� 5p
2

þ 3
2

� �
n f 0

@h
@n

� h0
@f
@n

� � ð17Þ

The non-similar boundary conditions transform to

f ðn; 0Þ ¼ 0; f 0ðn; 0Þ ¼ 1; gðn; 0Þ ¼ 0;
g00ðn; 0Þ ¼ 0; h0ðn; 0Þ ¼ �1
f 0ðn;1Þ ¼ d; g0ðn;1Þ ¼ 1; hðn;1Þ ¼ 0

9=
; ð18Þ
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where b ¼ l
4pq

Ho
C

� 	2
is the magnetic force parameter.

cd ¼ D
C

is a constant.

k ¼ ue
t is the reciprocal magnetic Prandtl number.

Pr ¼ t
a is the Prandtl number.

N ¼ 4rT3
1

ka


 �
is the radiation.

3.1 Local Non-similarity Method

In the local non-similarity method, all the terms in the transformed equations are
retained, with the n derivatives considering the following transformation:

@f
@n

¼ G1ðn; gÞ;
@g
@n

¼ G2ðn; gÞ;
@h
@n

¼ G3ðn; gÞ;

These presents three additional unknown functions, and therefore it is necessary
to deduce three further equations to determine G1ðn; gÞ, G2ðn; gÞ, and G3ðn; gÞ.
Now, we differentiate the transformed equations with respect to n to create the
subsidiary equations. The subsidiary equations for G1ðn; gÞ, G2ðn; gÞ, G3ðn; gÞ
contain the terms @G1

@n ,
@G2
@n ,

@G3
@n , and their g derivatives. When these terms are

ignored, the systems of equations for f ðn; gÞ, gðn; gÞ, hðn; gÞ, G1ðn; gÞ, G2ðn; gÞ,
and G3ðn; gÞ reduce to a system of ordinary differential equations. This form of
local non-similarity method is referred to as the second level of truncation, because
approximations are by dropping terms in the second-level equation. It is expected
that the accuracy of the local non-similarity results will depend upon the truncation
level. The equations valid up to second level of truncations are given below.

Now the transformed equations are

f 000 � pf 02 þ pþ 1
2

ff 00 þ cd2pþ b g02p� pþ 1
2

� �
gg00 � p

� �

¼ m� 5p
2

þ 3
2

� �
n f 0G0

1

� �f 00G1 þ b g00G2 � g0G0
2

 ��

kg000 þ pþ 1
2

g00f � pþ 1
2

f 00g ¼ m� 5p
2

þ 3
2

� �
n f 0G0

2 � g0G0
1 � g00G1 þ f 00G2

� �
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1
Pr

1þ 4
3
N

� �
h00 � m� p� 1ð Þ

2

� �
f 0hþ pþ 1

2
f h0

¼ m� 5p
2

þ 3
2

� �
n f 0G3 � h0G1½ �

G000
1 � 2pf 0G0

1 þ
pþ 1
2

G1f
00 þ fG00

1

� 	þ b 2g0G0
2p�

pþ 1
2

G2g
00 þ gG00

2

� 	� �
¼ m� 5p

2
þ 3

2

� �

f 0G0
1 � f 00G1 � bG0

2g
0 þ bG2g

00 �þ n G0
1

� 	2�G00
1G1 � b G0

2

� 	2 þ bG2G
00
2

n oh i

ð19Þ

cG000
2 þ pþ 1

2
G1g

00 þ fG00
2

� 	� pþ 1
2

G2f
00 þ gG00

1

� 	

¼ m� 5p
2

þ 3
2

� �
G0

2f
0 � G

0
1g

0 � G0
1g

00
hn

þG2f
00g þ n G2G

00
1 � G1G

00
2

 ��

ð20Þ

1þ 4
3
N

� �
G00

3 þ pr
pþ 1
2

fG0
3 þG1h

0� 	� m� ðp� 1Þ
2

� �
G3f 0 þ hG0

1

� 	� �

¼ pr m� 5p
2

�
þ 3

2

�
G3f

0 � G1h
0f gþ n G3G

0
1 � G1G

0
3

 �� � ð21Þ

The boundary conditions are

G1ðn; 0Þ ¼ 0; G0
1ðn; 0Þ ¼ 0 f ðn; 0Þ ¼ 0; f 0ðn; 0Þ ¼ 1;

G0
1ðn;1Þ ¼ 0; G0

2ðn; 0Þ ¼ 0 gðn; 0Þ ¼ 0; g00ðn; 0Þ ¼ 0
G0

2ðn;1Þ ¼ 0; G3ðn; 0Þ ¼ 0 h0ðn; 0Þ ¼ �1; f 0ðn;1Þ ¼ cd
G00

2ðn; 0Þ ¼ 0; G3ðn;1Þ ¼ 0 g0ðn;1Þ ¼ 1; hðn;1Þ ¼ 0

9>>=
>>;

ð22Þ

The non-similarity solutions are obtained by solving together the boundary layer
Eqs. (15)–(18) and the auxiliary system (19)–(22). At every grid point, the iteration
process continues until the convergence criterion for all the variables, 10−6, is
achieved.

4 Results and Discussion

4.1 Flow Profiles

We numerically solve the system of partial differential equations, as mentioned in
the previous chapter. Now in order to discuss the results, we solve the problem for
different values of the parameters such as Prandtl number Pr, reciprocal of magnetic
Prandtl number k, magnetic force parameter b, radiation parameter N, velocity
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exponent component p, the wall heat flux exponent parameter m, and carry out the
discussion how these parameters do effect the velocity and temperature of the flow
field. We also sketch the graph of different profiles to show the effect of mentioned
parameter on each profile.

Figure 2a shows the effect of constant cd and also the buoyancy force parameter
n on the velocity profile. We observe that as the value of the constant cd increases,
the corresponding velocity profile increases and when the buoyancy force param-
eter n increases, the velocity profile increases.

(a)

(c) (d)

(e)

(b)

Fig. 2 a Effect of cd on f 0 profile. b Effect of cd on g profile. c Effect of cd on g0 profile, d Effect
of cd on h profile, e Effect of cd on h0 profile
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Figure 2b–c shows the effect of constant cd and also the effect of buoyancy force
parameter n on the g and g0 profile, respectively. We observe from Fig. 2b that as
the values of the constant cd and the buoyancy force parameter n increase, the
corresponding g0 profile increases. Also, we observe from Fig. 2c that the values of
the constant cd and the buoyancy force parameter n increase, the corresponding g0

profile increases.
Figure 2d–e shows the effect of constant cd on the temperature profiles. We

observe from Fig. 2d that as the value of the constant cd increases, the corre-
sponding temperature profile increases and when the buoyancy force parameter n
increases, temperature profile increases. Figure 2e shows that in the increase of the
constant cd the h profile increases and in the increase of buoyancy force parameter
n, the h0 profile also increases.

Figure 3a–b shows the effect of Prandtl number parameter pr and also the
buoyancy force parameter n on the velocity profile f 0 and g profile, respectively. We
observe from both figures that as the value of the Prandtl number parameter pr
increases, both the f 0 and g profile increase. When buoyancy force parameter n
increases, the corresponding f 0 profile increases, and when it increases, the corre-
sponding g profile increases.

Figure 3c–d shows the effect of Prandtl number parameter pr and also the
buoyancy force parameter n on the profile g′ and the temperature profile h,
respectively. We observe from both figures that as the value of the Prandtl number
parameter pr increases, both the g0 and h profiles increase. When buoyancy force
parameter n increases, there is no change in the corresponding g0 profile and the
corresponding h profile.

Figure 3e shows the effect of Prandtl number parameter pr and also the buoy-
ancy force parameter n on profile h0 profile. We observe that as the value of the
Prandtl number parameter pr increases, the h0 profile increases. When buoyancy
force parameter n increases, there is no effect on the corresponding the h0 profile.

Figure 4a shows the effect of Prandtl number parameter pr and also the buoy-
ancy force parameter n on the velocity profile f 0. Also, we observe that there is no
effect of Prandtl number Pr and the buoyancy force n on the velocity profile f 0.

Figure 4b–c shows the effect of radiation parameter N and also the buoyancy
force parameter n on the profile g and g0 profile, respectively. We observe that as
the value of the radiation parameter N increases, both the g and g0 profiles decrease.
As the buoyancy force parameter n increases, both the g profile and the g0 profiles
decrease.

Figure 4d–e shows the effect of radiation parameter N and also the buoyancy
force parameter n on the profile h and h0 profile, respectively. We observe from
Fig. 4d that as the value of the radiation parameter N increases, the h profile
increases and from Fig. 4e that as the value of the radiation parameter N increases,
the h0 profile decreases. As the buoyancy force parameter n increases, there is no
change in the profile h and the profile h0.

Figure 5a–b shows the effect of reciprocal magnetic Prandtl number k and also
the buoyancy force parameter n on the profile f 0 and g profile, respectively. We
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observe from Fig. 5a that as the values of reciprocal magnetic Prandtl number k and
the buoyancy force parameter n increase, there is no change in the velocity profile f 0

and from Fig. 5b that as the value f 0 increases, the g profile decreases. As the
buoyancy force parameter n increases, the g profile increases.

Figure 5c–d shows the effect of reciprocal magnetic Prandtl number k and also
the buoyancy force parameter n on the profile g0 and h profile, respectively. We
observe from Fig. 5c that as the value of reciprocal magnetic Prandtl number k
increases, the g0 profile decreases and as the buoyancy force parameter n increases,
the g0 profile decreases. We observe from Fig. 5d that as the values of reciprocal

(a)

(c) (d)

(e)

(b)

Fig. 3 a Effect of Prandtl number pr on f 0 profile. b Effect of Prandtl number pr on g profile.
c Effect of Prandtl number pr on g0 profile. d Effect of Prandtl number pr on h profile. e Effect of
Prandtl number pr on h0 profile
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magnetic Prandtl number k and the buoyancy force parameter n increase, there is no
change in the profile h.

Figure 5e shows the effect of reciprocal magnetic Prandtl number k and also the
buoyancy force parameter n on the h0 profile. We observe that as the value of
reciprocal magnetic Prandtl number k increases, there is no change in the h0 profile.

Figure 6a shows the effect of magnetic force parameter b and also the buoyancy
force parameter n on f 0 profile. We observe that as the values of magnetic force
parameter b and the buoyancy force parameter n increase, f 0 profile increases and
decreases, respectively.

(a)

(c) (d)

(e)

(b)

Fig. 4 a Effect of thermal radiation parameter N on f 0 profile. b Effect of thermal radiation
parameter N on g profile. c Effect of thermal radiation parameter N on h profile. d Effect of thermal
radiation parameter N on h profile. e Effect of thermal radiation parameter N on h0 profile
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Figure 6b–c shows the effect of magnetic force parameter b and buoyancy force
parameter n on the g0 and h profiles, respectively. We observe from Fig. 6b that as
the values of the magnetic force parameter b and the buoyancy force parameter n
increase, the corresponding g0 profile decreases and increases, respectively. Also,
we observe from Fig. 6c that as the values of the magnetic force parameter b and
the buoyancy force parameter n increase, the corresponding h profile increases and
decreases, respectively.

Figure 6d shows the effect of reciprocal magnetic Prandtl number k and also the
buoyancy force parameter n on the h0 profile. We observe that as the value of

(a) (b)

(c) (d)

(e)

Fig. 5 a Effect of reciprocal magnetic Prandtl number k on g profile. b Effect of reciprocal
magnetic Prandtl number k on g profile. c Effect of reciprocal magnetic Prandtl number k on g0

profile. d Effect of reciprocal magnetic Prandtl number k on h profile. e Effect of reciprocal
magnetic Prandtl number k on h0 profile
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magnetic force parameter b increases, h0 profile decreases and as the buoyancy
force parameter n increases, h0 profile increases.

Figure 7a shows the effect of velocity exponent parameter p and also the
buoyancy force parameter n on f 0 profile. We observe that as the values of velocity
exponent parameter p and the buoyancy force parameter n increase, f 0 profile
increases and decreases, respectively.

Figure 7b–c shows the effect of velocity exponent parameter p and also the effect
of buoyancy force parameter n on the g and g0 profiles, respectively. We observe
from Fig. 7b that as the values of the velocity exponent parameter p and the
buoyancy force parameter n increase, the corresponding g profile increases and
decreases, respectively. Also, we observe from Fig. 7c that as the values of the
velocity exponent parameter p and the buoyancy force parameter n increase, the
corresponding g0 profile increases and decreases, respectively.

Figure 7d–e shows the effect of velocity exponent parameter p and also the effect
of buoyancy force parameter n on the h and h0 profiles, respectively. We observe
from Fig. 7d that as the value of the velocity exponent parameter p increases, the
corresponding h profile decreases and there is no effect of buoyancy force parameter
n. Also, we observe from Fig. 7e that as the value of the velocity exponent
parameter p increases, the corresponding g0 profile decreases when g\2:0 and
decreases when g[ 2:0, and there is also no effect of buoyancy force parameter n.

(a) (b)

(c) (d)

Fig. 6 a Effect of magnetic force parameter b on f 0 profile. b Effect of magnetic force parameter b
on g0 profile. c Effect of magnetic force parameter b on h profile. d Effect of magnetic force
parameter b on h0 profile
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Figure 8a–b shows the effect of wall heat flux exponent parameter m and also the
effect of buoyancy force parameter n on the f 0 and g profiles, respectively. We
observe from Fig. 8a that there is no effect of wall heat flux exponent parameter
m and the buoyancy force parameter n on the f 0 profile. Also, we observe from
Fig. 8b that there is no effect of wall heat flux exponent parameter m and the
buoyancy force parameter n on the g profile.

(a) (b)

(c) (d)

(e)

Fig. 7 a Effect of velocity exponent parameter p on f 0 profile. b Effect of velocity exponent
parameter p on g profile. c Effect of velocity exponent parameter p on g0 profile. d Effect of
velocity exponent parameter p on h profile. e Effect of velocity exponent parameter p on h0 profile
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Figure 8c–d shows the effect of wall heat flux exponent parameter m and also the
effect of buoyancy force parameter n on the f 0 and g profiles, respectively. We
observe from Fig. 8c that there is no effect of wall heat flux exponent parameter
m and the buoyancy force parameter n on the g0 profile. Also, we observe from
Fig. 8d that as the values of the wall heat flux exponent parameter m and the
buoyancy force parameter n increase, the corresponding h profile decreases.

(a) (b)

(c) (d)

(e)

Fig. 8 a Effect of the wall heat flux exponent parameter m on f 0 profile. b Effect of temperature
exponent parameter m on g profile. c Effect of the wall heat flux exponent parameter m on g0

profile. d Effect of the wall heat flux exponent parameter m on h profile. e Effect of the wall heat
flux exponent parameter m on h0 profile
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Figure 8e shows the effect of wall heat flux exponent parameter m and also the
effect of buoyancy force parameter n on the h0 profile. We observe that as the value
of the wall heat flux exponent parameter m increases, the h0 profile increases and
also with the increase of the buoyancy force parameter n, the h0 profile increases.

4.2 Physical Parameters

The skin friction coefficient ( Cfx):
The skin friction coefficient Cf

� 	
and local Nusselt number Nuxð Þ are significant in

the engineering field. These parameters refer to the wall shear stress and local wall
heat transfer rate, respectively.

From equation (*), we have

@u
@y

¼ mg3x
y3

f 00ðn; gÞ

Wall shear stress is given by

sx ¼ l
@u
@y

� �
y¼0

¼ l
mg3x
y3

f 00ðn; 0Þ ¼ l
mg3x3

x2y3
f 00ðn; 0Þ

¼ l
m
x2

Rexð Þ32f 00ðn; 0Þ

Cfx ¼ sx
qu2w=2

¼ 2sx

qx2 Rexð Þ2
x2

f 00ðn; 0Þ ¼ 2lm Rexð Þ32
qx2m2 Rexð Þ2

x2

f 00ðn; 0Þ

¼ l Rexð Þ32
qm Rexð Þ2 2f

00ðn; 0Þ ¼ qm Rexð Þ�1
2

qm
2f 00ðn; 0Þ

)Cfx Rexð Þ12¼ 2f 00ðn; gÞ
The local Nusselt number (Nux):
Again from Newton’s law of cooling, we have

qw ¼ h T � T1ð Þ
h ¼ qw= T � T1ð Þ

where h is the heat transfer coefficient.
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Hence, the local Nusselt number Nux is given by

Nux ¼ hx
k
¼ qwx

T � T1ð Þk ¼
qwx

hðn;0Þqwx
Rexð Þ12k

k
¼ Rexð Þ12

hðn; 0Þ

) Nux Rexð Þ�1
2 ¼ 1=hðn; 0Þ:

We observe the following physical parameters results from our model.
Figure 9a shows the effect of reciprocal of magnetic Prandtl number k on skin

friction coefficient and also the effect of buoyancy force parameter n on skin friction

coefficient CfxðRexÞ
1
2. Figure 9b is constructed to explain the effects of the reciprocal

of magnetic Prandtl number k and the buoyancy force parameter n on the local

(a)

(b)

Fig. 9 a Effect of reciprocal of magnetic Prandtl number k on skin friction coefficient. b Effect of
the reciprocal of magnetic Prandtl number k on local Nusselt number

360 M. Ferdows and S. Hossain



Nusselt number. The skin friction coefficient, CfxðRexÞ
1
2, is presented as a function of

n at various values of k. From Fig. 9a, we see that the skin friction coefficient
increases as the buoyancy force parameter n and the reciprocal of magnetic Prandtl
number k increase, and from Fig. 9b for the increase of the value of k the local
Nusselt number decreases.

Figure 10a shows the effect of magnetic force parameter b and also the effect of

buoyancy force parameter n on the skin friction coefficient CfxðRexÞ
1
2. Figure 10b is

constructed to explain the effects of the magnetic force parameter b and the

(a)

(b)

Fig. 10 a Effect of magnetic force parameter b on skin friction coefficient. b Effect of magnetic
force parameter b on local Nusselt number
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buoyancy force parameter n on the local Nusselt number, NuxðRexÞ�
1
2. From

Fig. 10a, we see that the skin friction coefficient increases as the buoyancy force
parameter n increases for a given b and for the increase of the value of b, the skin
friction coefficient decreases. From Fig. 10b, we see that the local Nusselt number
increases rapidly as the buoyancy force parameter n increases for a given b and for
the increase of the value of b, the s local Nusselt number increases.

Figure 11a shows the effect of velocity exponent parameter p and also the effect

of buoyancy force parameter n on the skin friction coefficient CfxðRexÞ
1
2. Figure 11b

(a)

(b)

Fig. 11 a Effect of velocity exponent parameter p on the skin friction coefficient. b Effect of
velocity exponent parameter p on the local Nusselt number
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is constructed to explain the effects of the velocity exponent parameter p and the

buoyancy force parameter n on the local Nusselt number, NuxðRexÞ�
1
2. From

Fig. 11a, we see that the skin friction coefficient increases slowly as the buoyancy
force parameter n increases for a given p and for the increase of the value of p, the
skin friction increases. From Fig. 11b, we see that the local Nusselt number
increases as the buoyancy force parameter n increases for a given p and for the
increase of the value of p, the local Nusselt number decreases.

5 Conclusions

In summing up what has been discussed above, we are remarking the effects of
different physical parameters such as radiation parameter N, magnetic force
parameter b, Prandtl number Pr, reciprocal of magnetic Prandtl number k, velocity
exponent parameter p, and the wall heat flux exponent parameter m on different
flow profiles, coefficients of skin friction, and local Nusselt number which are given
as below.

• It is observed that the local Nusselt number decreases as p, b, and k increase for
a given value of buoyancy force parameter.

• The skin friction coefficient increases as p and k increase for a given value of
buoyancy force parameter n and it decreases as b increases. Also, the buoyancy
force parameter n is found to have significant effects on the local Nusselt
number and the skin friction coefficient. The local Nusselt number increases
with the increasing of buoyancy force parameter (n).

• It is also observed that for increasing the value of cd, the values of velocity
profile and the magnetic field profile increase but temperature distribution
decreases.

• It is noted that the values of the velocity profile, magnetic field profile, and
temperature profile increase with the change of Prandtl number Pr.

• The variation in the radiation parameter N leads to decrease the value of
magnetic field profile and to increase the temperature profile but there is no
change in velocity profile.

• It is also concluded that with the increase of the magnetic force parameter,
temperature profile increases but the velocity profile and magnetic field gradient
function decrease.

• Therefore, the results obtained explaining the basic thermal behavior of a
continuously stretching sheet would be more useful in accomplishing the design
for relevant manufacturing processes.
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