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Preface

Product development activities in the twenty-first century are characterized by
precision and miniaturization of parts and assemblies. Researchers are attempting to
design products which are precise, robust and reliable. This, in effect, entails critical
design, analysis and optimization of the constituent parts, assemblies and processes.
Integrated efforts on these fronts are being taken worldwide by researchers from
academia and industry.

The focus of this book is on providing exposure to the latest research in the area
of Precision Product-Process Design and Optimization. The objective is to intro-
duce various tools and techniques for the design of precision, miniature products,
assemblies and the associated manufacturing processes. In particular, precision
mechanisms, robotic devices and their mechatronic control strategies are presented
with case studies. On the process front, process modeling and optimization of
machining, forming and 3-D printing manufacturing processes are presented. Most
of these processes use non-conventional sources of energy, e.g., laser beam, ion
beam and plasma. The physics-based modeling of these processes is carried out
using tools like finite element method (FEM), and the process parameter opti-
mization is carried out using optimization techniques such as evolutionary genetic
algorithm (GA).

This book comprises 16 chapters. The first three focus on Precision Product
Design and Control, while the rest are related to Process Modeling and Optimization.
These chapters are the extended versions of peer-reviewed manuscripts presented at
the 6th International and 27th All Indian Manufacturing Technology, Design and
Research (AIMTDR) Conference held during December 16–18, 2016, at College of
Engineering, Pune, India.

Shastri et al. reported the conceptual design and optimization of a parallel
kinematic Stewart–Gough platform for multi-directional (6-axis) 3-D printing FDM
process. Mishra et al. presented a comprehensive work of developing a robot-based
flexible assembly system with machine vision guidance and dexterous multi-finger
gripper. Various design aspects of the system such as assembly sequence planning,
optimization using genetic algorithm, expert systems, control algorithm and testing
on an industrial robot have been reported. Jain et al. reported the design of a novel
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miniature wireless mobile micromanipulation system (WMMS) for robotic
assembly in which a three piezoelectric actuators fingers based compact gripper is
developed for handling small objects. Detailed kinematic analysis of the system was
carried out, and a prototype was developed.

Joshi and Bollar carried out a 3-D thermo-mechanical FEM numerical modeling
of low-rigidity thin-wall milling process for an aerospace grade aluminum alloy.
The developed model was validated with experimental results, suggesting guide-
lines for improving machining accuracy. Mishra and Kumar modeled laser-based
(SLM) manufacturing process and used it to study the additive manufacturing of
AZ91D magnesium alloy. Vinodh and Shinde carried out experimental investiga-
tions on FDM additive manufacturing process and suggested optimum process
conditions using a multi-criteria decision-making technique. Kuppuswamy and
Airey developed an intelligent polycrystalline diamond (PCD) tool testing system
that establishes the failure characteristics of the PCD cutting inserts as well as
predicts the product performance. The testing system comprises a feature extraction
engine with dashboard and a predictive tool-life model using neural networks. Garg
et al. investigated focused ion beam process for the fabrication of micro/nano 3-D
features in optical components and presented algorithm and optimization strategy
for improving the process accuracy.

Rathod et al. carried out an extensive experimental investigation on electro-
chemical micromachining process and reported guidelines for fabricating micro-
grooves of different cross sections. A brief section on mathematical analysis of the
process is also included in their chapter. Tripathi and Tripathi reported a detailed
experimental investigation on graphite powder mixed electrical discharge machining
process and its optimization following a design of experiments (DoE) procedure.
Mohapatra et al. investigated the single pitch error and material removal rate in a
WEDM gear cutting process and suggested optimum process conditions for
improving the accuracy of precision miniature gears. Dev et al. presented the
development of a low-power medium-pressure cold plasma atomistic finishing
process to achieve isotropic polishing of complex 3-D surfaces. A finite element-
based COMSOL® software package was used to assist the modeling of the process.

Sharma et al. investigated ultrasonic-assisted turning process from surface
integrity considerations using conventional and textured tools. The focus is on the
surface roughness and residual stresses produced on parts. A FEM model for
predicting the residual stresses is also reported. Kibria et al. presented an experi-
mental study on pulsed Nd:YAG laser-based surface texturing of pure titanium
material. The response surface modeling and multi-objective optimization have
been carried out for achieving minimum values of surface roughness and contact
angle. Nirala and Agrawal reported extensive numerical and experimental investi-
gations to predict sheet thinning in a single-stage incremental sheet-forming process
for various product shapes. Numerical results correlate well with the experiments.
Ashraf et al. presented the optimization of a reconfigurable manufacturing system.
They carried out optimum machine allocation in a serial production line using
NSGA-II and TOPSIS techniques.
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The chapters in this book have attempted to present state-of- the-art research for
Precision Product Design and associated manufacturing technology. They clearly
demonstrate the application of scientific principles, use of mathematical tools and
the growing importance of optimization for the design of critical products. The
chapters provide directions for future research. We expect that this book will be
useful for postgraduate students, researchers and industry professionals and will, in
general, be welcomed by the manufacturing community. Any feedback on the book
is welcomed.

Mumbai, India Sanjay S. Pande
Guwahati, India Uday S. Dixit
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About the AIMTDR Conference

AIMTDR Conference is a highly prestigious, biennial event organized in the field
of mechanical and production engineering in India. The conference has a glorious
history of organization since its inception. The first conference entitled ‘All India
Machine Tool Design and Research Conference’ was held at Jadavpur University,
Kolkata, in 1967. In early 1990s, it was thought appropriate to widen the scope
of the conference to encompass areas related to different manufacturing process
technologies and systems. Accordingly, it was renamed as ‘All India Manufacturing
Technology, Design and Research’ Conference and the 16th in the series was
organized at Central Machine Tool Institute, Bangalore, in 1994. It became an
international event with the first international conference being held at Indian
Institute of Technology Roorkee in 2006. The international conference aimed to
bring together academicians, researchers and industry professionals working
worldwide in the field of manufacturing to exchange and disseminate ideas.

The subsequent international AIMTDR Conferences were held at IIT Madras
and Andhra University, Visakhapatnam, respectively. Jadavpur University hosted
silver jubilee of the conference and organized 4th International and 25th AIMTDR
Conference at Kolkata. The fifth international conference was organized at IIT
Guwahati in December 2014, while the 6th one (AIMTDR 2016) was organized by
the Department of Production Engineering and Industrial Management, College of
Engineering, Pune (COEP), during December 16–18, 2016.
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Mission, Vision, Challenges and Direction
of AIMTDR Conference

(Excerpt from the address of Prof. Amitabha Ghosh, the Chief Guest of 26th
AIMTDR Conference, held at IIT Guwahati during December 12–14, 2014)

Personally, I have a close association with AIMTDR Conference from the very first
one for which I happened to be a humble and young member of the organizing
team. That event was organized jointly by Late Prof. Amitabha Bhattacharyya and
Prof. A. K. De at Jadavpur University in the year 1967. Keeping in view the
growing industrialization of India, the AIMTDR Conference was planned along the
line of MTDR Conference that used to be organized by Profs. Tobias and
Koenigsberger at Cambridge and Birmingham alternately.

India being an emerging economy, the importance of ‘manufacturing’ was well
recognized and one of the primary goals of AIMTDR Conference has been to bring
the academicians, researchers and the engineers from the industry to a common
platform for exchanging ideas and developing a deeper mutual understanding
among all concerned. The organizers of the AIMTDR Conference in the past were
eminently successful in this regard. With time, this event has gained maturity and
has emerged as one of the most important international and national conferences
held in India for all who are associated with the field of manufacturing.
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Since the economic development of any country is very critically linked to the
manufacturing sector, it is only very natural that the current political leadership of
India has taken up ‘Manufacturing in India’ as one of its key objectives. In fact,
‘manufacturing’ should be a common objective for all the South Asian and the
Southeast Asian countries to develop a good mutual understanding and cooperation
to enhance the overall manufacturing capabilities of this region. Then only, this
region of the world can become a powerhouse for economic growth and play a
center-stage role in the world economy. This is essential if we have to eliminate the
poverty that has plagued this region for a very long time.

From my long association with the evolution of AIMTDR Conference and my
involvement in teaching and R&D in the field of manufacturing for almost half a
century, placing a few observations before this august gathering may not be out of
place.

Traditionally, the ‘primary’ manufacturing processes have remained in the
domain of mechanical engineering and metallurgy. At the same time, the secondary
and finishing processes along with the machine tools and systems involved in
manufacturing have remained exclusively as part and parcel of mechanical engi-
neering. This, in my personal opinion, has not always helped the manufacturing
activities in India to take advantage of the progress made in physical and applied
sciences. Barring some isolated cases, this has rendered the manufacturing activities
in India to be largely devoid of major fundamental innovations. As a result, the
manufacturing activities in India have remained mostly confined to the traditional
lines without giving much attention to ‘value addition.’ Thus, for example, our
earnings from the export of a couple of hundred ‘made in India’ cars to Europe can be
offset by that through the sale of a single focused ion beammachine,measuring 1.5m�
1 m � 1 m, by USA to India. This scenario must be changed in the coming days.

Over the years, advanced manufacturing has gradually developed into a multi-
disciplinary activity and real ‘value addition’ through ‘manufacturing’ can be
achieved only when the advancement in physical, chemical and other sciences is
used in innovating newer processes and possibilities of ‘manufacturing.’
Establishing a close link between the manufacturing and the related sciences has to
be recognized as a necessary task. I believe that an event like AIMTDR can play a
very significant role in this regard. Besides, revamping of the old-fashioned cur-
ricula for training engineers in manufacturing is essential to render them capable of
facing the challenges from futuristic manufacturing; AIMTDR Conference can take
a leading role in that direction by providing a separate session to discuss the issues
involved in the matter. In the coming years, I am very hopeful that AIMTDR
Conference will attract not only manufacturing engineers but also researchers from
basic and applied sciences whose works are closely related to and important for
innovations in manufacturing.

From my half-a-century-old teaching experience, I find that the current young
generation is gradually becoming somewhat disinclined to take up careers in R&D
related to manufacturing. This is particularly so for the brighter section of the
student community; there is a feeling among them that there is not much intellectual
challenge in the subjects related to manufacturing. There can be nothing farther
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from the truth. Perhaps, to a large extent, this is so as the curricula and syllabi have
remained archaic in many universities and institutions. In fact, application of many
advances in scientific principles to manufacturing is the key requirement to open the
gate for the impending next Industrial Revolution. ‘Manufacturing’ needs the
brilliant young minds to take up R&D careers in academia and industry with equal
eagerness and enthusiasm. However, this can be possible only on receiving ade-
quate and aggressive support from the industry houses—both financially and
administratively.

Although the world has reaped the benefit of the 2nd Industrial Revolution which
was triggered by the R&D in the Silicon Valley, California, except for some
software-related activities, India (and many other countries in this region) had really
nothing to do with the actual developments and related manufacturing. Remaining a
good follower cannot take India to any leadership position though it may provide
some financial relief. India and the countries in this region cannot afford to miss the
opportunity to take up important position when the next Industrial Revolution comes.

Dear colleagues and friends, the silicon-based 2nd Industrial Revolution has
reached a plateau and there are indications that ‘carbon’ may play a more important
role and carbon-based devices will play the key role in ushering the world into the
reign of the 3rd Industrial Revolution. Already enough indications are coming in
that direction. If that be the case, India should play a major role and initiate
well-planned pioneering activities so that manufacturing engineering becomes a
multidisciplinary area involving relevant basic science and engineering subjects for
the emergence and growth of ‘carbon-based technology’ in this region of the world.
I am happy to notice that some of the leading world authorities on carbon devices
and advanced fabrication are present in this conference. This event can be a great
opportunity for the manufacturing community to take advantage of their presence
and plan an appropriate course of action, to initiate planned activities, and to
innovate carbon devices.

Many areas of manufacturing in the not-too-distant future will be very different
from what we recognize as ‘manufacturing’ today; ‘self-assembly,’ ‘self-regulation,’
‘self-correction’ and ‘self-replication’ will become the keywords in futuristic man-
ufacturing. Obviously, it will be too drastic to think of redirecting all the R&D on
manufacturing in this direction, but, at the same time, India should be well prepared
to take active role in such areas of futuristic manufacturing (a name for that was
coined a few years ago in a workshop at IIT Kanpur—‘Fabrionics’) as that will help
the country to gain expertise for incorporating significant ‘value addition’ in our
manufacturing activities.

AIMTDR Conference is one of the very few events that draw researchers and
practitioners from the academia and the industry with equal enthusiasm. I am very
hopeful that using this grand platform, we all can take India and the neighboring
countries along the path of growing technological excellence and engineering
marvel.
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AIMTDR 2016 Conference: Objectives
and Organization

Manufacturing has revolutionized itself from its contemporary form to its current
digital access, more so in the era of Industry 4.0. With every Industrial Revolution,
we have seen labor and asset productivity multiply and structural shifts emerge in
the manufacturing world order. Several core technologies are driving Industry 4.0,
be it Simulation, Autonomous Robots, Big Data and Analytics, Augmented Reality
or Additive Manufacturing. If our economy needs to grow multifold to achieve
sustainable development, the existing 15% share of manufacturing sector in India’s
GDP needs to scale to 25% in the immediate near future.

Manufacturing today seeks innovation to be ubiquitous by inventing ways to
produce more with less inputs. In an era of integration where technologies com-
plement one another, design and manufacturing face a daunting task with regard to
the quality and cost-effectiveness of products. Concentrated efforts focusing on
quality research need to be endorsed for improving the manufacturing processes,
technology and systems to adopt world-class manufacturing technologies. The
manufacturing education should also emphasize its importance to attract the tal-
ented young to this area and equip them with skills that embrace knowledge,
information and techniques.

With this broad focus, College of Engineering, Pune (COEP), presented as a
sequel to the AIMTDR Conferences of the past, the 6th International and 27th
AIMTDR Conference in December 2016. The theme of the conference was
‘Recontouring Manufacturing.’ Several invited lectures and keynote addresses on
cutting-edge technologies were presented in the conference by leading researchers
from USA, Singapore and India. In all, 380 papers were selected for oral presen-
tations and 80 for poster presentations. The organizing team brought out the pro-
ceedings on a CD covering all the papers presented. These papers will help to
provide insights into the realistic exposure of current research and development
trends in the field of manufacturing technology, design and research. During the
exhibition in the conference, 40 leading companies participated by displaying new
technology equipment, products and measuring equipment. The manufacturing
community in India received this conference with appreciation and applause.
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Through the deliberations in the conference, I hope to see the culmination of
great thoughts and ideas that would introduce to develop technological solutions in
the domain of manufacturing and design by the fusion of technologies straddling
physical, digital and biological worlds.

B. B. Ahuja
Organizing Secretary, AIMTDR 2016

Professor of Production Engineering and Director
College of Engineering, Pune
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Optimal Design of a Stewart–Gough
Platform for Multidirectional 3-D
Printing

Shricharana Shastry, Ritwik Avaneesh, K. A. Desai and S. V. Shah

Abstract The existing 3-D printing techniques have several disadvantages such as
aliasing and difficulty in building around inserts due to limited motions associated
with the equipment. The limitation of build direction results in poor surface finish
due to aliasing (or layer stair-stepping) and adverse material properties in certain
directions which limits use of 3-D printing for many industrial applications. The
present study investigates the application of Parallel Kinematic Machines (PKMs)
in achieving multidirectional 3-D printing. The proposed architecture addresses
some of the limitations of existing Fused Deposition Modelling (FDM)-based 3-D
printer by allowing six-axis motions between extruder and platform while building
the component. The study explores the application of Stewart–Gough Platform
(SGP) further for 3-D printing and illustrates its capability as a viable solution for
multi-axis FDM. The design of SGP for multidirectional FDM is realized for
optimal dexterity using bulk dexterity index. The study discusses details of the
optimization formulation and consequent results associated with the same.
A conceptual design of the SGP is subsequently proposed based on the results of
the optimization. The proposed SGP-based machine architecture is expected to offer
advantages such as improved surface finish and control of directional properties,
which signifies push towards freeform fabrication using multidirectional 3-D
printing.

Keywords Parallel kinematic machines (PKMs) � Stewart–Gough platform (SGP)
3-D printing � Freeform fabrication
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Nomenclature

Acronyms

PKM Parallel Kinematic Machine
FDM Fused Deposition Modelling
SGP Stewart–Gough Platform
AM Additive Manufacturing
CAD Computer-Aided Design
W/F Ratio Workspace-to-Footprint Ratio
DOF Degrees of Freedom
GD Group Decoupling
SA-PM Selectively Actuated Parallel Machine
RPY Roll–Pitch–Yaw
KPI Kinetostatic Performance Index
GCI Global Conditioning Index
GMI Global Manipulability Index
ME Manipulability Ellipsoid
SVD Singular Value Decomposition
SRSGP Semi-Regular Stewart–Gough Platform
GA Genetic Algorithm

Symbols

va¼x;y;z Translational velocity of end effector of robot with subscript indicating
axis

xa¼x;y;z Rotational velocity of end effector of robot with subscript indicating axis
hn Displacement of actuator with subscript indicating actuator number
{B} Base frame of reference of Stewart–Gough platform
{P} Platform frame of reference of Stewart–Gough platform
OB Origin of base frame
OP Origin of platform frame
Bi Actuator connecting points with subscript i indicating connection point

on base
Pi Actuator connecting points with subscript i indicating connection point

on platform
bi Vector from centre of base to actuator connecting point i
pi Vector from centre of platform to actuator connecting point i
Bt Vector indicating tool point represented in frame B
BRP Standard rotation matrix for rotating vector in frame B to frame P
A Roll angle of platform
B Pitch angle of platform
C Yaw angle of platform
ca Cosine of angle a
sa Sine of angle a

2 S. Shastry et al.



li Length of strut/leg i
BX Angular velocity matrix in frame B
Bsi Vector along leg i represented in frame B
J Jacobian matrix transforming tool point velocities to actuator velocities
J�1 Inverse of Jacobian matrix transforming actuator velocities to tool point

velocities
Q Vector representing current pose of platform
_q Velocity vector of tool points
_l Velocity vector of actuators
riðJÞ ith singular values of Jacobian matrix
ki JJT
� �

ith eigenvalue of JJT

l Jð Þ Manipulability measure of Stewart–Gough platform
j Jð Þ Condition number of Jacobian
w Workspace of robot
dw Infinitesimal volume element of workspace
rB Radius of the base circle
rP Radius of the platform circle
/B Spacing angle between a set of base passive joints B1–B2, B3–B4, B5–B6

/P Spacing angle between a set of base passive joints P1–P2, P3–P4, P5–P6

h Distance between the origins of the base and platform frames when the
platform is at neutral position

x Design space vector
db1 Distance between two passive joints in base
dp1 Distance between two passive joints in platform
nCW Number of divisions in Cartesian workspace
nEW Number of divisions in Euclidean workspace

1 Introduction

Three-Dimensional (3-D) printing brought innovative ways to design, manufacture
and distribute products to the end users in majority of the industries such as
automotive, aerospace, engineering, medicine, biological systems and food supply
chains. This technology has gained significant academic as well as industrial
interest due to its ability to generate complex geometries with customizable material
properties (Gao et al. 2015). 3-D printing can fabricate components directly from
Computer-Aided Design (CAD) models by selective accumulation of materials.
During preprocessing stage, the 3-D model of the component is sliced into a series
of two-Dimensional (2-D) layers. The printing equipment builds a physical part by
stacking these 2-D layers together to approximate the given CAD model. This
approach of fabricating the components has several advantages such as simplified
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tool path planning and hardware design as well as the capability to manufacture
complex shapes with relative ease. However, the process suffers from a few
drawbacks, which limit its applications compared to other manufacturing processes.
Some of the major drawbacks of the process are as follows:

(1) Stair-casing (aliasing) effect: Surfaces with non-parallel orientation to the build
plate exhibit jagged edges resulting in the reduced accuracy and surface finish
of the built components. This is primarily due to approximation of 3-D
geometry with layers of uniform thickness (Oropallo and Piegl 2016). The
stair-casing effect is demonstrated in Fig. 1.

(2) Non-uniform material properties: The build orientation also affects properties
of the component fabricated using 3-D printing. The decision related to optimal
part orientation for uniform material properties is challenging and still an
unsolved process-planning problem (Oropallo and Piegl 2016). As the com-
ponent is built along a single axis, the properties normal to the build plate are
controllable, which may be undesirable from a functional viewpoint. It has been
highlighted by many researchers that the biggest challenge for implementation
of 3-D printing stems from the fact that the properties of built component can
be controlled in single direction only, i.e. build direction. This limitation
reduces the effectiveness of the process for components requiring control of
material properties in multiple directions.

(3) Inability of building around inserts: The tool motions are limited in most of
commercial 3-D printing systems that do not allow building of material around
inserts, e.g. embedded electronic or optical systems. The use of inserts presents
a challenge to the machine that cannot build a component around the inserts
(Oropallo and Piegl 2016).

(4) Support structure requirements: The use of support structures is mandatory for
components with bulky over-hanging parts requiring building along oblique
direction. These increases build time and cost for the component with necessity
of additional post-process removal operations.

The detailed investigations are carried out by various researchers to address
these drawbacks and number of solutions are suggested in the literature. Some of
the solutions suggested in the literature to improve surface finish are controlled cure

Fig. 1 Stair-casing effect on
build part: a CAD model of
actual part; b component
fabricated using 3-D printing
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depth (Sager 2006; Sager and Rosen 2008), post-processing techniques (Pandey
et al. 2003; Mason 2006) and meniscus methods (Narahara and Saito 1995; Pan
et al. 2012). In order to enhance fabrication capability of the process and address
building around inserts, techniques such as model shape modification (Kataria and
Rosen 2001) and hybrid process development (Ruan et al. 2005) have also been
employed. Song et al. (2015) observed that these approaches suggested in the
literature improve one or at most a few drawbacks only and a generic solution is not
attempted for these issues. It has been highlighted that the primary reason for above
issues with the process is the use of single build direction and uniform layer
thickness in fabrication of components.

Zhang et al. (2015) enhanced the capability of a 3-D printer by building at
oblique angles and showed that the parts can be fabricated along curved surfaces. It
was also highlighted that the component can be built according to physical property
requirements such as higher mechanical strength, specific thermal, electrical and
biomedical characteristics using proposed solution. This design innovation in the
form of multi-axis motion capability of a 3-D printer represented a big step towards
near-net shape freeform fabrication using 3-D printing. The need for multi-axis
motion necessitated investigation of various robotic architectures to meet the
requirements. Primarily, two types of robotic architectures are used in various
manufacturing applications to achieve multi-axis motions: Serial architectures and
parallel architectures. In order to determine suitability of the robotic architecture for
3-D printing application, a comparison is made on the basis of following four
different criteria:

(1) Workspace-to-Footprint (W/F) Ratio: The workspace of a robot refers to the
total reachable volume of its end effector in the space. The nominal length of its
base determines footprint of the architecture. It has been referred in literature
that higher workspace-to-footprint ratio of a robotic configuration ensures
compactness of the design and enables portability. It is important to have a
compact design for 3-D printing application; therefore, the configuration with
higher W/F ratio is preferable.

(2) Nature of Workspace: The workspace of a robotic manipulator is the total
volume swept by end effector when all possible motions are executed. A simple
and regular workspace is preferred for 3-D printing application as it can be
segmented into independent Cartesian and orientation spaces. This also sim-
plifies the problem of optimizing the workspace, planning of tool path and
control of motions.

(3) Accuracy and Error Propagation: The closeness of a manipulator to a given
point within the workspace is called accuracy of robot. The presence of
open-loop structures in the configuration results in error in an individual joint
propagating to other joints. This leads to magnification of error in the work-
space necessitating modelling of additional feedback and error compensation
system for accuracy improvement. On the other hand, closed-loop structures
allow motions with high accuracy and repeatability with simplified error
compensation techniques.
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(4) Rigidity: The rigidity or stiffness of a robot plays crucial role in its control as it
conditions its bandwidth. Although 3-D printing does not generate higher joint
forces during the process, rigidity of individual joint plays a vital role in
maintaining the position of an extruder. The rigidity, and hence, bandwidth, of
serial manipulators is low, only reaching a few Hz, whereas it is much better for
parallel structures.

The multiple Degrees of Freedom (DOF) to the accumulative tool with respect to
build platform can be provided using either serial kinematic chain structure (Cajal
et al. 2013) or PKMs (Huang et al. 2005; Bi and Jin 2011). Industrial serial robots
such as ABB or KUKA are used for variety of applications in different fields of
engineering, e.g. building of parts for architectural artwork (Gausemeier et al.
2011). There are several problems associated with the use of serial robots for
different manufacturing applications. Serial robots typically have lower rigidity,
higher mass and suffer from poor accuracy in open-loop control. The error in single
joint propagates into subsequent joints resulting in large position/orientation error
for the end effector in the workspace. Although reinforced joints and servo control
have been used for industrial applications to eliminate these issues, it is expensive
for use in small-scale industries and retail applications. The other robotic config-
uration in the form of Parallel Kinematic Machines (PKMs) is extremely modular,
reconfigurable and precise structure. It has been demonstrated in past research that
PKMs offer higher stiffness, lower moving mass, higher acceleration and accuracy,
reduced installation requirements, and mechanical simplicity relative to conven-
tional machine tools for various manufacturing applications (Warnecke et al. 1998;
Boer et al. 1999; Rehsteiner et al. 1999). The other potential advantages of PKMs
are higher dexterity, smaller footprint and multi-mode manufacturing capability. It
has been reported in the literature that PKM can be about seven times precise, five
times rigid and four times faster than conventional machine tools for certain
applications (Zhang 2010). This motivates the present study of investigating
alternate machine architectures in the form of PKMs and in particular Stewart–
Gough Platform (SGP) for FDM-based 3-D printers.

The rest of the chapter is organized as follows. Section 2 presents investigation
of 6-DOF parallel and hybrid architectures developed in the previous literature. It
also highlights the strength of SGP in comparison to other PKM architectures and
summarizes its applications in various domains. Section 3 presents the kinematic
model of the SGP and details the requirements for its use in AM. Section 4 presents
an optimal design methodology used in the present study for deriving dimensions of
SGP. Section 5 discusses the prototype machine configuration and compares results
of the present study with conventional techniques. The chapter ends with summary
of findings and further directions of the work in Sect. 6.
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2 Parallel and Hybrid 6-DOF Machine Architectures

This section presents discussion about various 6-DOF architectures with potential
application in multi-axis 3-D printing. The concept of group decoupling has been
used in this study to appreciate the capabilities of various robotic architectures for
3-D printing application. The concept of group decoupling was proposed by Jin
et al. (2009) and the same has been presented subsequently. For a 6-DOF machine,
vxvyvz
� �

represent the output translational velocities of the end effector in Cartesian
coordinates, and xxxyxz

� �
represent the output rotary velocities of the end effector

about the axes xyzð Þ, respectively, and h1; h2; h3; h4; h5; h6ð Þ are the six input dis-
placements of actuators. The classification can be defined as follows:

Complete coupling: Complete coupling means that each of the output motions
has contribution from all input axes. The kinematic relationships between input and
output variables can be written as

vxvyvzxxxyxz
� � ¼ f h1; h2; h3; h4; h5; h6ð Þ ð1Þ

Group decoupling (GD): Group decoupling means that the 6-DOF output
motion of the end effector can be divided into two or more motion groups, and the
different motion groups are controlled by different actuators following a certain
order. Taking a 3–3 GD with partially decoupled translation and rotation, for
example, the kinematic relationships between outputs and inputs can be written as

xxxyxz
� � ¼ f h4; h5; h6ð Þ

vxvyvz
� � ¼ f h1; h2; h3ð Þ ð2Þ

Complete decoupling: Complete decoupling means that each independent output
motion is controlled by only one input axis. The kinematic relationships of 6-DOF
robots with complete decoupling between outputs and inputs can be written as

vx ¼ f1 h1ð Þ; vy ¼ f2 h2ð Þ; vz ¼ f3 h3ð Þ;
xx ¼ f4 h4ð Þ;xy ¼ f5 h5ð Þ;xz ¼ f6 h6ð Þ ð3Þ

Typical 6-DOF decoupled manipulators have the following advantages (Jin et al.
2009):

1. Decoupled motion behaviour and can be selectively actuated for different tasks
allowing for specialized workspaces.

2. Closed-form inverse and forward kinematic solutions.
3. Simplified kinematic optimization, motion planning and control scheme.
4. Ease of calibration and error compensation.

Serial manipulators are usually completely decoupled or translation–orientation
group decoupled by nature of their open-loop design. However, parallel
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manipulators have closed-loop mechanisms and hence need to be specially
designed for decoupling. Hybrid architectures are usually parallel mechanisms in
series and are effectively group decoupled. The definition as discussed above forms
the motivation for investigating a 6-DOF parallel and hybrid mechanisms further
for the proposed work.

2.1 Coupled Parallel Kinematic Machines

The conventional coupled 6-DOF manipulator is commonly referred as Stewart–
Gough Platform (SGP) (Merlet 2003). The SGP has applications in machine tool
technology, flight simulators, crane technology, satellite antenna positioning, tele-
scopes, surgery, etc. The SGP consists of six prismatic actuators (called legs)
connected in pairs to two different bodies (which are usually plate-like structures)
via passive joints on both ends. These two bodies are generally named as the base
and the platform, where the base is fixed and the platform is mobile with six degrees
of freedom (three translational and three rotational). The passive joints used are
typically two spherical joints or a combination of spherical and universal joints. The
use of two spherical joints per leg introduces an additional passive torsional DOF
for each leg, but torque cannot be transmitted through the same. The different
designs of the SGP depend solely on the location of the passive joints with respect
to each other on the base and platform, respectively.

Figure 2 illustrates the standard structure of the SGP commonly investigated in
literature with well-established design (Husty 1996; Dasgupta and Mruthyunjaya
2000; Bandyopadhyay and Ghosal 2008). The presence of closed-loop structures
introduces nonlinearity into the system which result in difficulty in computation of
forward kinematics for the system (Dietmaier 1998). For the general platform, the

Fig. 2 Illustration of an SGP
with base and platform frames
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forward kinematics lacks an explicit analytical expression and usually a
Jacobian-based numerical approach is used to compute the same. The coupled
motion of the links results into robot with complex six-dimensional workspace
which is difficult to visualize and analyse and has discontinuities (e.g. singular
configurations). This leads to inability of geometric techniques in determining the
workspace. Furthermore, W/F ratio of the SGP is also smaller compared to its serial
counterparts. The coupled motion also results in higher complexity of motion
planning and control schemes. However, SGP has excellent stiffness, higher posi-
tional and orientation accuracy in its limited workspace (Son et al. 2003). Also, it
has comparatively lower backlash errors in joints although a vision-based feedback
system can be used to correct these errors. The SGP is also able to achieve much
higher speeds than its serial counterparts still maintaining its rigidity which gives it
a decisive advantage for multi-axis AM. There are no shared joints in the SGP;
therefore, it is simple to manufacture and easily scalable for larger workspaces as
link sizes can be increased without a corresponding trade-off in the stiffness.

2.2 Decoupled Parallel Kinematic Machines

As discussed in the previous section, closed-loop kinematic structure of the SGP
resulted in difficult forward kinematics, coupled motion characteristics, limited and
complex workspaces, thereby making motion planning and control a complex task
in most applications. A 6-DOF decoupled PKM is best suited to replace conven-
tional PKMs without a trade-off. Decoupled parallel machines have an architecture
allowing specific motion axes to be driven in a certain order using independently
designated actuators. From the perspective of multi-axis 3D printing, 6-DOF
machines with 3-3 GD (translational–orientation group decoupling) are of great
interest. Jin et al. (2009) discussed the syntheses of decoupled mechanisms in
detail. Yang et al. (2004) developed prototype of a mechanism with decoupled
motion architecture. The developed mechanism has larger cylindrical workspace,
simple kinematics and high stiffness in the direction of machining. The prototype of
the mechanism is shown in Fig. 3.

With the introduction of 2-DOF actuators (actuators with selectively actuated
independent rotation and translation), entirely new class of decoupled manipulators
termed as selectively actuated manipulators (SA-PM) has been conceptualized
(Law 2002). The end effector of these machines can work in multiple modes such as
3-DOF spherical motion, 3-DOF translation, 3-DOF hybrid motion or complete
6-DOF spatial motion, depending on the types of the actuation (rotary or linear)
chosen for the actuators. The schematic diagram of one such design is shown in
Fig. 4. The manipulator architecture completely decouples translation and rotation
of the end effector for individual control. This manipulator is still in the preliminary
stage of development but it has great promise for the implementation of 3-D
printers. The details of the same can be found in the work of Jin et al. (2004).
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There has been considerable interest in using parallel kinematic machines such
as SGP for manufacturing applications in recent years. The SGP has been suc-
cessfully implemented for machining processes requiring multi-axis motions in
limited workspace (Son et al. 2003). The present work proposes SGP as an alternate
configuration for AM application. Song et al. (2015) proposed working prototype of
SGP for workspace with size of 100 mm � 100 mm � 100 mm with pitch and roll
motions in the range of −30° to +30°. This paper proposes an optimal design of the
similar SGP with higher dexterity and larger workspace.

Fig. 3 Prototype of the
6-DOF modular PKM
(Yang et al. 2004)

Fig. 4 Schematic diagram of
SA-PM (Yang et al. 2004)
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3 Kinematic Modelling of Stewart–Gough Platform

This section presents kinematic modelling of the SGP with an objective of gaining
an understanding of the factors required for deriving an optimal design. The
kinematic model attempts to establish the relationship between the task space and
the joint space, where the task space is the Cartesian coordinates of the platform
centre (and by extension end of the tool point if attached to it) and the joint space
comprises the lengths of the linear actuators. The forward kinematics (Merlet 2003)
describes functional relationship between length of the linear actuators and position
and orientation of the platform. On the other hand, inverse kinematic analysis maps
the position and orientation of the platform to the length of the linear actuators. In
contrast to serial manipulators, the inverse kinematics problem for parallel
manipulators is trivial due to the existence of a closed vector loop structure which
provides an analytical solution. The forward kinematics problem is complex due to
high degree of nonlinearity of equations leading SGP having 40 different assembly
modes (Dietmaier 1998). The forward kinematics problem is typically attempted
using numerical solvers. It is important to discuss the differential kinematics of SGP
through definition of the Jacobian matrix. The study of the Jacobian is important as
it is an index through which dexterity and isotropic behaviour of the SGP can be
quantified further. It leads to the definition of kinetostatic performance indices
which form the basis for optimal design of the SGP.

3.1 Inverse Kinematics

A simplified diagram of the SGP is illustrated in Fig. 2 with fixed base and movable
platform connected by six-length changeable struts. The two coordinate frames are
attached to the base {B} with its origin OB at the centre of the base circle and the
platform {P} with its origin OP at the canter of the platform circle, respectively. The
platform frame is movable and often referred to as the tool point; since orientation
and position control of this point implies control of tool, it can be treated as a rigid
extension of this point. The passive joints, connecting the linear actuators with the
base and platform, are at the points Bi which lie on the base plane and Pi lying on
the platform plane, where i = 1, 2, 3, 4, 5, 6. The positions of the passive joints are
described using vectors bi and pi. The lengths of the length changeable struts are
denoted by li and their direction with the unit vector si. The position and orientation
of the tool point are described using position vector Bt and the rotation matrix BRP,
where the leading superscript implies the frame in which the vector is expressed and
the trailing superscript implies the frame it is being transformed to. The rotation
matrix BRP is used to express the orientation of frame {P} with respect to frame {B}
and can be used to transform vectors between frames. The rotation matrix can be
represented in multiple ways of which the roll–pitch–yaw (a, b, c) representation is
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found to be useful. The roll–pitch–yaw angles are illustrated in Fig. 5. The rotations
along x-, y- and z-axes can be composed to form the rotation matrix in Eq. (4).

RPRY a; b; cð Þ ¼ Rz cð ÞRy bð ÞRx að Þ

¼
cbcc sasb1c� casc casbccþ sasc

cbcc sasbscþ cacc casbsc� sacc

�sb sacb cacb

2
64

3
75 ð4Þ

The inverse kinematics involves the determination of strut lengths l = [l1 l2 l3 l4 l5 l6]
given the position Bt and orientation BRP of the moving platform. Equation (5) can be
used to describe the closed vector loop governing each limb of the SGP.

lBi si ¼ Btþ BRP
Ppi � Bbi ð5Þ

The length of the struts can be found by calculating the Euclidean norm using
Eq. (5) for each limb. The length of each leg is therefore obtained as Eq. (6).

li ¼ Btþ BRP
Ppi � Bbi

� �T Btþ BRP
Ppi � Bbi

� �n o1=2
ð6Þ

The negative values of the Euclidean norm are not considered as it implies a
negative strut length which is not possible physically. This ensures a unique inverse
kinematic solution for the system.

3.2 Differential Kinematics—The Jacobian

The differential kinematics deals with understanding of relationship between joint
velocities and end effector velocities/tool velocities. This is done through the study
of the Jacobian which is the transformation of the linear velocities of the actuators
into spatial velocity of the platform. Furthermore, the Jacobian can be used to
measure the motion accuracy of the platform, predicting singular configurations of
the manipulator and evaluation of dexterity of the platform. The differential

Fig. 5 Roll (b), pitch (a) and
yaw (c) rotations of a frame
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kinematic equations relating the two velocity spaces can be formulated by differ-
entiating Eq. (5) with respect to time and can be represented as

_l1
Bsi þ li

B _si ¼ BvP þ B _RP
Ppi þ BRP

P _pi � B _bi ð7Þ

where BvP is the linear velocity of the tool point described with respect to the base
frame. The time derivatives of vectors Ppi and

B _bi are zero, since they are constant
position vectors expressed in their respective frames. The relation between the
rotation matrix rate and the angular velocity in a fixed frame is given by

BX ¼
0 �xz xy

xz 0 �xx

�xy xx 0

2
4

3
5 ¼ B _RP

BRT
P ð8Þ

where is BX a skew-symmetric matrix containing information about the angular
velocities. From Eq. (8) B _RP

Ppi can be rewritten as

B _RP
Ppi ¼ B _RP

BRP
TBRP

Ppi ¼ Bx� BRP
Ppi

� � ¼ Bx� Bpi ð9Þ

where Bx is a vector describing the angular velocity of the tool point in the base
frame. The differential kinematic equation is thereby simplified as

_liBsi þ liB _si ¼ BvP þ Bx� Bpi ð10Þ

By the multiplication of both sides of Eq. (10) by unit vector BsTi , the final
differential kinematic equation is expressed as Eq. (11) which can be reduced to
Eq. (12).

_li
BsTi

Bsi þ li
BsTi

B _si ¼ BsTi
BvP þ BsTi

Bx�B pi
� � ð11Þ

_li ¼ sTi vP þ pi � sið ÞTx ð12Þ

where _li is the velocity of the ith actuator and vP and x are the linear and angular
velocities of the tool point, expressed in the base frame. Rearranging the expression
into matrix form yields the Jacobian of the SGP as

_l ¼ J _q $ _q ¼ J�1_l ð13Þ

where _l is the actuator velocity vector, J is the Jacobian and _q is the velocity vector
of the tool point. Stacking the equations as matrix-vector multiplication form yields
the following 6 � 6 Jacobian transformation matrix that is a function of the current
pose of the platform (q = [x, y, z, a, b, c]):
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_l ¼

_l1
_l2
_l3
_l4
_l5
_l6

2
6666664

3
7777775
J ¼

sT1 Rp1 � s1ð ÞT
sT2 Rp2 � s2ð ÞT
sT3 Rp3 � s3ð ÞT
sT4 Rp4 � s4ð ÞT
sT5 Rp5 � s5ð ÞT
sT6 Rp6 � s6ð ÞT

2
66666664

3
77777775
_q ¼

_x
_y
_z
_xx

_xy

_xz

2
6666664

3
7777775

ð14Þ

The first three columns of Jacobian are related to the translational motion and
last three columns are related to the rotational motion of the SGP. Furthermore,
multiplying both sides of Eq. (13) by dt results in the following expressions:

dt_l ¼ Jdt _q ð15Þ
_l ¼ Jdq $ dq ¼ J�1dl ð16Þ

The above expressions imply that the Jacobian describes the accuracy of the
robot, i.e. how a small change in the displacement of the actuators translates to a
change in the position of the tool point.

4 Kinetostatic Performance Indices

The Jacobian provides an important quantitative insight into the force and motion
transmission capabilities of the robotic manipulator from joint space to task space
and vice versa. In this section, a general discussion on manipulability and dexterity
is conducted concluding in the definition of kinetostatic performance indices
namely the Global Conditioning Index (GCI) and the Global Manipulability Index
(GMI) which are used to evolve an optimum design of the SGP further.

4.1 Manipulability Ellipsoid and Singular Configurations

Manipulability may be defined as the capacity of change in position and orientation
of the end effector of a robot given a joint configuration/pose. In mathematical
terms, it can be considered as an ellipsoid in n-dimensional Euclidean space. This
ellipsoid symbolizes the motion capacity of the robot at a given pose, and hence it is
known as the Manipulability Ellipsoid (ME). It is used to map the change in
direction and magnitude of the output vector of actuator velocities given an input
vector of tool point velocities. This space is generally represented as a Euclidean
norm but analysed as the square of the Euclidean norm as it is easier to study and
behaviours of both are quite similar. J can be considered as scaling the input joint
velocities to produce the output tool or end effector velocities. The Singular Value
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Decomposition (SVD) is a common tool used to characterize this linear transfor-
mation. It describes transformation as a product of a pure rotation and scaling
followed by another pure rotation. In this process, the lengths of the principal axes
of the ME are obtained (also called the singular values) which are given by

ri Jð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ki JJT
� �q

i ¼ 1; 2; . . .; 6 ð17Þ

where ki is the ith eigenvalue of the matrix JJT . The lengths of the axes are directly
proportional to the velocity developed in the direction. The concept is illustrated
using Fig. 6, where r1 and r2 are the lengths of the minor and major axes of the
ellipse. In the context of the ME, the singular configuration implies that one of the
axes has zero length and the ellipsoid collapses and become degenerate. Physically,
it indicates that velocities and forces cannot be transmitted in this direction.
Therefore, manipulability measure is given by

l Jð Þ ¼ r1r2. . .rn ð18Þ

Equation (18) can be interpreted as volume of the ellipsoid. By substituting
Eq. (17) into Eq. (18) and rearranging the terms,

l Jð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1k2. . .kn

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det JJT

� �q
ð19Þ

For n � n Jacobian Jð Þ, Eq. (19) simplifies to l Jð Þ ¼ det Jð Þ. When the determi-
nant of the Jacobian becomes zero, the SGP is said to be in a singular configuration
where it gains or loses one degree of freedom.

Fig. 6 Transformation of velocities from joint space to task space for 2-DOF mechanism
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4.2 Kinematic Isotropy

The singular values of the Jacobian indicate the level of distortion of the unit
hypersphere of tool point velocities to the unit hyper-ellipsoid of the joint rates.
When all the singular values are identical, the unit-joint-rate hyper-ellipsoid col-
lapses to a uniform hypersphere which is either deflated or inflated. The Jacobian at
such a pose is said to be in an isotropic configuration and it indicates that the
mobility of the platform is same in all directions, i.e. the ability of the platform to
transfer velocities is uniform in all directions. Therefore, for optimal design, the
Jacobian should be isotropic. But since the Jacobian is a function of the current
pose, isotropy cannot be achieved over the entire workspace without changing the
dimensions of the platform which is not viable. Hence, a measure of the degree of
isotropy is defined as the condition number given by

j Jð Þ ¼ Jk k J�1
�� �� ð20Þ

If the Euclidean norm is used, the condition number is the ratio of the maximum
singular value to the minimum singular value of the Jacobian matrix. It can be
expressed as

j Jð Þ ¼ rmax

rmin
ð21Þ

The condition number is a quantitative measure of the distortion of the unit
hypersphere where distortion is directly proportional to the value of the condition
number. A condition number of 1 indicates a perfect sphere and an isotropic
configuration. When the condition number approaches infinity, one of the axes of
the unit hypersphere collapses indicating a singular configuration. The condition
number is usually evaluated as the reciprocal 1=j to ensure that it is bounded
between 0 and 1 where 0 indicates a singular configuration and 1 indicates an
isotropic configuration.

4.3 Global Conditioning Index (GCI)

The condition number as discussed previously is a function of the current pose and
hence provides a measure of the local dexterity of the SGP. For a given continuous
workspace, w is a measure of global dexterity and it can be defined by the global
conditioning index presented in Eq. (22) (Angeles and Gosselin 1991).

GCI ¼
R
w
1
j dwR

w dw
ð22Þ
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GCI can also be expressed as Eq. (23) for total number of evaluated discrete
poses in the workspace.

GCI ¼ 1
n

Xn
i¼1

1
j

ð23Þ

The GCI is also bounded between 0 and 1, with 1 indicating pure isotropic
behaviour over the entire workspace. Therefore, optimal design for dexterity dic-
tates that the GCI should be as close to 1 as possible.

4.4 Global Manipulability Index

Another metric commonly used to characterize the performance of the SGP is the
Global Manipulability Index (GMI) which can be defined as (Lara-Molina et al.
2011)

GMI ¼
R
w l Jð ÞdwR

w dw
ð24Þ

where µ is the local manipulability of the SGP at a given pose and it is given using
Eq. (25).

l Jð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det JJT

� �q
ð25Þ

The GMI can be considered as ratio of the volumes of the ME to the unit
hypersphere. It is essentially a scaling factor indicating the degree of amplification
of tool point velocities to actuator velocities. Hence, the GMI should be very small
as small velocities in actuators should translate to large platform velocities for rapid
motion of the SGP. For a discrete workspace, the GMI can be written as

GMI ¼ 1
n

Xn
i¼1

l Jð Þ ð26Þ

5 Kinematic Optimization of SGP

This section deals with applying the kinetostatic performance indices defined in
Sect. 4.3 for optimal design of the SGP. A high GCI value indicates dextrous
behaviour in the workspace, which is a requirement for smooth trajectory genera-
tion for the printer. For higher speed of motion, the configuration can be further
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optimized for low GMI. The GMI and GCI are opposing objectives and optimizing
for both can give a poor resultant value for GCI especially for the larger workspaces
that the robot attempts to cover. Therefore, the design of the SGP is formulated as a
single-objective constrained optimization problem in the present study where GCI
is used as a single evaluation metric to be maximized. The objective function for the
optimization problem can be written as

Maximize: GCI ! f1 xð Þ ¼ �GCI: ð27Þ

5.1 Geometric Design Space of the SGP

The set of free variables which can be controlled by the designer are known as the
design variables of the optimization problem. These variables together constitute a
vector space commonly known as design space, the dimensionality of which is
dependent on the number of the variables. The higher dimension design space
usually means more freedom in design but also imply complexity of the opti-
mization problem. It is also associated with large amounts of time and computa-
tional resource requirements to solve the problem. Figure 7 shows the geometric
design of the Semi-Regular Stewart–Gough platform (henceforth called the
SRSGP), which has been adopted further in the design of multi-axis 3-D printer.
The SRSGP can be completely articulated by the use of five design variables. These
variables are listed as follows:

0. rB, radius of the base circle.
1. rP, radius of the platform circle.
2. /B, spacing angle between a set of base passive joints B1–B2, B3–B4, B5–B6.

Fig. 7 Schematic diagram of the SRSGP: platform and base

18 S. Shastry et al.



3. /P, spacing angle between a set of base passive joints P1–P2, P3–P4, P5–P6.
4. h, distance between the origins of the base and platform frames when the

platform is at neutral position. The neutral position is defined when the base and
the platform are parallel with the x–y coordinates coinciding each other. In other
words, the platform is at the centre of the defined workspace.

The design space can thus be represented by the vector

x ¼ rBrP/B/Ph½ � ð28Þ

The position vectors of the ends of the limbs can be redefined in terms of the
design variables as

bi ¼
rbcos uB;i

� �
rbsin uB;i

� �
0

2
4

3
5; pi ¼

rpcos uP;i

� �
rpsin uP;i

� �
0

2
4

3
5

Here,

uB;i ¼
ip
3
� uB

2
;uP;i ¼

ip
3
� uP

2
i ¼ 1; 3; 5

uB;i ¼ uB;i þuB;uP;i ¼ uP;i�1 þuP i ¼ 2; 4; 6
ð29Þ

The next step in the optimization process is to define bounds for these variables
which allows the algorithm to search for solution in a feasible domain. The design
considerations used for defining bounds on various design variables are as follows:

(1) Maximum floor space of the platform cannot exceed 1.5 m � 1.5 m and hence
the maximum radius for base and platform is 0.75 m.

(2) The minimum radius of the base depends on the minimum space required for
the plasticizer unit which may be enclosed inside the structure.

(3) The minimum radius of the platform depends on the radius of the barrel of the
extruder which is to be mounted on the platform.

(4) The range of values for /B and /P are chosen to be 0°–120° to prevent leg
crossover.

(5) The height of the platform is constrained again by components of the system
enclosed by the structure but bounds on the height are only a formality required
for the genetic algorithm to work effectively. The height is indirectly con-
strained by the length of the struts which are imposed as active constraints on
the system.
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5.2 Formulation of Indirect Constraints

These constraints are different from the bounds as they represent relationships
between the input variables and do not appear as simple upper or lower limits on the
design variables. These constraints arise from physical or performance requirements
from the system. The constraints are represented as linear or nonlinear functions of
the design vector. The limbs of the platform should not share the same passive joint
as the physical construction of such a joint is difficult and furthermore would
heavily limit the motion of the platform due to collisions. Setting the two spacing
angles /B and /P greater than 0° and less than 120° does not ensure that any two
joints coincide as it does not account for the finite radius of the joints. To account
for the same, a parameter has been defined which is called as spacing distance
henceforth. It is defined as the minimum distance between two passive joints dmin.
The symmetry of the platform ensures that there exist only two such distances for
the base db1 and db2 as illustrated in Fig. 7. They can be defined by the cosine rule
as Eqs. (30)–(32).

d2b1 ¼ r2B þ r2B � 2rBrB cos/B ð30Þ

db1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r2B � 2r2B cos/B

q
ð31Þ

db2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r2B � 2r2B cos 120� � /Bð Þ

q
ð32Þ

The spacing distance should be greater than 0.15 m to allow for a passive joint
of radius 75 mm, which is assumed to be sufficient. The constraints can be therefore
expressed as

db1 � 0:15m ð33Þ

0:15m� db1 � 0 ð34Þ

0:15m� db2 � 0 ð35Þ

db1 � 0:15m ð36Þ

0:15m� db1 � 0 ð37Þ

0:15m� db2 � 0 ð38Þ

Similarly, the spacing distance for the moving platform can be expressed as

0:15m� dp1 � 0 ð39Þ
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0:15m� dp2 � 0 ð40Þ

It will be subject to the following additional constraints:

d2P1 ¼ r2P þ r2P � 2rPrP cos/P ð41Þ

dP2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r2P � 2r2P cos 120� � /Bð Þ

q
ð42Þ

The kinetostatic performance indices are bulk indices which describe the mean
kinematic performance of the SRSGP and cannot be used to determine whether it
encounters singularity configurations in its workspace. Hence, condition number at
every point in the workspace should be above a certain value to avoid singularities.
This value is set to 0.01 for the present design and the constraint is expressed as

0:01�min
1
j

� �
� 0 ð43Þ

5.3 Practical Evaluation of Kinetostatic Performance Index

The GCI cannot be evaluated analytically due to complex nonlinear nature of the
integral involved and hence it is evaluated numerically over the workspace dis-
cretized into a finite number of points also called poses of the SRSGP. The
workspace defined with respect to the FDM process is a
100mm�100mm�100mm cube centred at 0; 0; hð Þ over which the platform can
roll, pitch and yaw at �45; 45ð Þ�. The Cartesian workspace can then be defined in
global reference frame Bf g using relationships

x 2 �0:15; 0:15ð Þm
y 2 �0:15; 0:15ð Þm
z 2 �0:15þ h; 0:15þ hð Þm

ð44Þ

The corresponding orientation workspace defined by Euler angles can be written
as

a 2 �45; 45ð Þ�
b 2 �45; 45ð Þ�
c 2 �45; 45ð Þ�

ð45Þ

The level of discretization of the workspace can be controlled by two indices
nCW and nEW which represent the number of subdivisions of x, y and z in the
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Cartesian workspace and the number of divisions of a and b in the Euclidean
workspace. The total number of poses generated can thus be calculated as

Ntotal ¼ n3CWn
3
EW ð46Þ

An attempt to increase the number of poses generated results into increased
precision of the GCI but it also yields larger computation time. Thus, the number of
poses generated can be treated as a trade-off between precision and computation
time. A discretization of nCW ¼ 5 and nEW ¼ 5 is chosen for the optimization
problem in the present study as it ensures convergence and precision still main-
taining fairly lower number of poses to be determined.

5.4 Optimization Using the Genetic Algorithm

The final optimization problem now can be formulated as follows:

Maximize: GCI ! f1 xð Þ ¼ �GCI
Over: x ¼ rBrP/B/Ph½ �
Subject to:
gi ¼ Lmin;i � 1:1� 0 for i ¼ 1; 2; 3; 4; 5; 6
g6þ i ¼ Lmax;i � 2Lmin;i þ 0:3� 0 for i ¼ 1; 2; 3; 4; 5; 6
g13 ¼ 0:15� db1 � 0
g14 ¼ 0:15� db2 � 0
g15 ¼ 0:15� dp1 � 0
g16 ¼ 0:15� dp2 � 0
g17 ¼ 0:01�min 1

j

� �� 0

9>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>;

ð47Þ

The above problem is single-objective, bounded problem with nonlinear con-
straints. It lacks an explicit analytical form. Furthermore, it is not continuous and
the gradient is not well defined; therefore, standard gradient-based solvers cannot be
used for such problems. Typically, evolutionary algorithms are used to solve such
problems as they are not gradient information dependent. There are few research
attempts related to optimal design of SRSGP based on the Jacobian which can be
found from (Boudreau and Gosselin 1999; Lara-Molina et al. 2011; Kelaiaia et al.
2011). Genetic Algorithm (GA) has been found to be particularly robust for such
problems although it does not guarantee the global optimum solution. The algo-
rithm requires well-defined search space which is decided on the basis of bounds
discussed in the previous section. Table 1 summarizes bounds for various design
variables.

Table 1 Bounds for
constraints

rB (m) rP (m) /B /P h (m)

0:05�0:5 0:03�0:125 0��60� 0��60� 0:1�0:25

22 S. Shastry et al.



The proposed optimization problem has been implemented in the form of
computational program to determine optimal design variables using GA-based
optimization algorithm available in MATLAB. The following parameters are used
to initiate the optimization algorithm for the problem (Table 2).

It has been observed that algorithm converges after 30 generations and results
are recorded. Table 3 summarizes output of GA after 30 generations. The con-
vergence is achieved when the improvements in the fitness of the solution are less
than a threshold value which is set as 1� 10�6 in the present study. The GCI of the
system at optimal design parameters is determined as 0.375. The corresponding
geometric design values of the variables are listed in Table 3.

The values of geometric variables listed in Table 3 are used in determining
dimensions for the linear actuators required for the SGP. The actuator dimensions
are lmin ¼ 0:26m; lmax ¼ 0:90m lstroke ¼ 640mm. The GCI of the proposed design
is slightly lower than conventional designs referred in the literature which have a
range of 0.4–0.7 (Angeles and Gosselin 1991). This is due to larger Cartesian as
well as orientation workspace required to be covered by the manipulator. The result
indicates that the design of the manipulator is a trade-off between workspace and
dexterity.

Figure 8 shows workspace of the configuration for various orientations when a
range of motion of 70° is imposed on the universal and spherical joints. It can be
seen that the workspace begins to differ from the ideal cube as the orientation angle
of extruder is increased. After 30° orientation, the workspace begins to deteriorate
and reaches a limit at 41° beyond which the mechanism does not have a workspace.
Therefore, the actual working range of the platform largely depends on the range of
motion of the universal joints and ball joints which act as limiting factors.

Figures 9 and 10 show variations of the reciprocal of condition number 1=jð Þ
for different heights and roll and pitch angles. It is evident from Fig. 10 that the
condition number is mainly affected by roll and pitch angles. The values of zero roll
and pitch angles are best from the point of condition number, whereas condition

Table 2 GA parameters used in the program

Population
size

Maximum
generations

Crossover
probability

Mutation
probability

Distribution
index for
crossover

Distribution
index for
mutation

50 500 0.8 0.1 20 20

Table 3 Values of design
variables derived from GA

GCI rB (m) rP (m) /B /P h (m)

0.375 0:4 0:117 1:972 0:1 0:48
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number increases 1=jð decreases) with increase in values of roll and pitch angles. It
can be seen that the condition number is greater than 0.01 for all the cases. This
indicates that the robot configuration does not reach singularity condition in the
entire workspace.

(a) workspace at 0° roll (b) workspace at 20° roll

(c) workspace at 30° Roll (d) workspace at 35° roll

(e) workspace at 37° roll (f) workspace at 41° Roll

Fig. 8 Variation of workspace with different orientations
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The conceptual model of the platform is shown in Fig. 11. The dimensions of
linear actuator, top and bottom platform/frame, and universal joints are determined
from optimal design algorithm presented in this chapter. The extruder unit for FDM
is to be mounted on the bottom platform. The further work will focus on devel-
opment of multi-axis 3-D printer based on these dimensions and investigate aspects
related to building of the components.

(a) Variation of condition number at height  
465mm

(b) Variation of condition number at height  
480mm

(c) Variation of condition number at height  
495mm

(d) Variation of condition number at height 
510mm

Fig. 9 Variation of 1=j with increasing height and constant roll and pitch
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(a) Variation of condition number 
roll= 10° and pitch = 10°

(b) Variation of condition number 
roll = 20° and pitch = 20°

(c) Variation of condition number
roll = 30° and pitch = 30°

(d) Variation of condition number 
roll = 45° and pitch = 45°

Fig. 10 Variation of 1=j with increasing roll and pitch and constant height = 480 mm

Fig. 11 Conceptual model of SGP
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6 Conclusion

This chapter presented a conceptual design of a parallel kinematics machine to carry
out multidirectional 3D printing. The existing 3-D printing technologies are layer
based with linear motions in three Cartesian axes. This machine configuration has
limitations in the form of poor part accuracy at angles oblique to the build direction,
slower build speeds and additional support structure requirements. The present
study addresses some of these issues by allowing six-axis motions between tool and
base. To envisage this, a number of robotic architectures are discussed in the
chapter and a qualitative criterion is used to compare them for the use in 3D printing
application. One such popular architecture, viz. SGP, is explored in detail and its
capability as a viable platform for 3D printing is illustrated. The design of SGP for
multidirectional 3D printing is realized by formulating it as a single-objective
optimization problem. The details of the optimization formulation and the conse-
quent results are discussed at length. The proposed design of the multidirectional
AM will not only minimize post-processing requirements but also allow for faster
build-up of the part. Additionally, it is expected to offer advantages such as building
around inserts, simplified slicing mechanism and control of isotropic material
properties. The future work would focus on realizing the design conceived in this
work for 3D printing. Further, refinement of design using global manipulability
index as a second objective function will also be studied.
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Development of a Flexible Assembly
System Using Industrial Robot
with Machine Vision Guidance
and Dexterous Multi-finger Gripper

Atul Mishra, I. A. Sainul, Sudipta Bhuyan, Sankha Deb,
Debashis Sen and A. K. Deb

Abstract In today’s era of mass customization, assembly automation systems
should be designed with necessary production flexibility to cope with the growing
product varieties to adapt to diverse customer requirements, yet the production costs
should not be significantly different from those of comparable products made by
mass production. In order to cope with this product variety-cost trade-off, robotics
offers a flexible automation technology for turning assembly systems into efficient
and flexible systems. Despite their great potential for high flexibility, there is a
range of issues which must be addressed for its successful implementation. This
chapter examines some of these key issues and challenges, reviews the results of
previous research and describes our ongoing research on development of a flexible
assembly system for mechanical products, using an industrial robot with machine
vision guidance and dexterous multi-finger gripper. As part of the research work
reported in this chapter, a Sexual Genetic Algorithm (SGA)-based approach for
generation of optimal assembly sequence, a knowledge-based system for generating
the robot task-level plan, a multi-finger robot gripper for flexible assembly based on
a tendon-driven mechanism and an impedance control algorithm, and finally a
strategy for implementation of robotic assembly under machine vision guidance
have been presented.
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Robot task-level planning � Multi-finger gripper for flexible assembly
Vision-guided robotic assembly

1 Introduction

In the past, automation of assembly operations in industries had been successfully
accomplished by employing fixed automation equipment for mass production,
resulting in lower prices of products due to economies of scale. The reasons for its
success can be attributed to primarily stable business environments, in which
customers did not demand product differentiation. However, in today’s era of mass
customization, mass-produced products do not satisfy customers, which are
designed largely to fulfil the average needs of customers. Therefore, flexibility is
needed in assembly production systems with the necessary agility and adaptability
to diverse customer requirements and capability of mass customization. Yet, the
production costs of mass customized products should be low enough so that their
prices are not significantly different from those of comparable products made by
mass production. In order to cope with this product variety-cost trade-off, robotics
offers a flexible automation technology for turning assembly systems into efficient
and flexible systems (Deb and Deb 2010). Reconfiguring the robotic assembly
system for new products involves a change in the software program (which is
accomplished by simply reprogramming the same robot) as opposed to major
hardware changes that may be required in case of hard automation. This would
permit quick changeover of the assembly system in response to customer demands.
Thus, several products can be made using a single robotic workcell, resulting in
saving costs associated with multiple installations. Despite their great potential for
high flexibility, there is a range of challenging issues which must be addressed for
successful implementation of flexible assembly systems using robots. This chapter
examines a number of these issues, reviews the results of previous research and
describes our ongoing research on development of a flexible assembly system for
mechanical products, using an industrial robot with machine vision guidance and
dexterous multi-finger gripper.

2 Review of Previous Research

2.1 Assembly Planning and Optimization

Before programming the robot motions for carrying out assembly, it is first nec-
essary to plan the order or the sequence in which the components need to be
assembled. Further, it is important to identify the optimal assembly sequence to
minimize the assembly time and cost. Various approaches have been developed as
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reported in the literature for automatic generation of optimal sequence. A few of
them include application of mathematical algorithms, graph theoretic approaches,
and more recently various evolutionary soft computing based optimization tech-
niques which include GA, memetic algorithm, ant colony optimization, artificial
immune systems, cuckoo search algorithm, flower pollination algorithm, harmony
search algorithm, particle swarm optimization, and hybrid of the above. A brief
review of these approaches is given below.

Chen et al. (2004) used various graph-based methods such as above graph,
Assembly Precedent Diagram (APD), and relational model graph to model the
relative positions, precedence constraints and relationships between different parts
of an assembly. For the generation and evaluation of a feasible assembly sequence,
two methods namely a mathematical model based on penalty index and Revised
Minimum Spanning Table (RMST) methods were used. To solve the assembly
sequence optimization problem, Bonneville et al. (1995) developed a Genetic
Algorithm (GA)-based approach, starting from feasible assembly sequences pro-
vided by experienced assembly planners. To generate the offspring from the parent
population, crossover and mutation operators were used followed by evaluation and
selection of resulting offspring. The feasibility of operations was checked by the
Liaisons and geometric constraints. Chen and Liu (2001) developed an adaptive GA
(where rules were used to vary the genetic-operator probabilities accordingly) for
obtaining the global best or near best assembly sequences efficiently. Marian et al.
(2006) also used GA for assembly sequence planning optimization where guided
search was used to generate the solutions taking both extrinsic and intrinsic
precedence relations into consideration. Stochastic sampling selection, guided
search with supplementary conditions type crossover and modified guided search
mutation operators were used. Choi et al. (2009) solved the assembly sequence
optimization problem by an approach based on GA in which precedence preser-
vative type crossover and swap mutation had been used. Mishra and Deb (2016a)
proposed a GA-based assembly sequence optimization approach in which a par-
tially matched crossover and a swap mutation were used. Wang et al. (2005)
proposed an Ant Colony Optimization (ACO) approach for optimization of
assembly sequences based on minimizing the reorientations during the assembly
processes. The concept of assembly by disassembly was adopted by the authors,
and disassembly matrix was used to ensure the feasibility of sequences. However,
the ACO algorithm has a lot of parameters which needs to be varied in order to
obtain the best convergence rate of the algorithm. A binary-coded GA was pro-
posed by Mishra and Deb (2016b) to optimize the parameters of the ACO algo-
rithm. Cao and Xiao (2007) developed the Immune Optimization Algorithm
(IOA) for generation of optimal assembly plan. It worked on the bionic principles of
artificial immune systems. Attributes such as degree of feasibility, base component
location in the sequence, and number of tool changes and reorientations required
were used to evaluate the assembly sequences. Lv and Lu (2010) showed an
application of discrete Particle Swarm Optimization (PSO) in assembly sequence
optimization. Number of tool changes, number of reorientation required, number of
changes in operation type and number of interferences during the product assembly
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were considered as optimization criteria. The particle positions and velocities in
PSO were updated using subtraction, addition and multiplication operators. Gao
et al. (2010) proposed a memetic algorithm based assembly sequence optimization
approach on where assembly sequences are treated as chromosomes that consist of
genes containing the component number and its assembly direction. Number of
reorientation required during assembly and assembly sequence feasibility as the
objective function were considered. Generation of new offspring was done using
PMX-type crossover and swap mutation along with the local search operator. Li
et al. (2016) proposed an Improved Harmony Search (IHS) for assembly sequence
optimization. The paper demonstrated novel features like an initial Harmony
Memory (HM) using the Opposition-Based Learning (OBL) method, a way to
improvise a new harmony and a strategy for local search. Number of reorientations
required during assembly, number of tool changes, and stability criteria in the
objective function were considered. Mishra and Deb (2016c) developed a discrete
Flower Pollination Algorithm (FPA)-based assembly sequence optimization
approach for generating not only the global best assembly sequence but as many
unique optimum solutions as possible. Mishra and Deb (2017) proposed a discrete
cuckoo search algorithm to generate global best assembly sequences considering
minimization of orientation changes, tool/gripper changes, assembly stability and
base component location. It was integrated with an upstream assembly product
database to extract information on assembly directions, contact details, assembly
precedence constraints and tool/grippers. Zhou et al. (2011) used a hybrid bacterial
chemotaxis and GA-based approach for assembly sequence optimization. The
chromosomes were the assembly sequences, wherein gene of the chromosome was
the bacterium. Length of longest sub-sequence, number of reorientations required
and number of tool changes were considered in fitness function. Xing and Wang
(2012) developed a combination of PSO and GA approach based on graph theory
for compliant assembly sequence optimization. Liaison graph and adjacency matrix
were employed to evaluate the geometry of the compliant assemblies. The string of
components represented the assembly sequences, whose length is equal to number
of assembly components. Evaluation of assembly sequences was based on assembly
variation due to dimensional tolerance. Karthik and Deb (2017) proposed and
implemented a methodology for assembly sequence optimization using a hybrid
Cuckoo Search Genetic Algorithm (CSGA).

2.2 Robot Task-level Planning

After assembly sequence planning, a robot task-level plan containing a sequence of
intermediate steps to achieve the robot task-level goals has to be drawn up from the
assembly sequence. Different approaches have been discussed in the literature for
automating this task. A few of them include use of agent-based techniques,
object-oriented approaches, knowledge-based systems, etc. A brief review of these
approaches is given below.
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Ramos (1992) presented an intelligent robotic assembly system, incorporating a
link with computer vision and an efficient task-level planning methodology based on
a cooperative agent-based approach and the implementation of the intended task
using a robot manipulator. The various agents are MODELS (representing the
models of objects), VISION, world descriptor that converts numerical data given by
VISION in symbolic relationships and constraints, task-level planner, task executor
which is responsible for the execution and monitoring of the tasks. Osuna et al.
(2003) developed an intelligent task planning system that was built upon a cooper-
ative web-based environment to integrate the product and assembly system design
processes. For intelligent task planning, object-oriented and machine learning
techniques were integrated. Cambon et al. (2004) developed a planner, aSyMov.
They considered symbolic and geometric constraints at each step of the planning
process. The representations used by a symbolic task planner and the representations
used by a realistic motion and manipulation planning library had been shown to be
effectively linked. Cho et al. (2010) proposed the implementation methods of robotic
task planning and execution based on the description logic knowledge base. Their
implementation used a description logic knowledge base which had been expanded
to encompass the description of task’s goal and behaviours. A representation scheme
for knowledge had been investigated and a simple algorithm was realized.
A complete process chain was presented in Thomas and Wahl (2010) that starts with
initial specification of assembly tasks using assembly sequence planning and finishes
with task planning and execution. Their system demonstrated how to generate robot
programs automatically from CAD data. Backhaus (2013) introduced and discussed
an approach to simplify the use of task-oriented programming for assembly systems.
The system in the output provided the device-specific code based on the input as
description of assembly systems and devices (namely robot, gripper, conveyor belt,
etc.). Recently, Alatartsev et al. (2015) surveyed several papers and presented their
findings detailing robotic task sequencing problem considering collision-free path
planning, production scheduling, multi-robot task planning, task-level planning,
combination of task-level planning and path planning, online control-based planning,
and manipulation planning.

2.3 Design of Robotic Grippers and Their Controller Design

In a flexible assembly system, dexterous robot grippers in the form of multi-finger
anthropomorphic hands have a crucial role to play to support the grasping and
manipulation of objects of diverse geometric shapes. A number of multi-finger robot
gripper designs can be found in the literature. These grippers can be classified
according to the nature of actuation mechanism employed, i.e. either fully actuated
grippers (i.e. same number of actuators as the number of DOFs) or under-actuated
grippers (i.e. lesser number of actuators than the number of DOFs). A growing trend
in gripper designs is the use of under-actuated mechanisms based on linkages and
gear trains (LiCheng et al. 2009; Tlegenov et al. 2014). However, the limitations of
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these mechanisms, especially the increase in overall size and weight, and also their
lack of compliance, have prompted researchers to think of other alternative options
including use of Tendon-Driven Mechanisms (TDMs), which have the potential to
overcome the above drawbacks. Tendons, or more generally speaking, cables, had
been widely used earlier in many mechanical devices since the nineteenth century.
The use of tendons for robotic applications to develop grippers is a more recent
development and has been studied since the early 1980s. Several tendon-actuated
robot grippers have been developed all over the world, worth mentioning among
them are the Stanford/JPL hand by Salisbury and Roth (1983) and Loucks et al.
(1987), the Utah/MIT hand by Jacobsen et al. (1984, 1986), the multi-jointed finger
hand by Okada (1986), the Barrett gripper by Townsend (2000), the Belgrade/USC
hand by Bekey et al. (1990), DLR hand developments by Butterfass et al. (1998,
2001), Gao et al. (2003) and Liu et al. (2008), the LMS hand by Gazeau et al. (2001),
the NASA Robonaut hand by Lovchik and Diftler (1999) and Ambrose et al. (2000)
and JU hand by Pal et al. (2008). Despite the aforementioned developments, it has
been generally found that the industrial applications of tendon-driven robot grippers
are more limited as compared to other types of mechanical robotic grippers. This is so
because there are some challenges in its implementation particularly when it comes to
control of the system as it cannot be directly controlled by conventional control
techniques. Ozawa et al. (2014) developed a tendon-driven robotic hand and
implemented different types of controller. Compliant behaviour was incorporated by
adding springs to the passive tendons in the fingers. Abdallah et al. (2012) developed
two-tier architecture of position and force control in two feedback loops which
improves the overall performances of using only position or force controller.
Impedance control approach is preferred while system interacting with the envi-
ronment, as it gives great flexibility by allowing regulation of both motion and
contact force. Diftler et al. (2011) designed dual-priority based impedance controller
for Robonaut hand.

2.4 Vision-Guided Robotic Assembly

Once the task-level plan for the required assembly is generated, a robot manipulator
guided by a machine vision system can be deployed to automatically assemble the
constituent parts. A few investigations in this regard are discussed below.
Pena-Cabera (2005) proposed a method of object recognition and their localization
for assembly components. Using a Fuzzy ARTMAP neural network model,
assembly components were accurately recognized. Golnabi and Asdapour (2007)
described the role and importance of the machine vision systems in industrial
applications. System design methodology and a generic machine vision model were
discussed. The justification for utilizing machine vision had been considered on the
basis of economic and logistic considerations. Zhang et al. (2011) introduced a
vision-guided alignment method that utilized a camera space manipulation control
process and relied on the components’ CAD model. To achieve the high accuracy

36 A. Mishra et al.



alignment for the final assembly, a local calibration method was used. Kobari et al.
(2013) presented an error resilient vision-based motion control method for parts
assembly. They considered those assembly parts which get deformed during
assembly. Visual information obtained from a camera reading the deformation of
the parts is used to determine the force applied. Chen et al. (2015) reviewed papers
on vision system working in combination with force control integrated assembly
and demonstrated a system using a high accuracy assembly process. In a
semi-structured environment, industrial robot can perform assembly more accu-
rately by taking both vision and force control data. The vision system was not
calibrated carefully as it provided only rough position data of parts. In addition to
vision, to deal with errors, a local searching method was used which was based on
force–torque control.

3 Proposed Methodology

The following sections discuss the methodologies that have been proposed in this
work for (1) assembly sequence planning and optimization, (2) robot task-level plan
generation, (3) design of a multi-finger robot gripper for flexible assembly, and
finally (4) implementation of the robotic assembly system under the guidance of
machine vision.

3.1 Assembly Sequence Planning and Optimization

In the following sections, the key issues and challenges in assembly sequence
planning and optimization, a brief problem description and the methodology pro-
posed in this work and the results and discussions will be presented.

3.1.1 Key Issues and Challenges

Before the robot is programmed for performing assembly of a product, it is nec-
essary to decide the order or sequence in which the components need to be inserted,
such that no component interferes with others, thereby implying that they must
comply with certain precedence constraints. A significant amount of human
expertise and experiential knowledge is needed to accomplish the above. Moreover,
an assembly product may be assembled by following number of distinct sequences,
out of which the optimal sequence must be identified. Further, as the part count (i.e.
the number of components in the assembly) increases, the number of feasible
assembly sequences also growths exponentially, which makes assembly sequence
optimization arduous and time consuming, if it is done manually. Keeping the
above in mind, in this work, a Sexual Genetic Algorithm (SGA)-based approach is
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proposed for automating the generation of optimum assembly sequence. First, a
brief problem description is given below.

3.1.2 Brief Problem Description

The problem of assembly sequence optimization involves determining the best
feasible assembly sequence based on one or more criteria such as minimization of
number of direction changes and tool changes, maximizing the stability of the
components/sub-assemblies while performing the assembly, etc. It is obvious that
changing the direction of assembly of the consecutive components increases the
handling time resulting in increase in overall cost of the assembly. Equation (1)
shows how to compute the total number of direction changes (nd).

nd ¼
Xn�1

i¼1

ðdir changei;iþ 1Þ ð1Þ

where

dir changei;iþ 1 ¼ 0; if assembly diri ¼ assembly diriþ 1

1; otherwise

�
ð2Þ

dir changei;iþ 1 represents the change in direction of assembly for two succes-
sive assembly operations and n represents the number of components in the
assembly, assembly diri is the direction of assembly for component number i (the
direction of assembly for components may be one of the following namely, ±x or
±y or ±z).

At times, several tools and grippers (in case of robotic assembly) are required for
performing the assembly or manipulation. The change in tool/gripper is also a
non-productive task as it consumes handling time leading to increase in overall
assembly cost. Hence, minimizing the tool changes is also one of the important
criteria to reduce the overall assembly time and cost. Equation (3) shows how to
compute the number of tool changes (nt).

nt ¼
Xn�1

i¼1

ðtool changei;iþ 1Þ ð3Þ

where

tool changei;iþ 1 ¼ 0; if tool numberi ¼ tool numberiþ 1

1; otherwise

�
ð4Þ
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tool changei;iþ 1 represents the change in assembly tool/gripper for two suc-
cessive assembly operations and n represents the number of components in the
assembly; tool numberi represents the tool number required for handling/insertion
of component number i (a unique tool number is given to each tool in the tool
database).

The base component in an assembly sequence should be the first component in
assembly order. This base component information is provided by the user. The
location of the base component in the sequence is represented by B, whose value is
calculated as follows.

Location of base component;B ¼ 1; if the base component is in first position in the sequence

0; otherwise

�

ð5Þ

The connections between the components can be categorized into stable con-
nection (SC), conditional stable connection (CSC) and unstable connection (USC).
As the name suggests, SC signifies inseparable contact between components.
Sometimes between components, there is CSC, which signifies that the connections
are not autonomously stable, but components may separate from each other
spontaneously. For unstable connections, fixtures are necessary to hold the com-
ponents in place and maintain contact. This classification scheme and its details can
be found in the paper by Li et al. (2016). To calculate the stability index of an
assembly sequence, a stability (connection) matrix is used, which is a square matrix,
having rows and columns equal to number of assembly components. The value of
each element of the stability matrix can be 0, 1 or 2 depending on whether the
connection type is unstable, conditionally stable or stable, respectively. The sta-
bility index (SI) can be found out as follows.

SI ¼
Xn
i¼2

Si 0� SI� 2n� 2j ð6Þ

where Si is the stability of the component “i” and n is the number of components in
the assembly.

The feasibility violations (FV) are the number of precedence violations because
of certain component number violating the precedence. This can be understood
from the example explained below, say, an assembly has four components and one
of the infeasible sequences for this assembly is [4, 1, 2, 3]. Suppose that the
Precedence Matrix (PM) of the assembly is as follows.

Component
Number

1 2 3 4

1 0 0 0 0 
2 1 0 0 0 
3 1 1 0 0 
4 1 1 1 0 

PM =

ð7Þ
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This PM conveys the information as to which component has precedence with
which component. The dimension of this matrix is equal to the number of assembly
components. Here, 0 implies that no precedence constraint exists between the
components and 1 implies that a precedence constraint exists. Now, for calculating
the number of feasibility violations, from an infeasible solution, the first component
is selected and checked to determine with which components it has precedence, and
whether it is following the precedence or not. In this example, component ‘4’ has
precedence with components ‘1’, ‘2’ and ‘3’, since the value in the PM is 1 here for
each of PM(4,1), PM(4,2) and PM(4,3). So because of location of component ‘4’ in
the assembly sequence, it has a total of three feasibility violations. Next, the
precedence is checked for the second component of the assembly sequence, i.e.
component ‘1’. It reveals that it does not require any other component to be
assembled before it, and hence it has no feasibility violation. In a similar manner,
each component of the assembly sequence is checked to see if it satisfies the
precedence criterion or not. For the solution [4, 1, 2, 3], components 2 and 3 also do
not have any feasibility violations. Hence, it can be concluded that the number of
feasibility violations for the infeasible solution [4, 1, 2, 3] is 3. It is obvious that for
a feasible assembly sequence, the number of feasibility violations would be zero.

3.1.3 Proposed Approach Based on Sexual Genetic Algorithm

The Genetic Algorithm (GA) tries to mimic the various processes of natural selection
involved in the intricate process of biological evolution. One such process is mate
choice, or sexual selection that counteracts as well as enhances natural selection.
Nowadays, much of the biological diversity and complexity is ascribed to this force.
The Sexual Genetic algorithm (SGA) can successfully counter to a large extent the
general tendency of a GA of slow convergence and getting stuck in a suboptimal
solution. Hence, a SGA-based strategy has been adopted in this work. The entire
population in SGA is divided into male and female chromosomes. Reproduction is
done sexually to emulate male vigour and female choice; hence, in crossover, any
female chromosome will mate only with a male chromosome having better average
fitness (Goh et al. 2003). The rest of the process is similar to that of a GA.

The steps involved in the SGA are stated in Fig. 1. The genetic operators
modified to suit the particularities of the assembly sequence planning problem are
described here as well. A flowchart of the SGA is given in Fig. 1.

Selection
A selection operator called roulette wheel selection has been used that selects the
assembly solutions to form the mating pool. All the solutions are evaluated using
the fitness function, and the ranges for the solutions are created according to their
fitnesses. Random numbers are generated multiple times, which equals the size of
the population. Depending on the ranges within which these random numbers fall
in, corresponding solutions are selected. The selected solutions are then put into the
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Fig. 1 The SGA flowchart for finding the optimal assembly sequence
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mating pool on which special crossover operation is carried out. The size of the
mating pool is equal to population size of the GA.

Sexual Crossover
Sexual crossover is the main genetic operator that differentiates SGA from a generic
GA. In the process, a female chromosome is selected to mate with a male partner of
a better general fitness (best among 4–5 male chromosomes). It is ensured that the
off-springs are of different genders so that the sex ratio balance is maintained. The
constrained nature of assembly sequence planning and necessity to maintain fea-
sibility at every step calls for a modified crossover technique. The steps involved
are described as below:

(a) The population of chromosomes is first randomly divided into two: male
population and female population, each containing equal number of
chromosomes.

(b) Select each female chromosome in a consecutive order (without replacement),
i.e. each female will only get to be selected to mate once.

(c) Select a male chromosome of a better general fitness (best among 4–5 male
chromosomes).

(d) Apply the Partially Matched Crossover (PMX) operator as follows. Generate an
offspring by selecting a part of a solution (i.e. number of successive genes)
from one parent and conserving the order and the positions of as many genes as
possible from the other parent. A two-point crossover is applied where the part
of a solution serves as boundaries for the swapping operations. This crossover
operator takes care of the problem of repetitions of part numbers in the
assembly sequence.

Swap Mutation
The mutation operator called swap mutation is used in this work. The genes are
swapped arbitrarily inside a solution in case of swap mutation.

Fitness Evaluation of the Population
For the given problem of assembly sequence optimization, a random population of
individuals (i.e. chromosomes representing assembly sequences) is generated which
can be feasible or infeasible. This population is evaluated using a fitness function
(FF) given in Eq. 8, consisting of number of tool changes (nt) direction changes
(nd), base component location in assembly sequence (B) and stability index (SI). To
ensure feasibility of final individuals, a feasibility criterion is incorporated that is
measured in terms of number of feasibility violations (FV) due to components’
locations in the sequence.

FF ¼ w1
n� 1� ndð Þ

n� 1ð Þ þw2
n� 1� ntð Þ
n� 1ð Þ þw3 � Bþw4 � SI

2n� 2ð Þ þ
1

FV
n þ 1

� �
ð8Þ
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where n represents number of assembly components and w1, w2, w3 and w4 are
weight coefficients for direction changes, tool changes, base component location
and stability index, respectively, with their corresponding values as 0.25, 0.25, 0.1
and 0.4.

3.1.4 Results and Discussions

To demonstrate the working of the proposed system, a 14-component product
assembly shown in Fig. 2 has been used. Figure 3a, b shows an extract of the
Precedence Matrix (PM) and Stability Matrix (SM) of the above assembly,
respectively. Table 1 gives the information on the assembly directions and tools/
grippers required for the assembly.

Z 

X
Y

P14

P10

P9

P8

P7

P6

P5

P1

P4P11

P3
P2

P12

P13

Fig. 2 14-component assembly
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The proposed SGA has been used to generate the best assembly sequence for the
above 14-component product assembly. The main parameters affecting the per-
formance of SGA algorithm are population size, crossover probability (pc) and
mutation probability (pm) used in generating new eggs and number of iterations. To
study their effects on performance of the SGA, a sensitivity analysis has been
carried out and the optimum set of parameters found to be able to provide the
optimal/near optimal assembly sequence in reasonable time is population size of 20,
crossover probability of 0.90 and mutation probability of 0.05. After the SGA is run

Fig. 3 a Precedence matrix and b stability matrix for the assembly shown in Fig. 2

Table 1 Information on assembly directions and tools/grippers required for the assembly shown
in Fig. 2

Component number Assembly direction Tool/gripper number

1 Z− 1

2 Y− 2

3 Y− 2

4 Y+ 2

5 Z− 3

6 Z− 3

7 Z− 4

8 Z− 5

9 Z− 5

10 Z− 6

11 X+ 5

12 X+ 5

13 X+ 5

14 X+ 6
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using the above-mentioned parameters, the optimal assembly sequence obtained is
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] with fitness value of 1.5269, requiring
seven tool changes, four reorientation changes and stability index of nine, having
the base component at the first location of the assembly sequence, and most
importantly the sequence was found to have no feasibility (precedence) violations.
The efficiency of the proposed SGA is evaluated by comparing it with previously
developed GA (Mishra and Deb 2016). The best sequence generated by the GA
algorithm is also found to be [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] with fitness
value of 1.5269, requiring seven tool changes, four reorientation changes and
stability index of nine, having base component at the first location of the assembly
sequence and no feasibility violations. Figure 4 shows comparison between the

Fig. 4 Comparison between the convergence graphs of the proposed GA algorithm and SGA
algorithm
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convergence graphs of the GA and SGA algorithms from which it can be concluded
that the proposed SGA clearly outperforms GA in terms of convergence speed as it
is able to reach the global best fitness value in lesser number of iterations. The SGA
reached the global best solution in 19 iterations, while the GA took 669 iterations to
reach the global best solution. Table 2 gives a summary of the results of compar-
ison between the GA and the SGA algorithms. It is found that in 6 times out of 10
runs, the SGA could find the optimal solution of 1.5269, which gives a 60%
probability of finding the best solution or assembly sequence. In contrast, the
probability of finding the best solution by GA is only 30%.

From the above, it is evident that the proposed SGA-based approach is able to
generate the optimum solution. Furthermore, the algorithm is also more consistent
than the previously developed GA-based approach. It should be noted that the
optimal assembly sequence provided by the SGA requires the least number of
orientation changes and tool/gripper changes, it is the most stable and most
importantly it does not have any feasibility violations.

3.2 Knowledge-Based System for the Generation
of Task-level Assembly Plan

The following sections present the key issues and challenges in generation of
task-level assembly plan, architecture of the proposed knowledge-based system and
the results and discussions.

3.2.1 Key Issues and Challenges

After assembly sequence planning, a robot task-level plan has to be drawn up from
the assembly sequence. The task-level plan contains a sequence of intermediate
steps to achieve the robot task-level goals such as, for example, for performing
assembly of two parts A and B, obtain first the initial location coordinates of part
A using a suitable sensor like an overhead vision camera, move the robot over part
A, perform grasping of part A by closing the gripper, obtain the location coordinates
of its destination on part B in the assembly jig by vision camera, move the part

Table 2 Comparison between the results of the GA and SGA

GA SGA

Best fitness value 1.5269 1.5269

Mean of the best fitness values for 10 runs 1.5015 1.5138

Number of runs out of 10 independent runs in which convergence to
global best fitness was achieved

3 6

% of obtaining the optimal assembly sequence 30 60
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A over part B, open gripper to insert part A inside part B, etc. For a product requiring
large number of components to be assembled, the traditional method of manually
generating the aforementioned task-level plan is very tedious and time consuming.
Although this task is usually performed by experts, any inadvertent mistake can be
very costly and result in loss of productivity. Hence, it will be beneficial if this task
is automated, for which a knowledge-based expert system approach has been
proposed in this work.

A knowledge-based system has been developed to generate the task-level plan
for robotic assembly from a given feasible and optimum assembly sequence that is
generated by the assembly sequence planner described in the previous section. The
above knowledge-based system has been implemented using the expert system
shell, CLIPS.

3.2.2 Architecture of the Proposed Knowledge-Based System

The ‘C Language Integrated Production System’, abbreviated as ‘CLIPS’, is an
expert system shell that was first developed at NASA (Giarratano and Riley 2002).
It basically consists of a set of knowledge-based rules, supported by facts in order to
fire or activate a rule that are stored in a database. An executable CLIPS rule
basically consists of two parts with an ‘IF’ and a ‘THEN’ statement. In order for the
rule to fire successfully to give a desired output, the syntax of its ‘IF’ part must
match with the syntax of the facts provided in the database. If this condition is
satisfied, the ‘THEN’ part of the rule comes into action. Both the facts and the
IF-THEN rules must be defined first, before being used. The CLIPS system consists
of mainly three components namely, a database, a knowledge base and an inference
engine. In addition, the CLIPS system also has a user interactive interface. The
architecture of the developed knowledge-based system using CLIPS has been
shown in Fig. 5.

User

User Interactive Interface

Inference Engine

Generated task level plan

Working Memory

Part Description Data

Assembly Sequence 

Rules for generating task level plan

Fig. 5 Architecture of the developed knowledge-based system
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Database
The database consists of a list of facts about the problem being solved, which forms
the input to the expert system and must be entered by the user. The facts are
represented in the CLIPS expert system shell using the concept of template.
A template is an organized structure of input data that is used to define and store
values for a fact description in a field called, the ‘slot’. For the given problem which
is to generate a task plan for the robot, the input data required are detailed infor-
mation about the assembly components, such as component number, its name, type
(i.e. functional part or fastener), part count, components with which it has contact,
assembly direction, any special assembly requirement, etc., which are to be pro-
vided by the user. All these data are stored in the database. An operational template
in CLIPS format is presented in Fig. 6a, along with a sample of input database facts
given in Fig. 6b.

Knowledge Base
The knowledge base contains domain knowledge encoded in the form of rules, to
be used by the expert system. Sample rules for the knowledge base are presented

; DEFTEMPLATE 1
(deftemplate MAIN::component
(slot number (type INTEGER)(default ?NONE))
(slot name (type SYMBOL))

 (slot component_type(type SYMBOL)(allowed-symbols functional_part fastener))
(slot part_count(type NUMBER)(default 1))
(multislot contact_with(type NUMBER)(default 0))
(slot thread_present(type SYMBOL)(allowed-symbols yes no)(default no))

 (slot tool_required(type SYMBOL)(allowed-symbols screwing_machine …….))
(slot assembly_direction (type SYMBOL)(allowed-symbols x+ y+ z+ x- y- z-))
(slot assembly_requirement (type SYMBOL)(allowed-symbols pre_requirement  ……))) 

; DEFTEMPLATE 2
 (deftemplate MAIN::assembly_method

(slot assembly_method (type SYMBOL)(allowed-symbols manual robotic hybrid)))

;DEFTEMPLATE 3
(deftemplate MAIN::sequence
(multislot in_order_of (type INTEGER)))

(deffacts MAIN::components_data
(component(number 1)(name base)(component_type functional_part)(part_count 1)(contact_with 2 3 4 5 7 9 
10 11 13 14)(thread_present no)(assembly_direction z-)) 
………………………))

(deffacts MAIN:assembly_method
(assembly_method (assembly_method robotic)))

(deffacts MAIN::seqeunce_data
(sequence (in_order_of 1 2 3 4 5 6 7 8 9 10 11 12 13 14)))

(a)

(b)

Fig. 6 a Templates for entering the assembly information in databases, b assembly information
facts stored in the database, c a rule for generating task-level plan
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later in this section for illustration. For the given problem of generating the
task-level plan, a set of production rules have been developed using domain
knowledge for task-level planning to efficiently program a robotic assembly system.
These rules are stored in the knowledge base of the expert system. An extract from
knowledge base rules and database facts in CLIPS format are shown in Fig. 6b, c,
respectively.

Inference Engine
The inference engine in CLIPS serves as the brain of the knowledge-based system.
It is a computer program, used for making inferences from the given data facts

; DEFRULE 1a
(defrule MAIN::rule_1a
(component(number ?nu1)(name ?na1)(component_type functional_part)(part_count 1))
(sequence (in_order_of ?nu1 $?))
(assembly_method (assembly_method robotic))
=>
(open "assembly_plan.txt" assembly_plan "w")
(format assembly_plan "obtain coordinates of %s(%d) by vision%n" ?na1 ?nu1)
(format assembly_plan "MOVE robot in joint mode above %s(%d)%n" ?na1 ?nu1)
(printout assembly_plan "open gripper" crlf)

 (format assembly_plan "MOVE robot in linear mode to %s(%d)%n" ?na1 ?nu1)
(printout assembly_plan "close gripper" crlf)
(printout assembly_plan "obtain coordinates  of assembly fixture" crlf)

 ……………………….
 ……………………….

(close)) 

; DEFRULE 3a
(defrule MAIN::rule_3a
(sequence (in_order_of $? ?nu1 ?nu2 $?))
(component (number ?nu1)(name ?na1)(component_type functional_part)(assembly_direction ?ad1))
(component (number ?nu2)(name ?na2)(component_type functional_part)(part_count ?pc2)
……………………….))
(test (eq ?ad1 ?ad2))
=>
(open "assembly_plan.txt" assembly_plan "a")
(printout assembly_plan "------------------------------" crlf)
(format assembly_plan "obtain coordinates of %s(%d) by vision%n" ?na2 ?nu2)
(format assembly_plan "MOVE robot in joint mode above %s(%d)%n" ?na2 ?nu2)
(format assembly_plan "MOVE robot in linear mode to component %s(%d)%n" ?na2 ?nu2)
(printout assembly_plan "close gripper" crlf)
(printout assembly_plan "obtain coordinates  of assembly fixture" crlf)
(printout assembly_plan "MOVE robot in joint mode above fixture" crlf)
(printout assembly_plan "MOVE robot in linear mode to fixture" crlf)
(format assembly_plan "open gripper and insert the component %s(%d)%n" ?na2 ?nu2)
(printout assembly_plan "MOVE robot in linear mode above fixture" crlf)
(printout assembly_plan "MOVE robot in joint mode to safe point" crlf)
(format assembly_plan "REPEAT steps of block %d times%n" ?pc2)

 (close)) 

(c)

Fig. 6 (continued)
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about a problem, through a process of reasoning. In CLIPS, the knowledge being
stored in the form of rules, the inference engine makes inference by deciding, as to
which of the rules from the knowledge base are satisfied by the database facts, and
then it prioritizes the order of firing the satisfied rules.

User Interface
The user interactive interface in CLIPS consists of a display mechanism, to monitor
each and every processing step during the execution of a program. It can be cus-
tomized, by selecting or deselecting the options for viewing the status of database,
rule activations, etc. during execution of the program in real time, which is
sometimes useful for debugging purpose.

3.2.3 Results and Discussions

Example of an eight-component assembly as shown in Fig. 7 is given to demon-
strate the results of the proposed knowledge-based system for generation of the
task-level plans. Figure 8 shows the corresponding task-level plan generated by the
knowledge-based system.

Prismatic part with 
rectangular pocket

Prismatic part with 
rectangular slot

Prismatic part with 
one hole

Stepped 
prismatic part 

Stepped prismatic 
part with two holes

Cube with pocket

Cylindrical part 

Cylindrical 
pin

Fig. 7 An eight-component assembly
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3.3 Proposed Multi-finger Robot Gripper for Flexible
Assembly

In the following sections, the key issues and challenges in design of multi-finger
robot gripper for flexible assembly, the proposed gripper design and the results and
discussions will be presented.

obtain coordinates of prismatic_part_with_one_hole(1) by vision
MOVE robot in joint mode above prismatic_part_with_one_hole (1)
open gripper
MOVE robot in linear mode to prismatic_part_with_one_hole (1)
close gripper
check if assembly jig is empty
obtain coordinates  on assembly jig where prismatic_part_with_one_hole is to be placed
MOVE robot in joint mode above jig
MOVE robot in linear mode to jig
open gripper
MOVE robot in linear mode above jig

obtain coordinates of stepped_prismatic_part_with_two_holes(2) by vision
MOVE robot in joint mode above stepped_prismatic_part_with_two_holes (2)
MOVE robot in linear mode to component stepped_prismatic_part_with_two_holes (2)
close gripper
obtain the coordinates on assembly jig where stepped_prismatic_part_with_two_holes is to be placed
MOVE robot in joint mode above jig
MOVE robot in linear mode to jig
open gripper and insert the component stepped_prismatic_part_with_two_holes (2)
MOVE robot in linear mode above jig
MOVE robot in joint mode to safe point
REPEAT steps of block 1 times

obtain coordinates of prismatic_part_with_rectangular_slot(3) by vision
MOVE robot in joint mode above prismatic_part_with_rectangular_slot (3)
MOVE robot in linear mode to component prismatic_part_with_rectangular_slot(3)
close gripper
obtain the coordinates on assembly jig where prismatic_part_with_rectangular_slot is to be placed
MOVE robot in joint mode above jig
MOVE robot in linear mode to jig
open gripper and insert the component prismatic_part_with_rectangular_slot (3)
MOVE robot in linear mode above jig
MOVE robot in joint mode to safe point
REPEAT steps of block 1 times
…………………………..
…………………………..

Fig. 8 Extract of the task-level plan for the eight-component assembly
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3.3.1 Key Issues and Challenges

As manufacturing is increasingly shifting away from high-volume, low-mix pro-
duction to high-mix, low-volume production, flexible assembly cells are steadily
gaining importance. Such assembly cells commonly require parts of diverse geo-
metric shapes and sizes to be handled to perform various tasks like picking, fixing,
placing, mating, etc. The mechanical grippers routinely used in industrial robots to
perform above assembly tasks are simple two-finger grippers or parallel jaw-type
grippers, employing actuation mechanisms based on various types of linkages.
They must be, however, custom engineered according to specific application
requirements of grasping. For example, to hold objects whose basic shape is
cuboidal having flat faces, a gripper design with flat fingertips is preferred. On the
other hand, in case of objects whose basic shape is cylindrical or spherical, a
different gripper design with fingertips having V-grooves must be employed to
provide a larger area of contact with the curved surfaces of the object. Thus, these
two-finger or parallel jaw-type grippers are very effective for handling operations in
fixed assembly cells, where part shapes are either only cuboidal or only cylindrical.
But they lack the grasping flexibility like human hands to adapt to objects of diverse
geometric shapes and therefore if such type of two-finger grippers were to be
employed for flexible assembly, multiple grippers will be needed. Additionally,
frequent gripper changes in the robot will be necessary, resulting in loss of pro-
ductivity. An alternative solution could be to design a single multi-finger robot
gripper, inspired by a human being’s hand that will be capable of performing
grasping and manipulation of variety of different object shapes without the need for
changing the gripper. However, such type of gripper design may be too complex to
engineer in practice and not economically viable for industrial applications. Thus, it
is necessary to develop simple multi-finger robotic gripper designs that will be able
to overcome the limitations of existing two-finger gripper designs and will have
necessary flexibility like that of a human hand to adapt to different geometric shapes
of objects.

Further, the grippers actuated using linkages lack the compliance required for
parts mating and insertion operations during assembly. This drawback can be
handled by introducing a compliant behaviour into the gripper. There are two ways
of ensuring compliant behaviour: either by a passive compliance or by an active
compliance. Passive compliant behaviour can be achieved using a tendon-driven
mechanism. The active compliance of the gripper can be ensured by a purposely
designed control system, e.g. impedance control, which is an indirect method of
force control via motion control without explicit force feedback.

Keeping the above in mind, a tendon-driven, multi-finger gripper is being pro-
posed in this work that will have necessary flexibility like that of a human hand to
adapt to different geometric shapes of objects and a control algorithm with nec-
essary compliance to perform parts mating and insertion.
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3.3.2 Proposed Multi-finger Gripper

Figure 9 shows the proposed model of a three-finger gripper. Ulrich et al. (1988)
presented a more detailed description of the gripper mechanism. Sainul et al. (2016)
discussed finger actuation mechanism for a three-fingered hand. The gripper con-
sists of three identical fingers with each finger having three links namely knuckle,
middle and distal links. Base of the thumb finger is fixed on the palm of the gripper.
The other two opposing fingers have revolute joints at the base which helps fingers
to spread sideways. Further, knuckle-middle and middle-distal links are connected
using two more revolute joints. These two revolute joints help finger to accomplish
closing and opening motion during grasping.

Proposed Actuation Mechanism for the Gripper

The articulated fingers of the gripper are actuated by a tendon-driven mechanism
where remotely placed actuators at the palm generate grasping force to the gripper.
Pulleys are used to join the knuckle-middle links and the middle-distal links.
Non-stretchable tendons run over the pulleys and routing points which are used to
guide the tendons as shown in Fig. 10. Spring-loaded tendons or spiral/torsional
springs at the joints are used for extension motion of the fingers. The spreading of
the opposing fingers is achieved by a DC motor and worm gear system placed
inside the palm. One DC motor for each finger is used to drive the tendon–pulley
system. A total of four DC brushless motors are used to actuate all the eight joints of
the gripper.

An end of a tendon is attached to the DC motor and the other end is fixed at the
distal link. The tendon force generates torque at the middle and distal joints. Pulling
tendons can only generate force in one direction (tendons only can be pulled, not
push), so two tendons are required to control a single joint, one tendon for each

Fig. 9 Model of the robot
gripper
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direction, i.e. a finger having n joints requires a total of 2n number of tendons for
controlling all the joints independently. Although a minimum of nþ 1 tendons can
independently control the joints with limited control capabilities which is implying
that a finger having two joints needs at least three tendons, here, one tendon is used
for finger flexion and two spring-loaded tendons are used for finger extension and
they are called active and passive tendons, respectively.

Let n is the total number of joints, m is the total number of active and passive
tendons, where m ¼ nþ 1, l 2 Rm be the tendon displacements, and q 2 Rn be the
joint displacements. Then, the relation between the two displacements is as follows:

l ¼ Jjqþ l0 ð9Þ

where Jj 2 Rm�n is the Jacobian matrix and l0 2 Rm be the initial tendon dis-
placements vector.

Let s 2 Rn be the joint torques and ft 2 Rm be the tendon forces. Then, the
relation between them is as follows.

s ¼ JTj ft ð10Þ

Let r1 and r2 be the pulley radii. Then, the Jacobian matrix for tendon
arrangement as shown in Fig. 11 can be written as follows:

Jj ¼
r1 r2
r1 �r2
�r1 0

2
4

3
5 ð11Þ

DC motors control the tendon displacements or the tendon tension forces of the
active tendons. The other two passive tendons are not actively controlled. Use of
only one active tendon to control two joints of a finger makes the system
under-actuated. Here, the use of passive tendons ensures that the joint displace-
ments are uniquely determined for given tendon displacements and makes the

Fig. 10 Model of the tendon-driven finger showing the tendon and pulley arrangement
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system controllable in tendon space, i.e. tendon displacements and tendon forces.
As the force in the passive tendons cannot be actively controlled, a limited set of
joint displacements or torques can be achieved.

Control System of the Gripper

In recent times, the control of under-actuated system has drawn a lot of attention in
the robotics field due to various advantages of under-actuated system. Under-actuated
system requires less number of actuators compared to the full-actuated system which
reduces the overall weight. Although the control system for under-actuated system is
lot more challenging than the conventional full-actuated system, object grasping task
is divided into two stages, pre-shaping of the fingers before grasping and gripper
closure. In pre-shaping stage, the gripper adjusts its finger position by spreading the
opposing fingers according to the various types of grasp which depend on the shape
of object. During the pre-shaping, fingers make no interaction with the object.
Gripper closure involves under-actuated control of the last two joints. The dynamic
equation of a finger with three joints is as follows:

M€qþH _q; qð Þ + G qð Þ ¼ s ð12Þ

where M 2 R3�3 be the inertia matrix, H 2 R3 is the joint velocity and position
dependent Coriolis term, and G 2 R3 is the nonlinear gravity term.

A subsystem of the dynamic Eq. (12) with last two joints is considered in the
subsequent section, as tendons are used only for the last two joints of a finger.
Coefficients with bar line are used to differentiate with derived system from the
original system. The joint torque and tendon force relation is as follows:

�s ¼ JTj f t ð13Þ

However, force in the passive tendons cannot be controlled as they are spring
loaded. The force vector ft is partitioned to separate the active component fa from
the passive component fp. Then, the control input is as follows:

Fig. 11 Internal view of
tendons run over the pulleys
and routing points

Development of a Flexible Assembly System Using Industrial … 55



�s ¼ JTj fa þ JTp f p ð14Þ

by, putting Eq. (14) in Eq. (12) and rearranging the passive component, the
dynamic equation of motion is obtained as follows:

�M €�qþ �H _�q; �q
� �þ �G �qð Þ � JTp f p ¼ JTj fa ð15Þ

where M be the inertia matrix, H be the Coriolis force, G, be the gravity force, �q
and �s are joint displacement and joint torque of the last two joints, respectively. The
relation between the tendon forces and tendon displacements for the spring-loaded
tendons is as follows:

f p ¼ Kl ¼ KJp�q ð16Þ

where K be the spring stiffness matrix of the spring-loaded tendons.

Impedance Control of the Gripper
Diameter of the pulleys is chosen in such a way that generated torque at the middle
joint is greater than the distal joint, i.e. s2 [ s3. Such design makes sure that the
applied tendon force moves middle joint first, once it is stopped by touching object
or joint limit, then only distal joint starts to move. Figure 12 shows finger closure
operation, where initially only first link moves, and then second link starts to move
after first link touches the object.

During the grasping tasks, fingers make physical interaction with the environ-
ment. The generated contact forces due to interaction with the object cause a
deviation from the desired finger trajectory. Impedance control is preferred for tasks
involving interaction with the environment which regulates motion and contact
forces without explicit force feedback. It is not possible to control all the joints
independently due to the under-actuation mechanism (i.e. less number of control
inputs than the total number of joints in a finger), so inspired by the work of Arai

Fig. 12 Finger closure
operation
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and Tachi (1991); a two-phase control approach is proposed for controlling the joint
displacements as well as the contact forces exerted by the links in joint space. In the
first phase, tendon force controls only the middle joint. Then, in next phase, tendon
force controls the distal joint.

Figure 13 shows the impedance-based grasp controller in joint space. In the
presence of contact force, the dynamic equation of motion is as follows:

M q
:: þHðq: ; qÞþGðqÞ � JTp KJpqþ sc ¼ JTj fa ð17Þ

where sc is the generated torque at the joints due to the contact force.
From Eq. (17), the dynamic equation can be rewritten as

m22€q2 þm23€q3 þ v2 � t2 þ s1c ¼ r1fa ð18Þ

m32€q2 þm33€q3 þ v3 � t3 þ s2c ¼ r2fa ð19Þ

where t ¼ JTp KJp�q and v ¼ H q
:
; q

� �
þG qð Þ .

The following are the impedance control laws with feedback linearization.
First phase: Control law is

fa ¼ Kp q2 � qd2
� �� Kv _q2 þ 1

r1
v2 � t2ð Þþ m23

m33
t3 � v3ð Þ

� �
ð20Þ

At equilibrium, generated torque at the middle joint due to contact force is as
follows:

s1c ¼ r1Kp q2 � qd2
� � ð21Þ

Second phase: Control law is

fa ¼ Kp q3 � qd3
� �� Kv _q3 þ v3 � t3 ð22Þ

Fig. 13 Impedance-based grasp controller in joint space
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At equilibrium, generated torque at the distal joint due to contact force is as
follows:

s2c ¼ r2Kp q3 � qd3
� � ð23Þ

3.3.3 Results and Discussions

The impedance control has been implemented on the proposed three-finger gripper.
Table 3 shows all the parameters of each finger of the gripper, where l1; l2; l3ð Þ and
m1;m2;m3ð Þ are the link lengths and masses of the knuckle, middle and distal links,
respectively.

Figure 14 shows the joint displacement responses for implementation of impe-
dance control laws as discussed in previous section. A time step of 10�3 s, pro-
portional gain of Kp ¼ 10 and derivative gain of Kv ¼ 0:1 are used for the

Table 3 Finger parameters of the gripper

l1 (mm) l2 (mm) l3 (mm) m1 (g) m2 (g) m3 (g) r1 (mm) r2 (mm)

60 60 40 50 50 40 10 8

Fig. 14 Results of impedance control
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implementation. From the figures, it is clearly seen that the middle link starts to
move first and once the desired joint values are reached, then only the distal link
starts to move.

Figures 16 and 17 show the grasping poses for cylindrical and cuboidal objects.
The snapshots show the intermediate stages of pre-shaping and fingers closure.
Figure 15a shows the pre-shaping stage where the two opposing fingers spread
sideways. Figure 16b, c shows the implementation of the proposed two-phase
control approach for gripper closure, Fig. 15b shows the closure of middle link and
Fig. 15c shows the distal link closure, once the middle link is stopped by touching
the object. Pre-shaping operation is not required for grasping of object shown in
Fig. 16.

Fig. 15 Finger grasping poses for a cylindrical object

Development of a Flexible Assembly System Using Industrial … 59



3.4 Vision-Assisted Robotic Assembly

In the following sections, the key issues and challenges in implementation of the
assembly task-level plan using a vision-guided robotic system will be presented.

3.4.1 Key Issues and Challenges

In accordance with the task-level plan, the robot needs to be programmed to per-
form the assembly operations. The conventional online programming requires, first,
the desired motion cycle to be taught to the robot by manual lead-through technique
or powered lead-through technique with the help of a teach pendant to carefully
define robot end-effector positions and orientations during and at the end of the
motion. Then, it requires the programmer to prepare textual commands, describing
the desired motion of the manipulator, and finally the program is entered into the
controller memory for playback. Obviously, the online programming method is
arduous and time consuming. The quality of motions and the end-effector positions
taught relies on the skill level of the programmer. This exercise may have to be
repeated again for robotic assembly of a new product even with slight variations in
design, and thus it lacks the flexibility and reusability. To overcome the above
drawbacks, a strategy for automatic programming of industrial robots to perform
assembly operations by machine vision guidance has been proposed in this work.
Furthermore, as inspection is important in any assembly process to rule out the

Fig. 16 Finger grasping poses for a cuboidal object
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possibility of erroneous robotic assembly, a strategy for automated assembly
inspection based on machine vision has been also proposed. The aforementioned
proposed system has been demonstrated by performing a mechanical assembly
using a vision-assisted robotic assembly system, comprising of an industrial robot
manipulator, an overhead CCD camera and the National Instrument (NI)’s
LabVIEW graphical programming environment.

3.4.2 Implementation of Assembly Task Plan by Vision-Guided Robot

After the task-level plan is generated using knowledge-based system described in
Sect. 3.2, it is implemented by a vision-guided robotic system that has been
developed. Figure 17 shows the system setup. It consists of a robotic system
comprising of a six-axis industrial robot manipulator (model Yaskawa Motoman
MH5) equipped with a two-finger pneumatic gripper and a robot controller (model
FS100) with open software architecture and a robot control interface (Digimetrix), a
vision system comprising of an overhead-mounted CCD camera and NI vision
assistant utility for image processing, and NI LabVIEW graphical programming
environment for implementing the overall system. The storage bin containing the
parts that are to be assembled and the assembly jig on which the assembly is to be
built up are both placed within the field of view of the overhead camera and within
the robot work envelope.

Recognition of Parts, and Estimation of Position and Orientation by
Machine Vision

To carry out assembly using the robot, it is necessary to first of all recognize all the
parts involved from the storage bin and determine their initial locations and ori-
entations, which are accomplished by the machine vision system. The vision system

Industrial 
Robot

Storage BinAssembly Jig

NI PXI System

Camera 
Stand

Gripper

Display of Image Processing results

Overhead
Camera

Fig. 17 Setup for vision-guided robotic system for assembly
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is used to further determine the target hole (cavity) locations and their orientations
on the base part of the assembly or sub-assembly into which each part has to be
inserted. The vision assistant utility of LabVIEW has been used to accomplish these
tasks. The vision system hardware consists of an overhead camera used to acquire
the image of the parts placed inside the robot work envelope and a PC with data
acquisition board. The camera used is Basler acA1300-22gc GigE camera with
Sony ICX445 CCD sensor of 1.3 MP resolution, 22 fps and with Edmund Optics
lens of 6 mm focal length.

Figure 18 shows the operations performed by the machine vision system.
Following are the steps for recognition of parts and determining their locations

and orientations. First, the camera is to be calibrated to map the pixels of the image
to real world coordinates of the robot. The calibration is done by the point coor-
dinates calibration routine of LabVIEW by feeding the real world coordinates of
any four different pixels from an image taken by the camera in the given workspace.
After the calibration, the setup is kept fixed and images of the workspace, con-
taining the parts to be assembled and the assembly jig, are captured using the
camera for use in robotic manipulation. The captured images are colour images
containing the (R)ed, (G)reen and (B)lue channels at every pixel, and hence, every
pixel can be represented in the RGB space. As changes in the brightness of an
image are more distinguishable than that only in colour (Wang et al. 2001), a
perceived brightness measure from the image simply called the value has been
considered. This is obtained by converting a pixel in an RGB space to that in HSV
(Hue–Saturation–Value) space, where H and S are the chromatic components and
V is the value. V is simply computed as (Solomon and Breckon 2011)

V ¼ max
R
255

;
G
255

;
B
255

� �
; R;G;B 2 0; 1; 2; . . .; 254; 255½ � ð24Þ

In the next step, a pattern matching approach is applied on the value plane of the
image, to detect the presence of a particular part. This system matches available
templates of parts to the various regions of the image to identify a part in it. The
well-known normalized 2D cross-correlation value (Haralick and Shapiro 1992)
between templates and similar-sized local regions in the captured image is maxi-
mized (best fit above a threshold) to find a part. To make the matching rotation
invariant, finite number of rotations (between 0° and 360°) of a given template is
considered. Scale invariance of the pattern matching is also important and hence
multi-scale processing is performed during the pattern matching. Multi-level

Parts recognition:
X, Y position,
Orientation (Angle),
Matches found

Set up 
Vision  
System  

Acquire 
Image by 
Camera

Machine vision operations:
Value plane extraction and
Pattern matching

Image 
Calibration

Fig. 18 Flowchart of operations performed by machine vision system for part recognition and
determining position and orientation
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Gaussian pyramid decomposition (Gonzalez and Woods 2008), shown in Fig. 19,
of both the template and the image at hand, is considered.

The matching is done across all the scales provided by the pyramid decompo-
sition of both the template and the image. The number of levels in the pyramid has
been considered as 4. The matching operation simply considers the real values from
the value planes of the images (and templates) and works fine even in the presence
of intricate textures with dense edges. It is found that the NI vision assistant utility’s
pattern matching described above is able to accurately locate objects that vary in
size and orientation (0°–360°). To reduce complexity of the processing, a
coarse-to-fine matching is considered. This helps immensely as all possible rota-
tions and locations are considered only at the coarsest level, and then for the finer
level, only a subset of possible rotations and locations are considered based on the
best match orientation in the coarsest level. This avoids exhaustive search at every
level of the pyramid, and actually makes the processing faster than that without
pyramid decomposition, and this is another advantage of using the decomposition
other than the intended scale invariance through multi-scale processing.

Once the pattern matching operation is completed, we have the estimated
locations and orientations of all the parts identified. The X, Y position is then easily
mapped to the world coordinates as per the initial calibration.

Input Image/ 
Template 
(Size N x M) 

Gaussian 
Filtering  [given 
in figure 19 (b)]

Down-sampling
Output Image/ 
Template 
(Size 0.5N x 0.5M) 

Recursion to generate pyramid

Coarsest Level

Finest Level

(a)

(b)

Fig. 19 a Multi-level Gaussian pyramid decomposition, b the pyramid structure. Source The
USC-SIPI image database (http://sipi.usc.edu/database)
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Strategy for Robotic Assembly Under Machine Vision Guidance

After the assembly parts are recognized and their positions and orientations
determined by machine vision system, the decisions regarding motion of the robot
manipulator to perform the assembly operations are implemented in accordance
with the assembly task plan generated earlier by the robot task-level planner. The
robot task-level plan lists sequentially the handling tasks that are to be performed by
the robot to pick up the parts one by one from their initial locations and orientations
in the storage bin, and also the insertion tasks that are to be performed by the robot
to assemble them into the respective positions and orientations of the holes (cavi-
ties) in the base part on the assembly jig. The destination coordinates on the
assembly jig are also obtained from the vision system. The task-level plan also
contains details of the robot motion sequences necessary for handling each part in a
proper order as shown in Fig. 20, starting from moving the robot to a safe height
above the recognized part before picking it up and ending with actuating the
opening of the gripper fingers to release the part on the base part before moving up
to a safe height. After these motion sequences, the manipulator needs to move away
to clear the field of view of the camera and await further instructions for handling
and insertion of the next part. For this, machine vision system is employed
repeatedly as explained earlier. Each of the above-mentioned sequences has been
implemented by developing a sub-VI in LabVIEW. If any part to be assembled is
missing from the bin, the robot will automatically stop the assembly process after
getting a “No match found” signal from the vision system.

Strategy for Assembly Inspection by Machine Vision

In any assembly process, inspection plays a vital role as there is always a possibility
of erroneous robotic assembly due to missing parts. This defect may result from
accidental slipping of a part from the gripper during handling before the robot
reaches the assembly jig. In that case, the missing part from the assembly can be
detected by first taking an image of the intermediate stage of assembly with the
sub-assembled parts, each time after the robot completes an assembly operation,

Move to safe height 
and open gripper 
(sub VI)

Move to grasp 
height and close 
gripper (sub VI)

Move up to safe 
height (sub VI)

Move to safe height 
above assembly 
fixture (sub VI)

Move down to 
height of fixture 
level and open 
gripper (sub VI)

Move up to safe 
height (sub VI)

Move to clear the 
field of view of 
camera (sub VI)

Repeat the sequences 
of tasks for the next 
component

X, Y position 
angle from 
Vision Assistant

Enter safe 
Height

Enter grasp 
height

X, Y position and 
angle from Vision 
Assistant

Enter height of 
fixture level 

Fig. 20 Flowchart of the strategy for robotic assembly
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and then performing template matching of that sub-assembly image with the pre-
viously stored correct intermediate stage image. If the match is found to be perfect,
a signal ‘Continue assembly’ is sent to the robot controller to proceed for picking
the next part. Otherwise, robot stops after receiving a ‘Part missing, stop assembly’
signal. This same process is continued at each stage of the assembly to check for
missing parts. Flowchart of the inspection process is shown in Fig. 21.

3.4.3 Results and Discussions

The eight-component assembly shown in Fig. 7 is used to demonstrate the results of
the developed vision-assisted robotic assembly system. Figure 23a–c, shows the
initial, intermediate and the final states of the task environment, respectively,
indicating the positions of the jig as well as other parts and the robot’s movement
for performing the assembly. All the above parts were initially scattered randomly
in the task environment of the robot but placed in a bin within the field of view of
the overhead camera as shown by the initial state of the task environment in
Fig. 22a. Table 4 summarizes the information about the estimated initial positions

No

Match 
found

Acquire image Image Calibration Inter mediate stage template matching

Yes

Continue 
Assembly 

Part Missing. 
Stop Assembly

Fig. 21 Flowchart of operations performed by machine vision for assembly inspection

(b) Intermediate state (c) Final state

Assembly Jig Assembly Jig
Assembly Jig

(a) Initial state

Fig. 22 Initial, intermediate, final states of the task environment showing the robot’s movement
for performing assembly
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of all assembly parts including the holes (cavities) on the jig that were extracted
using the vision assistant utility of LabVIEW. Figure 23 presents an extract of a
typical output from the vision assistant for one of the assembly parts, showing the
stored template, recognized part, estimated initial X, Y positions, angle, score, etc.
Finally, Fig. 23c shows the final state of the task environment after successful
completion of the assembly by the robot.

4 Summary and Conclusions

In an attempt to support the ongoing efforts for developing flexible robotic
assembly system with necessary agility and adaptability to satisfy diverse customer
requirements and capability of mass customization, this chapter has examined some
of the crucial issues and challenges that need to be addressed for its successful
implementation. Some of the significant contributions of the reported research are
as follows.

• A Sexual Genetic Algorithm (SGA)-based approach for assembly sequence
planning and optimization has been developed and implemented. The infor-
mation on assembly directions of the parts, precedence relationships, various
tools/grippers needed and location of the base component in the assembly is
inputted. It is capable of automatically generating the feasible and optimal
sequences based on minimizing the number of reorientations and tool changes,
and maximizing the stability of the components/sub-assemblies.

• Further, a robot task-level planning system has been proposed and its imple-
mentation shown using a vision-guided industrial robot manipulator for per-
forming mechanical assemblies. To accomplish task-level planning, a
knowledge-based system is developed and executed using the expert system
shell CLIPS, which is capable of automatically generating all the assembly tasks
that are to be performed by the robot from a given optimal assembly sequence
generated by the above sequence planner.

(a) Stored template (b) Screenshot display of 
Image Processing result

(c) Calibrated matches  

Fig. 23 Output from the vision assistant utility of LabVIEW
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• Moreover, a multi-finger, tendon-driven robotic gripper for flexible assembly
has been proposed that has necessary flexibility like that of a human hand to
adapt to different geometric shapes of objects and an impedance control algo-
rithm with necessary compliance needed to perform parts mating and insertion
during assembly.

• Finally, a strategy for robotic assembly under machine vision guidance has been
also developed, in which the vision system comprising an overhead-mounted
CCD camera and NI vision assistant utility for image processing has been used
to guide a Motoman industrial robot in performing mechanical assembly
operations in a task environment, where the parts are initially scattered ran-
domly. Further, a strategy for automated assembly inspection based on machine
vision has also been proposed to rule out any possibility of erroneous robotic
assembly. The above system is found to be successfully working with minimal
human intervention. Research work is presently ongoing for use of multiple
sensors in conjunction with machine vision to guide the robot in performing
more complex assembly tasks.
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A Piezoelectric Actuator Based Compact
Micro-manipulation System for Robotic
Assembly

R. K. Jain, Surajit Saha and Bhaskar Ghosh

Abstract In this chapter, a novel design of miniature wireless mobile
micro-manipulation system (WMMS) for robotic assembly is proposed where a
three-piezoelectric actuator fingers’ based compact gripper is developed for han-
dling the small objects. The piezoelectric actuator has the potential of generating
displacement in micron range and produces high force after applying voltage for
miniature objects. In order to perform pick-and-place operation of the object from
one to another position in desired workspace, the kinematics for WMMS is carried
out and throughput analysis is performed using ADMAS software. The simulations
are obtained and verified by developing a physical prototype. It is also demon-
strated that the compact WMMS shows handiness during handling and manipula-
tion of lightweight objects without destructing it in a robust manner during robotic
assembly.

Keywords Piezoelectric actuator � Micro-gripper � Wireless mobile
micromanipulation system (WMMS) � Handling

1 Introduction

Robotics technology has been improved significantly during the last few decades.
There are so many fields where robots are used every time. Starting from defense
system to medical science everywhere, we are involved to use robots such as
micromanipulation, nanotechnology, scanning tunneling, atomic force microscopy,
micro-electromechanical system (MEMS), etc. They need reliable, fast, and precise
actuator- and sensor-based systems which give more impact on day-to-day life
(Mok et al. 2000; Huang and Tsai 2005; Valdastri et al. 2006). In this aspect, the
conventional industrial manipulators are fixed at some places and can only execute
tasks within a limited workspace. In order to execute tasks during locomotion in a
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wide area, a vehicle-mounted mobile manipulator is more effective as compared to
fixed-type manipulator (Oriolo and Mongillo 2005). During development of a
vehicle-mounted mobile micro-manipulator, it needs proper movement of the
manipulator to grasp an object without hitting anything from one position to
another. In order to improve micro-manipulator performance, the reliable, fast, and
accurate sensor- and actuator-based system is required that can provide precise
positioning and accuracy during manipulation of the object. By fulfilling this kind
of requirement, the design and development of the micro-assembly system becomes
more potent in terms of precise handling of miniature and small-scale parts in a
robust and economical way toward batch assembly. Regarding this, a few
micro-manipulation systems for robotic assembly have been developed (Zaeh et al.
2003; Clévy and Chaillet 2006; Probst et al. 2009; Bolopion and Régnier 2013).
The advantage of compliance behavior for ionic polymer metal composite (IPMC),
shape memory alloy (SMA), and piezoelectric-based smart materials are used for
robotic assembly (Deole et al. 2008; Jain et al. 2009, 2011). IPMC has proven its
potential of handling and manipulating various flexible as well as rigid parts during
different types of assembly and handling tasks due to its compliant behavior. In this
aspect, Jain et al. (2013a, b) have developed IPMC-based compliant micro-grippers
for different applications of micro-manipulation such as handling of parts in
micro-factory test bed concept and SCARA robot. The IPMC micro-gripper is
actuated with small voltages (0–3 V) and produces large displacement
(10–16 mm), whereas SMA actuated micro-grippers for manipulation have been
developed by Kohl et al. (2002) and Lin et al. (2009). Unfortunately, IPMC and
SMA suffer from long-term actuation problem (Hall 2001; Bhandari et al. 2012).
Therefore, another approach is that the piezoelectric actuator can be used for
developing the micro-gripper. Compared to IPMC and SMA, the piezoelectric
actuator has some benefits such as high micro/nanoscale displacement, large force
generation within microseconds for developing the micro-gripper. The only limi-
tation of piezoelectric actuator is that it suffers from the nonlinear behavior and
shows hysteresis. To reduce this nonlinearity of piezoelectric actuator with oper-
ating voltage, several researchers have studied various control methods (Sun et al.
2004; Song et al. 2005). These methods also have some drawbacks like measuring
the force/actuation data for a long time through the operating voltage in order to
develop the micro-gripper. Tracking control of a piezoelectric actuator for com-
pensating hysteresis has been introduced by Rakotondrabe and Ivan (2011), and
Zhang et al. (2012) have incorporated the vision-based system with self-sensing
method for attaining electromechanical behavior of piezoactuator with controlled
voltage toward development of micro-gripper in micro-assembly. These methods
have also shown some limitations like thermal insulation characteristic and pack-
aging aspect problems of piezoactuators for real-time application when the oper-
ating voltage varies from 0 to 60 V. This is encountered by Jain et al. (2013a, b) in
the design of piezoelectric actuator based micro-gripper along with
micro-manipulator with three degree of freedom which can perform the manipu-
lation task within a small workspace. For further improvement, a novel design of
wireless mobile micro-manipulation system with complaint piezoelectric actuator
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based micro-gripper is proposed which is capable to handle the object without
destructing it and performs robotic micro-assembly in a robust manner.

The objectives of this research work focus on the following points:

(a) A new design of a piezoelectric actuator based compliant micro-gripper along
with mobile manipulation system for assembly;

(b) Analysis of mobile micro-manipulation system for finding the throughput speed
for manipulation and handling the object;

(c) Development of a miniature wireless mobile micro-manipulation system and
evaluation of its performance for robotic micro-assembly.

Relevant research work reported in these areas is highlighted here.
In the past, several researchers have carried out research work on various

designs, modelings, and control methods and fabrication of piezo-actuators for
micro-gripper and micro-manipulation. Gao and Swei (1999) have developed a
six-degree-of-freedom (DOF) micro-manipulator based on piezoelectric translators
for a dexterous high-precision manipulation where high-performance piezoelectric
actuation system is used for translator along with a monolithic leaf spring and a
preload mechanism. Sitti et al. (2001) have designed, fabricated, and characterized
unimorph actuators (PZT-5H and PZN-PT) toward designing micro-aerial flapping
mechanism. The characterization of the unimorphs is performed using optical
measurement system in quasi-static and dynamic mode, and the performance of the
unimorphs is compared with desired design specifications. Hristov et al. (2002)
have focused on using stack actuators for simple liver system and proposed a
mathematical model of the mechanism with Lagrangian method. Popa et al. (2003)
have introduced dynamic model of bimorph MEMS actuators similar to piezoac-
tuator. The operating principle is based on differential thermal expansion induced
by Joule heating process. Dadfarnia et al. (2004) have proposed a Lyapunov-based
control strategy for the regulation of a Cartesian robot manipulator. The arm base
motion is controlled utilizing a linear actuator, while a piezoelectric (PZT) patch
actuator is bonded to the surface of the flexible beam for suppressing residual beam
vibrations. Agnus et al. (2005) have attempted on a design of micromanipulation
station based on a microprehensile microrobot on chip (MMOC) micro-gripper. The
microprehensile is a kind of seizing or grasping mechanism by wrapping around
which microrobot on chip (MMOC) micro-gripper is actuated via independently
controlled currents or magnetic field. Pérez et al. (2006) have presented a fabri-
cation technique for the integration of a force sensor with the silicon technology in a
micro-gripper actuated by a piezoactuator system. The force sensor consists of a
silicon box with an output beam. Fuchiwaki et al. (2008) have focused on the
development of the multi-axial micromanipulation organized by versatile micro-
robots using micro-piezoelectric tweezers. This device has 21-DOF with less than
100 nm resolution and demonstrated the flexible handling of minuscule glass
spheres with a diameter of 20 µm. Liu and Liu (2010) have described a
micro-manipulation mechanism with a converse piezoelectric effect where the
micro-step mechanism based on converse piezoelectric effects is designed.
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A micro-gripper actuated by piezoelectric cantilever is also developed for
micro-parts’ assembly. Tamadazte et al. (2011) have attempted on a full automatic
micromanipulation and micro-assembly where a visual feedback method has been
proposed. This method is based on a mono-view and multiple-scale image-based
visual servo using dynamic zoom. Chen et al. (2012) have presented a microma-
nipulation method for handling the micro-objects, which is based on dynamic
adhesion control with compound vibration. Surface and bulk micromachining
technologies are employed to fabricate the micro-gripper and a piezoelectric
ceramics module used in the system. Yang et al. (2012) have presented the design
and analysis of a handheld manipulator for vitreoretinal microsurgery and other
biomedical applications. The design involves a parallel micromanipulator utilizing
six piezoelectric linear actuators, combining compactness with a large range of
motion and relatively high stiffness. Li et al. (2013) have established the kinematics
and dynamic modeling of 2-DOF micromanipulator where the two scales of level
amplifier principle are adopted for designing the flexure hinge to replace the tra-
ditional hinge. Boudaoud and Regnier (2014) have presented an overview of
gripping force measurement using two-fingered micromanipulation systems. The
challenges about measuring forces below the micro-Newton for the manipulation of
highly deformable materials and embedding force sensors within micro-grippers
toward measurement of high resolution are described. Xiao and Li (2014) have
designed a flexure-based 3-DOF micro-positioning stage driven by
piezoelectric-based actuators which are controlled by a sliding mode-based con-
troller and applicable in micro/nanomanipulation. Amari et al. (2014) have pre-
sented a robust master/slave control strategy of the dual-stage micro- and
nano-manipulator which is designed using a laser beam tracking system to pre-
dict the beam location for performing the efficient tracking and following control
approach. Further, Jain et al. (2015a, b) have also attempted on micro-manipulation
system where two piezoelectric fingers based micro-gripper is developed for robotic
micro-assembly.

In this chapter, a novel design of three piezoelectric fingers based micro-gripper
along with mobile manipulation system is proposed for robotic micro-assembly for
handling the lightweight and miniature object. This is a novel part of this paper.

This chapter is organized as follows: a new design of mobile manipulation
system along with a three piezoelectric actuator fingers based micro-gripper for
robotic micro-assembly is discussed in Sect. 2. Further, kinematic analysis of
micro-manipulation system is carried out in Sect. 2.1. The simulation results are
presented. A prototype is developed and robotic micro-assembly is carried out as
discussed in Sect. 3. The results toward robotic assembly are discussed in Sect. 4.
Conclusions are drawn in Sect. 5.
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2 Design of Piezoelectric Actuators Based Compact
Miniature Wireless Manipulation System (WMMS)

Under this section, a novel design of piezoelectric actuators based miniature
wireless manipulation system (WMMS) is discussed. Further, throughput analysis
is carried out using ADAMS software, and angular speeds are found and different
cases are analyzed.

2.1 Design and Working Principle of the Manipulation
System

In order to execute the robotic micro-assembly in a large workspace, a novel
multi-DOF based mobile micro-manipulation system along with piezoelectric
actuators based micro-gripper is designed as shown in Fig. 1. This system consists
of a mobile wheels based chassis, articulated robotic arm, link arm along with a
wrist, and three piezoelectric actuator fingers based micro-gripper. The mobile
wheels based chassis in manipulator has a strong aluminum (Al) base which has
four-wheel driving system. This driving system provides motion to the manipulator
in desired workspace. At the top of mobile wheels based chassis, one end of an
articulated robotic arm is fixed where one rotational motion is provided for
up-down motion during manipulation of object. The other end of articulated arm is
connected to one end of arm link which has one rotational motion also. This
provides the articulation and other end of arm link is connected to wrist. This end of
link arm has rotational motion for adjusting the vertical alignment of the object. The
other end of wrist has also rotational motion for rotating the object at desired

Chassis

Wheel

Link arm

Piezoelectric
micro gripper

Wrist arm

Joint 2
Ar culated ArmJoint 1

Joint 3

Joint 4

Camera Object

Fig. 1 CAD model of three fingers based micro-manipulator using piezoelectric actuators
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orientation. At this end, a three piezoelectric actuator fingers based micro-gripper is
integrated for holding and grasping the object. These three fingers are designed
using bimorph piezoelectric actuators which are held in a plastic-based cylindrical
clamp. These piezoelectric-based fingers (each size 45 mm � 11 mm � 0.6 mm)
are activated through 0–60 V. Through bi-directional behavior of bimorph piezo-
electric fingers, this grasps the object and by movement of other arms the object can
be placed at desired position. A camera is also mounted on the chassis in order to
visualize the object within desired work. This manipulation system can be held by
the different sizes and shapes of the objects like circular, triangular, etc.

2.2 Kinematic Analysis of the Micro-manipulation System

In order to attempt the manipulation task, identification of workspace is one of the
important parameters for robotic assembly. This defines the possible position that
can be achieved by its end effector relative to workspace. Here, a kinematics of
mobile micro-manipulation system is discussed. For developing the kinematics of
mobile micro-manipulation system, one mobile vehicle arrangement along with
articulated arm, link arm, wrist, and end effector as a three piezoelectric fingers
based micro-gripper are analyzed together. In order to find the end effector position,
the schematic diagram of micro-manipulation system is shown in Fig. 2. The two
wheels of mobile mechanism are denoted as W1 and W2. The base is mounted on
mobile mechanism at Joint J1 where one end of articulated arm is fixed at distance
of L1. This arm rotates about this joint with angle of h1. The other end of articulated
arm with length L2 is attached with one end of link arm at joint J2 and this arm also
rotates about J2 with the angle of h2. The other end of link arm with length of L3 is

Fig. 2 Schematic representation for kinematic analysis of micro-manipulation system
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connected with the one end of wrist at joint J3 and this also rotates about same joint
(J3) with angle of h3. The end effector is integrated at the end of wrist at joint J4
with length of L4. The wrist can be twisted with angle of h4 in order to attempt the
twisting motion.

In order to develop the kinematics, the location of each link relative to its
neighbors is shown in Fig. 3. The positions of frames {0} and {1} are available at
joint 1. When one articulated arm rotates about Z-axis with angle of h1, the frame
{2} is developed. Similarly, the frames {3} and {4} are established for providing
the moment of other end of articulated arm and link arm, respectively. The
movements of these arms are provided through h2 and h3. Afterward, the frames
{5} and {6} are the positions of wrist where wrist is rotated through h4. The frame
{7} is the position of end effector where three piezoelectric fingers based
micro-gripper will be integrated. By applying the principle of forward kinematics
according to Denavit–Hartenberg (D-H) method, the position of end effector or
micro-gripper can be found for picking and placing of the object because the
manipulation system rotations take place about local axis. The D-H parameter is
also mentioned in Table 1.

After applying the D-H method, straightforward kinematics is rotated about all
rotational movement about respective axes of reference frame (0T1,

1T2,
2T3,

3T4,
4T5,

5T6, and
6T7), respectively. The transformation matrix of each link with respect

to joint can be written as

Fig. 3 Schematic diagram for forward kinematics of manipulation system with local axes
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T0
1 ¼

1 0 0 0
0 1 0 0
0 0 1 L1
0 0 0 1

2
664

3
775 ð1Þ

1T2 ¼
1 0 0 0
0 0 �1 0
0 1 0 0
0 0 0 1

2
664

3
775 ð2Þ

2T3 ¼
cos h1 � sin h1 0 L2 cos h1
sin h1 cos h1 0 L2 sin h1
0 0 1 0
0 0 0 1

2
664

3
775 ð3Þ

3T4 ¼
cos h2 � sin h2 0 L3 cos h2
sin h2 cos h2 0 L3 sin h2
0 0 1 0
0 0 0 1

2
664

3
775 ð4Þ

4T5 ¼
cos h3 � sin h3 sin h3 0
sin h3 cos h3 � cos h3 0
0 1 0 0
0 0 0 1

2
664

3
775 ð5Þ

5T6 ¼
1 0 0 0
0 1 0 0
0 0 1 L4
0 0 0 1

2
664

3
775 ð6Þ

6T7 ¼
cos h4 � sin h4 0 0
sin h4 cos h4 0 0
0 0 1 0
0 0 0 1

2
664

3
775 ð7Þ

Table 1 D-H parameters for
finding the position of
micro-gripper

ai di ai hi
0 L1 0 0

0 0 90° 0

L2 0 0 h1
L3 0 0 h2
0 0 90° h3
0 L4 0 0

0 0 0 h4
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The total transformation matrix 0T7 can be written as

0T7 ¼ 0T1 � 1T2 � 2T3 � 3T4 � 4T5 � 5T6 � 6T7 ð8Þ

or in terms of joint variable is

0T7 ¼

cosðh1þ h2 þ h3 þ h4Þ sinðh1 þ h2 þ h3þ h4Þ sinðh1þ h2 þ h3Þ L2 cos h1 þ L3cosðh1 þ h2Þþ L4 sinðh1 þ h2 þ h3Þ
� sin h4 � cos h4 0 0

sinðh1 þ h2 þ h3 þ h4Þ cosðh1 þ h2 þ h3 þ h4Þ � cosðh1 þ h2 þ h3Þ L1 þ L1 sin h1 þ L2 sinðh1 þ h2Þ � L4 cosðh1 þ h2 þ h3Þ
0 0 0 1

2
6664

3
7775

ð9Þ

For finding the throughput/speed, the basic model of micro-manipulator is
developed in ADAMS software as shown in Fig. 4. During development of model,
the chassis is constructed of aluminum sheet material where four-wheel drive is
made for controlling the chassis. This chassis is controlled by three servomotors.
These motors are placed at revolute joints of wheels. By controlling the motors, the
chassis moves in specified area. After that, an articulated link is placed at the top of
chassis with a base. The base is fixed on the top of chassis. One end of articulated
link is attached with base with help of a revolute joint and motor. This motor
provides an articulation of arm. In the other end, another motor is mounted with
revolute joint for articulating the arm and connection of one end of link arm. The
other end of link arm is attached with wrist where a motor is also mounted with
revolute joint. A motor is also attached to the end effector for providing the rota-
tional motion during assembly. The end effector is designed using three fingers

Fig. 4 ADAMS model of mobile micro-manipulation system
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based micro-gripper. These three fingers are constructed using bimorph piezo-
electric actuators. These are operated at 0–60 V. An object is also placed at ground
so that this micro-manipulator will pick the object and placed in identified work.

The different material properties of each link mechanism are given in Table 2. In
order to attempt, the pick-and-place operation of robotic assembly, the following
steps are carried out:

I. At first, manipulator is initialized at home position. After initialization of the
manipulator, it will ask the position of object and scan the work area for
identifying the object.

II. In the second step, the manipulator will search for the shortest path for
reaching the desired position of the object.

III. In the third step, four-wheeled system will run through the motor for
left-right movement.

IV. Subsequently, the manipulator reaches near to the object and then the
articulated and link arms will move downward at top position of the object
accordingly. If minor orientation will be required during holding the object,
this will be adjusted by movement of wrist.

V. After that, piezoelectric micro-gripper will be activated through 0–60 V for
holding the object.

VI. After holding the object, the articulated and link arms will move upward
accordingly for placing the object at different positions. Further, manipulator
follows the same steps from II to V for placing the object at different
positions.

In order to find the relation of different link positions, simulation has been
carried out and the three cases are considered. In the Case-I, the object is closest to
the chassis of the mobile manipulator and when it picks the object, the angles
between different links change from initial position. This is indicated as projected
angles between different links. The changes of values of these angles between
different links (i.e., articulated arm, link arm, and wrist) are 20°, 10°, and 5°,
respectively. In the Case-II, the object is little far from the chassis of the mobile

Table 2 Different dimensional parameters of micro-manipulation system

Name of parts Material properties of each mechanism

Material Young’s
modulus
(N/m2)

Density
(Kg/m3)

Poisson’s
ratio

Weight
(g)

Chassis Al 6.9 � 1010 2240 0.29 272

Base Al 6.9 � 1010 2240 0.29 31

Articulated arm Al 6.9 � 1010 2240 0.29 16

Link arm Al 6.9 � 1010 2240 0.29 11

Wrist Al 6.9 � 1010 2240 0.29 14

Piezoelectric
micro gripper

Piezoelectric
actuator

4.5 � 1010 7500 0.30 10
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manipulator and the projected angles for articulated arm, link arm, and wrist are
16°, 8°, and 4°, respectively. In the Case-III, the object is far from the chassis of the
mobile manipulator and projected angles are 14°, 7°, and 3.5°, respectively, as
given in Table 3.

From the above case study, it is clearly shown that if the object attempts the
pick-and-place operation from one to another position, the projected angles for
articulated arm, link arm, and wrist are in the ratio of 4:2:1. The simulation results
of these cases are shown in Fig. 5. It is envisaged that the behaviors of each arm are
similar in each case. The angular velocity of each case is analyzed as shown in
Fig. 6. It is observed that the angular velocities of each case are also in same ratio
(4:2:1) and the values of articulated arm, link arm, and wrist for all cases are given
in Table 4.

Table 3 Projected angles of
different links of the wireless
mobile manipulation system

S. No. Projected angles of links (°)

Articulated arm Link arm Wrist

Case-I 20° 10° 5°

Case-II 16° 8° 4°

Case-III 14° 7° 3.5°

(a) Case-I (b) Case-II

 (c) Case-III

Fig. 5 Simulation results of different case studies for pick-and-place operation
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3 Development of Control System for Wireless
Micro-manipulation System

In order to develop the novel piezoelectric actuator based miniature wireless mobile
manipulator, a mobile wheels based chassis is developed as shown in Fig. 7.
During development, the manipulation system is developed with two mechanisms
(mobile and manipulation units) while performing the assembly operation. The
mobile mechanism is used for movement in large workspace for handling operation
and manipulation mechanism is developed by using 3-DOF based manipulator with
a piezo-based gripper. The gripper is fitted at the extreme end which is capable to
orient itself according to the alignment of the object with the help of the nano-servo
motor attached to it which is mounted on the mobile arrangement. The mobile
arrangement has four-wheel drive system which gives the manipulator motion to

(a) Case-I (b) Case-II

(c) Case-III 

Fig. 6 Simulation results of angular velocity in different case studies

Table 4 Angular velocity of
different links of the wireless
mobile manipulation system

S. No. Angular velocity of links (deg/s)

Articulated arm Link arm Wrist

Case-I 15.0 7.5 3.75

Case-II 12.0 6.0 3.0

Case-III 10.5 5.25 2.625
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move around anywhere. Each wheel has dimension of 48 mm diameter and 5 mm
width. The rear two wheels are responsible for the driven speed, and the front two
wheels provide the left-right motion with help of a steering mechanism. In the
manipulation mechanism, three linkages arms (articulated, link, and wrist arm) and
an end effector are developed. The end effector (gripper) is developed using three
piezoelectric bimorph actuators. The gripper consists of a holder and three piezo-
electric bimorph actuators where it is used as an active finger and operated through
0–60 VDC. Therefore, these fingers can compensate the misalignment itself during
holding and pick-and-place operations of robotic assembly. During development of
the wireless manipulation system, the control system has been developed using two
modules, i.e., manipulation module and control panel module as shown in Fig. 8.

In manipulation module, one miniature servo controller for steering, arm rota-
tion, gripper orientation, mobile mechanism, and piezoelectric controller for grip-
ping are assembled and integrated with Arduino Uno microcontroller board (Make:
Arduino, Italy) which makes decision as requirement. This is operated by two-axis
joystick control system. In this module, an XBee RF module for wireless com-
munication is also assembled, and another module of XBee is integrated on control
panel module for proper wireless communication. This XBee is also powered by
Arduino and Arduino is operated with 6 V Ni-MH battery. Two 2-axis joysticks
(Make: iTEAD studio) are supplied with 5 VDC from the Arduino board and the
X- and Y-axis pins are connected to analog input pins of Arduino, whereas the
button pins are connected to the digital input pins. Deflection of the piezoelectric
actuator varies from −500 to 500 lm while varying the voltage from −30 to 30
VDC. In the range of 60 V DC, total 1000 lm deflection is possible for the
piezoelectric actuator. The control input to the 60 V circuit from the Arduino can be
discretized into 255 discrete levels with inbuilt 8-bit DAC of Arduino Uno con-
troller board which yields 255 discrete voltage levels in the range of 60 V. Hence,
the deflection resolution for the piezoelectric actuator used in the gripper is

Servo 
Controller  

Arduino 
Controller 

Joystick  

XBee RF module for 
controller  

Fig. 7 Integration of wireless controller in manipulation system
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1000/255 = 3.9215 lm. The gripper is being turned on/off using a relay breakout
board (Make: iTEAD studio) which turns on/off the supply of 60 V to the gripper
fingers. All the servos are controlled with a servo controller (Model: Propeller USB
Servo controller; Make: Parallax, USA). According to the joystick values received
remotely through the XBee at the manipulator module, the servo controller is
instructed to function as per it by the Arduino Uno controller board on the
manipulator side. The range of remote operation is 100 m. In order to operate the
WMMS, the joystick module and manipulator module are initialized at first. In
the joystick module, the default joystick values are set with (X = 0, Y = 0). This is
one-time initialization after powering on this module. Afterward, current joystick
values (new X, new Y) are taken through analog input pins and button values of
joysticks (B) through digital input pins of Arduino Uno board. Subsequently, these
are transmitted wirelessly through XBee RF module. Then, after a small time pause,
it is checked whether there is an acknowledgement signal is received or not. The
scanning of joystick values and sending them wirelessly will be continued until data
are received from the other end (i.e., manipulation end). After receiving the data, a
time pause is taken by this module and then it is checked whether the operation of
joystick module is required or not. It will go through all the above steps from the
scanning of joystick values again and again until the termination of this module by
user as shown in Fig. 9. In the manipulation module, initially all the servos for
wheels, steering, and arm are set to its default positions. This is also one-time
initialization after powering on this module. After the initialization, a small time
pause is taken before receiving the joystick values wirelessly. The data are received

Fig. 8 Connection diagram of controller for wireless mobile manipulation system
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by the manipulation module, and acknowledgement is sent after performing the
operation. After getting the packet holding the joystick values, the Arduino Uno on
the manipulator side instructs all the servos to work as desired fashion by setting
proper position values of all individual servos. It is not only the servos whose states
may be changed but the state of the gripper is also changed according to the joystick
value received. After doing all the required tasks, an acknowledgement signal is
transmitted wirelessly via the XBee at the manipulator end. Then, it is checked
whether the service of manipulator module is required or not. It will go through all
the above steps from acquiring the joystick values again and again until the ter-
mination of this module by user.

4 Results and Discussions

In this section, the deflection behavior of piezoelectric actuator is discussed for
gripping the object. Further, a WMMS is developed. The prototype is tested and its
experimental performance for gripping is evaluated toward pick-and-place opera-
tion of assembly. The performance of handling capability of different objects is
demonstrated.

Start 
Manipulator 

Initialize wheel servos, steering servos & 
arm servos  

Wait for some time to acquire joystick 
values wirelessly  

Is any packet 
available? No

Yes 

Set each servo values & change the relay 
state for gripping accordingly with the 

acquires joystick values 

Send acknowledgement signal via XBee RF 
module of Manipulation end 

Termination 
by user? 

Yes 

No

End 

Start 
Joystick Module 

Initialize default joystick values  

Scan current joystick values and transmit it 
wirelessly through XBee  

Wait for some time for acknowledgement 

Acknowledgement 
Received? No 

Wait for a longer time pause 

Yes

Termination by 
user? 

End 

Yes

No

Fig. 9 Flowchart for controlling of mobile manipulation system
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4.1 Deflection Behavior of Piezoelectric Actuator

In order to examine the deflection characteristic with the voltage signal of bimorph
piezoelectric actuator, the piezoelectric actuator is fixed with a holder which is
connected to a high-voltage (HV) amplifier for providing the voltage. According to
the input in microcontroller, the control signal is sent to HV amplifier. The
amplified voltage activates the bimorph piezoelectric actuator properly. This con-
trolled voltage signal provides the bending to the piezoelectric actuator as shown in
Fig. 10. When the polarity of the voltage is reversed, then bending occurs in
opposite direction. To study the bending behavior of the actuator, voltage is applied
and it attains the maximum deflection of piezoelectric actuator up to 0.5 mm
(500 µm) as shown in Fig. 11. When the voltage is varied in the reverse way, then
the actuator does not follow the same path to return to its initial position. It shows
the hysteresis error in deflection. This is minimized through microcontroller where
relays are set accordingly. The deflection error is minimized up to 84%. Then, this
voltage is sent to micro-gripper during assembly.

During gripping the objects, the piezoelectric actuator is actuated at 30 VDC
which yields quiet high average force of 104.9558 mN. The tip force values of
piezo-finger at different trials for different voltages are presented in Table 5. From
the trials at the gripping voltage of 30 VDC, the distribution is also plotted as
shown in Fig. 12. The repeatability is calculated from the distribution as
0.3298 mN.

Fig. 10 Successive steps for testing of bimorph piezoelectric actuation
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4.2 Behavior of Wireless Mobile Micro-manipulation
System During Assembly

In order to execute the robotic assembly, the prototype of mobile
micro-manipulation system is developed as shown in Fig. 13. The mobile manip-
ulation system can move in any direction with the help of wireless joystick
arrangement because mobile mechanism is operated through continuous servo
motors with help of a servo controller and Arduino Uno controller. The PWM
pulses are sent to individual servos as commanded by the central commanding
element in the controller. The steps of operation for manipulation in stationary
condition during the arm movement are given below:

Fig. 11 Deflection behavior of bimorph piezoelectric actuator

Table 5 Experimental data for force analysis of piezoelectric actuator

Volt Force value in mN Average force (mN)

F1 F2 F3 F4 F5

0 0 0 0 0 0 0

10 65.39 65.282 65.527 65.458 65.085 65.348

20 91.955 91.906 92.671 92.563 92.946 92.408

30 104.959 105.042 104.924 104.904 104.953 104.9558

Standard deviation at 30 V 0.3298 mN
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Force values (in mN) at different trials at 30V
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Fig. 12 The normal distribution curve for force of piezoelectric actuator
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(d) Grasping Position (e) Up Position (f) Lifting Position 

Fig. 13 Development of prototype of wireless mobile manipulation system
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(i) At first, the manipulator is initialized where all the three arms are kept at a
predefined set position.

(ii) Afterward, the wrist arm is operated through command with Arduino via the
servo controller and it is rotated downward.

(iii) Subsequently, all three arms (articulated, link, and wrist) are operated syn-
chronously through command to attain the position of the object.

(iv) After the three piezo-fingers based gripper reaches the object, it is activated
to grip the object through 0–60 V DC which is controlled by the Arduino
and a relay.

(v) At that time, the gripper holds the object. Then, all arm mechanisms are
again operated synchronously in upward direction for lifting the object.

(vi) Finally, the end arm is moved further to attain the final position.

In order to evaluate the performance of different link positions, experiments are
carried out where link position angles are set at angle of 20°, 10°, and 5° (i.e.,
articulated arm, link arm, and wrist), respectively. The performance is shown in
Fig. 14. It shows that the experimental behavior is similar to that of the simulation
data.

In order to evaluate the performance of micro-manipulation system, three
markers (red, blue, and green) are placed at different locations like link joint,
articulated joint, and arm joints. A camera (Make: Sony, Model: DSC TX-9) is
mounted on the front of micro-manipulation system for acquiring the videos of
movements in real time. A program in MATLAB software is written for converting
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Fig. 14 Validation of different arm behaviors during manipulation
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the videos into different images/templates using template matching method. From
these different images/templates, X-Y coordinate data of different color markers are
generated by conducting different trials as given in Tables 6 and 7.

From these experimental data, the performance is evaluated by plotting the
average data as shown in Fig. 15a. It shows that the manipulation system takes 8 s
downtime for grasping and within 2 s the manipulation system grasps the objects.
Further, the manipulator lifts the object within 10 s and ready to carry the object at
different locations. In order to find the repeatability during grasping, the experi-
ments have been carried out and data are collected as given in Table 8. After
conducting the different trials, it is found that the normal distribution is 0.1420 and
the repeatability of manipulation mechanism is 99.85%. The normal distribution
curve is also plotted as shown in Fig. 15b.

4.3 Different Handling Capabilities of Mobile
Micro-manipulation System During Assembly

The handling capabilities of different types of objects are tested as shown in
Fig. 16. The load capabilities are summarized in Table 9. By conducting different
trials, it is observed that using bimorph piezoelectric actuator based micro-gripper

Table 6 Experimental data for grasping time

Time (s) Distance from origin (mm)

Trial1 Trial2 Trial3 Trial4 Trial5 Trial6 Trial7 Trial8 Trial9 Trial10 Average

0 362.3 365.3 361.8 360.6 362.5 364.2 361.5 360.6 362.7 363.5 362.5

2 313.9 319.7 325.3 326.3 324.6 321.3 320.1 318.5 322.4 320.9 321.3

4 271.7 279.3 278.9 286.5 279.6 274.6 275.7 281.7 279.9 283.1 279.1

6 253.4 255.4 255.1 262.4 254.5 253.2 257.5 258.5 258.5 256.5 256.5

8 234.4 237.8 236.5 237.4 238.3 235.6 234.6 237 238.2 235.2 236.5

10 231.7 234.5 225.4 228.4 229.9 230.6 231.3 226.2 228.6 232.4 229.9

Table 7 Experimental data for lifting time

Time (s) Distance from origin (mm)

Trial1 Trial2 Trial3 Trial4 Trial5 Trial6 Trial7 Trial8 Trial9 Trial10 Average

10 232.8 234.15 224.4 228.3 229.6 231.5 232.5 227.45 228.1 229.7 229.85

12 255.6 268 261 256 267.2 262.5 254.6 258.15 257.2 262.25 260.25

14 291.9 304.5 297.5 291.3 294.4 297.5 298.3 292.6 296.8 297.4 296.22

16 324.6 327.6 321.7 320.3 321.2 326.6 322.3 324.8 323.3 325.6 323.8

18 346 345.3 344.4 338.2 337.6 339.8 344.5 336.8 346.6 345.5 343.47

20 361 362 362.9 361.6 363.3 360.5 364.6 359.5 362.2 361.9 361.95
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provides the dexterous handlings of object where the bimorph piezoelectric fingers
are actuated individually and this also provides adjust misalignment during oper-
ation automatically. These kinds of handling exhibited acceptable handiness and
handling capability of various millimeter-scale components. These devices can also
be used in different kinds of assemblies where placement of object is required for
the precise positioning and misalignment ability during robotic assembly.
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Fig. 15 Behavior of mobile manipulation system during handling

Table 8 Experimental data for repeatability analysis

Trial number Trial1 Trial2 Trial3 Trial4 Trial5 Trial6 Trial7 Trial8 Trial9 Trial10

Actual distance (mm) 231.7 234.5 225.4 228.4 229.9 230.6 231.3 226.2 228.6 232.4

Desired distance
(mm)

230

Error −1.7 −4.5 4.6 1.6 0.1 −0.6 −1.3 3.8 1.4 −2.4

Mean 0.1000

Standard deviation 2.8083

Normal deviation 0.1420
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5 Conclusion

In this paper, a novel design of wireless piezoelectric actuator based mobile
micro-manipulation system is proposed where error minimization and repeatability
analysis of piezoelectric actuator based compliant micro-gripper is discussed. In
robotic microassembly, compliant piezoelectric actuator based micro-gripper helps

(a) Handling of Nut (b) Handling of DC motor

(c) Handling of thermocol 

Fig. 16 Handling capability of different objects

Table 9 Testing of different types of object

S. No. Type of object Object size Weight (g)

1 Thermocol ball Diameter 22.2 mm 0.130

2 Plastic nut Head diameter 22.15 mm, length 22.20 mm 3.250

3 DC motor Diameter 25.0 mm 22.0

94 R. K. Jain et al.



for accommodating the misalignment of peg when assembly operations like
pick-and-place and peg-in-hole are performed by 3-DOF based mobile
micro-manipulation system. During development of piezoelectric actuator based
micro-gripper, bimorph piezoelectric actuator is used as an active actuator. The
bending behavior and high mass force generation techniques are utilized for han-
dling purpose. By constructing a piezoelectric actuator based micro-gripper, it is
established that use of bimorph piezoelectric strips helps in manipulation task where
holding and lifting rigid/flexible miniature components without utilizing any con-
ventional motor can be performed. By developing the prototype of mobile
micro-manipulation system, it is demonstrated that 3-DOF mobile micro-
manipulator with bimorph piezoelectric actuator based compliant micro-gripper is
capable of handling the peg during peg-in-hole assembly. This capability shows the
utilization of piezoelectric actuator during manipulation in robotic micro-assembly.
The future scope of research will be explored in the area of inspection and
surveillance like small pipeline inspections and mobile surveillance for domestic and
other applications.
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Numerical Modeling and Experimental
Validation of Machining of Low-Rigidity
Thin-Wall Parts

Gururaj Bolar and Shrikrishna N. Joshi

Abstract In the present work, a realistic three-dimensional thermomechanical
finite element method (FEM) based model is developed to simulate the complex
physical interaction of helical cutting tool and workpiece during thin-wall milling of
an aerospace grade aluminum alloy. Lagrangian formulation with explicit solution
scheme is employed to simulate the interaction between helical milling cutter and
the workpiece. The behavior of the material at high strain, strain rate, and the
temperature is defined by Johnson–Cook material constitutive model. Johnson–
Cook damage law and friction law are used to account for chip separation and
contact interaction. Experiments are carried out to validate the results predicted by
the developed 3-D numerical model. Four case studies are conducted to test the
capability of developed 3-D numerical model. It is noted that the milling force and
wall deformation predicted by the developed model match well with the experi-
mental results. Overall, this work provides a useful tool for prior study of the
precision machining of low-rigidity thin-wall parts.

Keywords Thin-wall machining � Thermomechanical analysis
Finite element method � Milling force � Wall deflection � Aluminum 2024
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2-D Two-dimensional
3-D Three-dimensional
ALE Arbitrary Lagrangian–Eulerian
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CNC Computer numerical control
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FEA Finite element analysis
FEM Finite element method
J-C Johnson–Cook
MOGA Multi-objective genetic algorithm
VMC Vertical machining center

Nomenclature

A, B, c, m, n Johnson–Cook (J-C) material model coefficients
[C] Viscous damping matrix
[�C] Capacitance matrix
c Damping coefficient
Cp Specific heat
D Scalar damage parameter
D1-D5 Johnson–Cook (J-C) damage constants
E Elastic modulus
F External force vector
FC Resultant milling force
ff Fraction of heat energy conducted into the chip
ft Feed per tooth
Fx Milling force in X direction
Fy Milling force in Y direction
Fz Milling force in Z direction
Gf Hillerborg’s fracture energy
hc Convection coefficient
k Stiffness coefficient
[K] Stiffness matrix
[�K] Time-dependent conductivity matrix
Kc Fracture toughness
kchip Shear flow stress
kt Thermal conductivity
[M] Mass matrix
ns Spindle speed
p Shorter length of two edges
_qconv Convection coefficient
_Q Total heat generation rate
_Qf Volumetric heat flux due to friction
_Qpl Volumetric heat flux generated due to inelastic plastic deformation
rd Radial depth of cut
t Plate thickness
T Nodal temperature vector
_T Derivative of the temperature with respect to time
Tc Cutting temperature
Tmelt Melt temperature
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Troom Room temperature
€u, _u, u Nodal acceleration, velocity, and displacement vectors
�u Equivalent plastic displacement
�uf Equivalent plastic displacement at failure
α Thermal expansion
β Mean friction angle
c Shearing strain
_c Shear stain rate
_cs Slip rate
�e Equivalent plastic strain
_e Equivalent plastic strain rate
�ef Equivalent plastic strain at failure
efi Equivalent strain at fracture initiation
_eo Reference plastic strain rate
�e0i Plastic strain at damage initiation
µ Friction coefficient
ν Poisson ratio
ρ Material mass
ρm Material density
�rjc Equivalent flow stress
σn Normal stress
σy Yield stress of the material
scriti Critical frictional stress
τf Frictional stress
τs Shear stress

1 Introduction

Due to homogeneity and excellent strength-to-weight ratio, monolithic thin-wall
components are widely used in aerospace, marine, electronics, and automobile
industry. Airframe structures of modern commercial and military aircraft contain
hundreds of unitized monolithic metal structural components, which comprise of
thinner ribs and webs. In aero-engine construction, about 90% parts are thin-walled.
An impeller blade can be an example of thin-wall asymmetric-open component
while engine-casing can be considered as thin-wall axisymmetric-closed compo-
nents (Geng et al. 2011). Panels or structural parts and heat sinks of processors of
electronics products such as laptop computers are also made up of thin-wall parts.
Thin-wall machining is essential in the manufacture of dies and molds required to
produce thin-wall plastic parts. It is also used in power engineering applications
such as turbine blades, housings, and enclosures.
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The conventional thin-wall structural components are manufactured in parts and
then assembled together using riveting or welding operations. The process involves
high part cost, and it is time-consuming and laborious (Campbell 2011). Machining
thin-wall parts eliminate the need for different setups and processes; however, it
consumes a lot of power because of machining of about 90–95% bulk material.
Today’s manufacturing and tool room industry are striving to reduce the component
cost and to improve the product quality in terms of surface finish and dimensional
accuracy. To fulfill these requirements, it is imperative to focus research attention
on improving the product quality and overall productivity during machining of
thin-wall components.

In general, machining of parts having thin sections is called as thin-wall
machining. Peripheral milling is a commonly used in machining of thin-wall parts.
During the machining process, low-rigidity thin sections deflect under the influence
of milling force and the heat generated by severe plastic deformation. Various
milling parameters, viz., feed per tooth, axial depth of cut, radial depth of cut, tool
diameter, spindle speed, and tool angles influence the magnitude of the milling
force, which in turn affects the accuracy of the machined component.

According to Kennedy and Earls (2007), a wall of thickness in the range of 1–
2.5 mm can be considered as a thin-wall. Yang (1980) defined the thin plates and
thick plates for plate bending theory as:

Thick plate ¼ t=p[ ð1=5Þ
Thin plate ¼ ð1=100Þ� t=p�ð1=5Þ

�
; ð1Þ

where p is the shorter length of two edges of the plate and t is the plate thickness.
The main difference between thin-wall machining and normal machining is that in

thin-wall machining, there is very less amount of material left to support against the
milling force. This leads to lower stiffness of the workpiece and results in vibrations
and deformation. Consequently, the effect of the milling parameters on thin-wall
machining gets amplified compared to that of a normal machining operation.

2 Challenges in Thin-Wall Machining

Most of the thin-wall components used in the industry are machined from alu-
minum and titanium blocks. Aluminum is widely used because of its low yield
stress and good machinability rating. Moreover, good fatigue resistance makes it
favorable in aerospace and automobile applications. In the field of thin-wall
machining, high-speed thin-wall machining is gaining popularity due to its merits
such as low milling force, low cutting temperature, reduced machining time, and
generation of the better quality surface (Davim et al. 2008). High-speed machining

102 G. Bolar and S. N. Joshi



utilizes machine tools having very high spindle power rating and thus it is very
expensive. It requires high capital investment, which may not affordable by the
small-scale industries. Therefore, it is essential to explore the employment of
conventional low to medium duty computer numerical control (CNC) machining
centers for manufacturing of quality thin-wall structures. Figure 1 shows a sche-
matic representation of thin-wall machining process.

For the chosen milling parameters, the material to be cut is PQRS, however,
under the action of milling force, the wall deflects causing the material P′Q′R′ to
remain uncut. As the cutter moves away in the feed direction (Y direction), the wall
recovers elastically and the material remains uncut which results in thicker top and
thinner base. The thin-wall parts are always machined on computer numerically
controlled (CNC) machines. Despite this, the process of thin-wall machining is not
devoid of problems. This is because the process control by CNC is based on
idealized geometry and does not take into account the deformation of the parts. As a
result, there is a significant deviation between the desired part profile and the
manufactured one. To reduce the form error generated due to the deflection and to
improve the surface finish of work part, it is essential to set the milling parameters
at their optimum levels. In view of this, if the deflection is predicted beforehand,
effective countermeasures can be undertaken to obtain the desired process perfor-
mance, that is, manufacturing of a dimensionally accurate finished component with
good surface quality.

Fig. 1 Wall deflection and form error produced in machining thin-wall feature
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Another important aspect related to machining of aluminum thin-wall compo-
nents is the surface roughness. Aluminum alloys possess a comparatively low
modulus of elasticity, which causes the workpiece to spring back. This spring back
action often results in deflection and chatter. Chatter affects the material removal
rate (MRR) and leads to poor surface finish, part rejection and loss of productivity.

As seen in the Fig. 1, thin walls deflect under the action of milling force, which
in turn affects the quality and accuracy of the work part. A need was thus identified
to develop a realistic numerical model to predict the process responses, which will
help for better control of the process parameters during the actual cutting operation.

Literature reports esteemed research articles and reports published by interna-
tional universities, industry, and research organizations on various aspects of
thin-wall machining such as analytical modeling, numerical modeling, experimental
investigations into influence of milling parameters, viz., feed, depth of cut, tool
geometry parameters, tool path planning strategies and optimization of milling
process parameters. From the reported literature, it was concluded that a significant
amount of work is reported on 2-D as well as 3-D simulations of the bulk milling
operation (Bacaria et al. 2001; Soo et al. 2004; Davim et al. 2008; Özel and Ulutan
2012; Özel et al. 2010, 2011; Maranhão and Davim 2010; Maurel-Pantel et al.
2012; Jiao et al. 2015). Extensive research has been reported on simulation of
orthogonal metal cutting process using 2-D FEM methods. Thin-wall milling using
a helical end-milling cutter is a complex operation and is difficult to comprehend
and analyze in a 2-D domain. Research attempts have been reported on 3-D FEM
modeling and simulation of machining of low-rigidity thin-wall parts to study the
milling forces, deflection, stresses, cutting temperature, and chip morphology
obtained during the process (Ning et al. 2003; Wan et al. 2005; Gang 2009; Rai and
Xirouchakis 2008, 2009; Li et al. 2015; Cheng et al. 2015). Most of them carried
out 3-D simulation of metal cutting for only one rotation of milling cutter hence
lack applicability because in reality, it is essential to simulate the complete pass of
the milling cutter over the specified length of the work part to obtain the instan-
taneous wall deflection.

Keeping this in view, in the present work, a Lagrangian-based 3-D FEM-based
numerical model has been developed to simulate the deflection of workpiece wall
during thin-wall machining of aluminum 2024-T351 alloy. The developed model
was aimed to accurately compute the milling forces, temperature, stress distribution
and to study the chip formation in work part for chosen process parameters by
considering realistic material behavior, friction consideration, damage model, heat
generation and by employing realistic geometry of the milling tool. Subsequently,
experimental trials were carried out to validate the developed model. Details of the
model development are presented in the sections to follow.
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3 Overview of the Process Model Development

To understand and improve the thin-wall machining process, it is important to
develop a mathematical model to establish a realistic relationship between input and
output process parameters. The primary objective of this work was to analyze the
metal cutting phenomenon in thin-wall milling process by carrying out a thermo-
mechanical analysis. The work mainly includes the following steps. These steps are
schematically depicted in Fig. 2.

• Design of geometric models of helical cutting tool, workpiece and selection of
suitable mesh element.

• Choosing the material models and material failure criteria.
• Specify governing equation and boundary conditions.
• Selection and application of required process conditions.
• Solution of the problem using finite element analysis (FEA) tool in nonlinear

mode.
• Determination of stress–strain, temperature profiles in the workpiece-cutting

tool interaction zone, and computation of process performance parameters such
as milling force, stress distribution, cutting temperature, part deflection, and chip
morphology.

• Validation of computed responses with the experimental results.
• Evaluation of computational efficiency of developed 3-D numerical simulation

approach.

These steps are discussed at length in the following sections.

Fig. 2 Overall approach and development of 3-D numerical model
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4 Thermomechanical Modeling of End-Milling Operation

In the end-milling operation, the material is removed from the workpiece using a
rotating tool. The thin-wall sections are deformed due to the influence of forces
developed during tool-workpiece interaction and the heat generated during cutting.
The milling force developed depends upon various process parameters; therefore,
the accuracy of the component depends upon the proper selection of the process
parameters during machining. In the machining process, heat is generated due to
plastic deformation and frictional contact between the workpiece and the tool. The
heat generated directly influences the material properties. Therefore, it is essential to
couple the mechanical and thermal responses to obtain the solution for such a
problem. In this work, a fully coupled thermomechanical analysis of thin-wall
milling operation has been attempted.

4.1 Assumptions

Numerical modeling and simulation of thin-wall machining involve complex
interaction between the tool and workpiece, contact modeling, material properties.
The following assumptions were made in the present thermomechanical modeling:

• The helical milling cutter has sharp cutting edges.
• The milling cutter is stiffer than the workpiece hence it is modeled as a rigid

body. It has translation, rotation, and thermal degrees of freedom.
• Workpiece material is deformable. It is isotropic and homogeneous in nature.
• The workpiece material is free of residual stresses.
• Initial temperatures for both workpiece and the tool are set at 25 °C.
• Workpiece and tool surfaces lose the heat generated during the machining

process to the environment by convection. The convection coefficient, hc is
assumed as 20 W/m2 °C (Kiliçaslan 2009).

• The workpiece has uniform thickness along the height and width. There are no
deformations present in the workpiece at the commencement of the machining
simulation.

• It is considered as 90% of the total energy generated due to plastic deformation
process converts into the heat energy (Li et al. 2002).

• It is also considered that the entire energy that generates during metal cutting
operation transforms into heat energy and half of the heat dissipates into the chip
(Li et al. 2002).
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4.2 Workpiece, Tool Geometry, and Finite Element Meshing

Initially, the geometric models of cutting tool and workpiece have been developed.
The thin-wall workpiece was modeled as an inverted cantilever structure with
bottom portion being constrained, while the other three ends were free. The tool
geometry influences the surface properties of the machined workpiece, so impor-
tance has been given to accurately model the cutting tool. A 3-D model of the end
mill with actual tool geometry parameters was designed using a CAE tool and then
imported in Abaqus/Explicit as a solid 3-D homogeneous part. Figure 3 shows the
workpiece, cutting tool, and relevant geometric parameters.

The influence of vibrations of thin-wall structure that occurs during the
machining was not considered in this work. The parameters related to cutting tool
geometry are listed in Table 1.

Thin-wall machining process involves nonlinear and complex interaction
between the tool and workpiece. It also involves large deformations. It is thus
essential to employ proper element type for the modeling process. The workpiece is
meshed with 3-D solid elements C3D8RT to carry out the thermomechanical
analysis. It is a 3-D displacement-temperature coupled 8-noded solid element with
reduced integration and hourglass control. As shown in Fig. 4 the entire geometry
is discretized into very small finite elements. For this particular case, the tool and
the workpiece were discretized into 12,650 and 293,745 elements, respectively.
Also, it can be seen that element size on the work material varies at different regions

Fig. 3 Workpice geometry and dimensions
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of the workpiece. The mesh density was kept higher at the workpiece-cutter
interaction region, which helps in better simulation of chip formation at the cutting
region. Remaining regions of the workpiece were coarsely meshed to reduce the
number of elements in the non-active areas of the machining process.

Figure 4 also depicts the boundary conditions that applied on workpiece and tool
geometries. The workpiece was constrained at the bottom to imitate the clamping
action during machining. The end-milling cutter was given two motions, namely
linear motion along feed direction and rotational motion about its own axis. The
initial temperature of the tool and workpiece was set at room temperature. Heat loss
to the environment from the tool and workpiece interface was considered primarily
by the convection.

4.3 Material Properties

In this work, numerical simulations have been performed for milling of aluminum
2024-T351 aerospace grade commercial alloy. It possesses high strength and good
fatigue resistance and is widely used in aircraft wing and fuselage structures. The

Table 1 Cutting tool
geometry parameters

Tool diameter (mm) 8

Tool rake angle (°) 8

Tool helix angle (°) 45

Tool clearance angle (°) 15

Number of flutes 4

Fig. 4 Workpiece-tool meshing and boundary conditions
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workpiece material is considered to be an elastic-plastic type. The end mill is
considered to be made of uncoated tungsten carbide (WC).

Tungsten carbide otherwise known as cemented carbide composes of tungsten
carbide powder (85–95%) cemented with a binder material namely cobalt or nickel.
It has many desirable qualities such as high resistant to abrasion, erosion, wear,
compression, and heat (Juneja 2003). The effect of machining process parameters
on the cutting tool wear is not considered of the present study; therefore, the tool is
to be considered as a rigid body throughout the simulation. Table 2 shows the
mechanical and thermal properties of the workpiece as well as the tool material
(Mabrouki et al. 2008).

4.4 Material Constitutive Model

During the metal cutting process, the material deforms plastically and is subjected
to high strains, strain rates, and temperature conditions. To describe the thermo-
mechanical behavior of a material undergoing deformation at such high strains and
strain rate conditions, Johnson and Cook developed a constitutive material model in
1983. As per their model, the equivalent flow stress �rjc can be computed as

�rjc¼ AþB�enð Þ 1� c ln
_e
_eo

� �� �
1� Tc � Troom

Tmelt � Troom

� �m� �
ð2Þ

Table 3 lists the J-C material model constants for aluminum 2024-T351 alloy
(Mabrouki et al. 2008).

Table 2 Workpiece and cutting tool material properties (Mabrouki et al. 2008)

Properties Workpiece Tool

Density, ρm (kg/m3) 2700 11,900

Elastic modulus, E (GPa) 73 534

Poisson ratio, ν 0.33 0.22

Fracture toughness, Kc (MPa
ffiffiffiffi
m

p
) 37 –

Specific heat, Cp (J/kg °C) = 0.557 T + 877.6 400

Thermal expansion, α (10e−6/°C) = 8.9 * 10−3T + 22.2 30

Thermal conductivity, kt (W/m °C) 25 � T � 300 = 0.247 T + 114.4
300 � T � Tmelt = 0.125 T + 226

50

Melt temperature, Tmelt (°C) 520 –

Room temperature, Troom (°C) 25 –
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4.5 Material Damage Model

In the metal cutting process, chips are formed as a result of excessive (large)
material deformation at the cutting tool-work material interface under the action of
applied force. The material is said to have failed when it loses its load carrying
capacity. In machining processes, the prediction and control of the material failure
is a critical issue. In order to investigate the surface finish and integrity of the
produced parts, it is essential to simulate the damage and fracture of the material
under the action of applied loads.

In this work, the ductile failure of work material was simulated under the high
strain, strain rate conditions. Effects of temperature on the deformation were also
considered. For this purpose, Johnson and Cook (1985) shear failure criterion was
used to model the chip detachment. Deformation occurring in the final stage of chip
evolution was computed using the evolution law which is based on fracture energy
principle (Liu et al. 2014). Damage in the element is initiated by scalar damage
coefficient D. It is a sum of ratios of increments in equivalent plastic strain D�e to the
equivalent strain at fracture initiation efi. It is given in Eq. (3). The damage initiates
when scalar damage parameter D exceeds unity.

D ¼ R
D�e
efi

ð3Þ

The equivalent strain at failure initiation efi is

efi¼ D1 þD2 exp D3
P
�r

� �� �
1þD4 ln

_e
_eo

� �� �
1þD5

Tc � Troom
Tmelt � Troom

� �� �
ð4Þ

The J-C damage constants (D1-D5) are shown in Table 4. It can be observed that
coefficient D5 is zero. This indicates that temperature has no effect on the damage
initiation during machining of the aluminum alloy 2024-T351. Stress triaxiality and
strain rate effects are considered to be main factors for damage initiation (Mabrouki
et al. (2008)).

When the damage of a ductile material initiates, the stress–strain relationship no
longer represents the material behavior during deformation. After the damage

Table 3 J-C material coefficients for A2024-T351 (Mabrouki et al. 2008)

A (MPa) B (MPa) n c m

352 440 0.42 0.0083 1

Table 4 Johnson–Cook failure parameters for A2024-T351 (Mabrouki et al. 2008)

D1 D2 D3 D4 D5

0.13 0.13 −1.5 0.011 0
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initiation, the use of stress–strain relation causes strong mesh dependency which is
based on strain localization. This reduces the energy dissipation as the mesh
becomes smaller. Influence of mesh dependency on energy dissipation can be
reduced using the Hillerborg’s fracture energy principle. According to this princi-
ple, the fracture energy can be computed as

Gf ¼
Z�ef
�e0i

L�rYd�e ¼
Z�uf

0

�rYd�u ð5Þ

The damage evolution parameter (ωs) is given as

xs ¼ L�e
�uf

¼ �u
�uf

ð6Þ

The equivalent plastic displacement at failure can be expressed by

�uf ¼ 2Gf

ry
ð7Þ

where Gf is the fracture energy dissipation. It can be determined by:

Gf ¼ 1� m2

E

� �
K2
c ð8Þ

where Kc is the fracture toughness of the material.

4.6 Workpiece-Milling Tool Contact Model

Study of the effect of friction between the end-milling tool and workpiece is
important as it affects the cutting forces, temperature at the cutting zone and chip,
product quality and tool surface wear. In this work, workpiece and milling tool
contact has been considered by employing the modified Coulomb friction model.
According to this model, the contact between chip and tool rake surface region is
divided into two regions, viz., sliding and sticking region (see Fig. 6).

During metal cutting, the friction due to sticking occurs very near to the contact
of cutting edge with the workpiece, while the friction due to sliding occurs far away
from the contact area. The sliding region follows the Coulomb friction law. At the
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sticking region, the frictional stress sf is equal to the critical frictional stress scriti.
Accordingly the frictional stress can be expressed as

sf ¼ kchip when lrn [ kchip ðSticking regionÞ ð9Þ

sf ¼ lr when lnr\kchip ðSliding regionÞ ð10Þ

In the present work, the coefficient of friction μ is considered as 0.17 (Liu et al.
2014). In what follows, the solution methodology is presented.

4.7 Solution Methodology

After the development of geometric models of workpiece and tool, material
properties, material damage law, and friction law were applied and thermome-
chanical analysis of thin-wall end milling was carried out. The mathematical
equations employed in the present work are given below.

4.7.1 Mechanical Analysis

The differential equation of motion that governs the mechanical displacement is
given by

q€uþ c _uþ ku ¼ F ð11Þ

Equation (11) is rewritten in matrix form as

M½ �€uþ C½ � _uþ K½ �u ¼ F ð12Þ

Fig. 6 Distribution of normal
and shear stress at chip-tool
interface
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Nodal acceleration at the beginning of time increment can be obtained by
rewriting Eq. (12) as

€ui ¼ M�1 F � C _ui � Kuið Þ ð13Þ

In the present work, explicit formulation was employed which uses central
difference scheme to discretize the equations. The acceleration equation can be
written as

€ui ¼
_uiþ 1=2þ � _ui�1=2

� 	
ðDtiþ 1 þDtiÞ=2 ð14Þ

Velocity change is calculated by integrating acceleration term using central
difference method. The velocity at the middle of the current step can be computed
as

_uiþ 1=2 ¼ Dtiþ 1 þDti
2

� �
€ui þ _ui�1=2 ð15Þ

Displacement is calculated by integrating velocity through time, which is then
used to obtain the displacement at the end of a time step. It is given by

uiþ 1 ¼ ui þDtiþ 1 _uiþ 1=2 ð16Þ

4.7.2 Thermal Analysis

The governing equation for the transient heat conduction during the machining
process is written as

qCp
@T
@t

¼ @

@x
kx
@T
@x

� �
þ @

@y
ky
@T
@y

� �
þ @

@z
kz
@T
@z

� �
þ _Q ð17Þ

Equation (17) can be rewritten in matrix form as

�C½ � _T þ �K½ �T ¼ _Q ð18Þ

Solving the nodal temperature rate from the above equation yields

_Ti ¼ C�1 _Q� KTi
� 	 ð19Þ
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After applying the forward difference integration scheme on Eq. (19), the nodal
temperature rate is given by

_Ti ¼ Tiþ 1 � Ti
Dtiþ 1

ð20Þ

Equation (20) can be rewritten as

Tiþ 1 ¼ ðDtiþ 1Þ _Ti þ Ti ð21Þ

The explicit expression for nodal temperature rate can finally be written as

Tiþ 1 ¼ ðDtiþ 1ÞC�1 _Q� KTi
� 	þ Ti ð22Þ

Total volumetric heat generation rate is due to the heat generated during plastic
deformation and friction at the work-tool interface. The generation of heat due to
plastic deformation is expressed as

_Qpl ¼ gpr_ep ð23Þ

By considering that most of the energy of plastic deformation converts into heat
energy, in this work, gp is taken as 0.9 (Li et al. 2002). During the metal cutting
operation, friction at the workpiece-tool contact region generates significant heat.
The volumetric heat flux due to friction is given by

_Qf ¼ ff � gf � sf � _cs ð24Þ

During the metal cutting operation, the tool and workpiece surfaces dissipate the
heat to the environment. This phenomenon is described by using Newton’s law of
convection as

_qconv ¼ hcðTc � TroomÞ ð25Þ

The milling process involves large deformations and continuously changing
contact between cutting and workpiece. With the above-stated Eqs. (11)–(25),
Abaqus/Explicit, the FEA solver computed the responses such as milling force, wall
deflection, and cutting temperature. In the present analysis, explicit time integration
scheme has been used to solve the transient problem. It was originally developed to
solve high-speed dynamic problems those were difficult to simulate using the
implicit method. This scheme is simple and can handle problems which involve
high nonlinearity, large deformation, complex friction contact conditions, thermo-
mechanical coupling and fragmentation. The formulation using explicit solution can
be of Eulerian, Lagrangian, or Arbitrary Lagrangian–Eulerian (ALE) type. Figure 7
shows a comparison between Lagrangian, Eulerian, and ALE formulations. In the
Lagrangian formulation, the finite element mesh is attached to the material and
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follows the mesh deformation. The Lagrangian formulation is used to analyze
transient problems which undergo large deformations. It is widely used due to its
ability to form chips and to determine the chip geometry as a function of cutting
parameters, plastic deformation process, and material properties. This enables the
evolution of the cut material from its nascent stage to a stable state without any
predetermined material geometrical boundary conditions. The development of chip
is entirely a function of physical deformation process, machining parameters, and
the input material properties.

In the Eulerian formulation, the finite element mesh is fixed in the space and the
material flows through the control volume that eliminates the possibility of element
distortion during the process. It reduces the computation time as fewer elements
required for the analysis. These models do not need separation criteria for simu-
lating the material failure. The major drawback of the Eulerian formulation is that it
needs prior knowledge of the chip geometry, chip-tool contact length, chip thick-
ness, and contact conditions to simulate the chip formation. Thus in this formula-
tion, it is needed to keep the conditions of chip thickness, tool-chip contact length
and contact conditions constant. Therefore, the Eulerian formulation is not suitable
for simulation of workpiece deformation in metal cutting. To overcome these
drawbacks, researchers have developed a new iterative procedure which combines
the best features of Lagrangian and Eulerian formulations. It is called Arbitrary
Lagrangian–Eulerian (ALE) approach. According to this approach, the mesh fol-
lows the flow of material. The displacements are computed in Lagrangian steps. For
velocity computation, the mesh is repositioned and the problem is solved in
Eulerian step. The combined formulation avoids the severe element deformation
which is a typical problem often associated with the Lagrangian approach.
However, in view of simplicity and high computational efficiency, most of the 3-D
FEM-based simulations of metal cutting operations have used the Lagrangian
formulation. Therefore in the present work, the same approach has been used.

In the present work, Abaqus/Explicit, a commercial finite element solver has
been used to carry out 3-D numerical simulations of machining of thin walls.
A computer system of 3.9 GHz 4 GB RAM processor has been employed.
Extensive trials have been carried out to fine tune the FEM solver parameters. In
general, a typical simulation of material removal during a complete pass of the
milling tool along the wall length of 50 mm took about 340–350 h.

Fig. 7 Comparison of
motion of mesh and material
with Lagrangian, Eulerian,
and ALE formulation
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5 Experimental Validation of FEM-Based Simulation
of Thin-Wall Machining

After the development of numerical model, experimental validation of the
responses predicted by the numerical model was carried out. For this purpose, an
experimental setup was developed on a three-axis computer numerically controlled
vertical machining center (CNC-VMC). Figure 8 depicts the details of the exper-
imental setup developed. The workpiece was clamped in a workpiece holder, which
was fixed firmly on a piezoelectric sensor based three-component dynamometer
(make: Kistler 9272B). The dynamometer is capable of measuring three compo-
nents of milling force (Fx, Fy and Fz). The dynamometer was mounted firmly onto
the base plate of the machine tool. For the data acquisition, the dynamometer was
connected to a computer through a force measurement multichannel charge
amplifier (type 5070A). The data sampling rate was set to 500 Hz per channel. The
component Fx is normal to the machined wall surface. The component Fy is ori-
ented along the direction of feed movement and the Fz component is along the
tool’s axis. The workpiece deflection was measured by Solartron linear variable
differential transformer (LVDT) sensor. Experiments were repeated thrice for each
set of process conditions.

By using the developed numerical model, the responses such as milling force
and wall deflection were measured during thin-wall machining process. In addition,
the efficiency of the developed model in terms of the computational time was also
analyzed. Milling conditions used for simulation studies are listed in Table 5. The
results obtained during the numerical simulation of machining thin-wall aluminum
2024-T351 alloy part are discussed in the following sections.

Fig. 8 Experimental setup
for thin-wall milling
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5.1 Milling Force

Using the developed experimental setup, force components, namely Fx, Fy and Fz,
were recorded for a typical process condition (Test case 1) as mentioned in Table 5.
For the same process condition, a numerical simulation using the developed
mathematical model was carried out. Figure 9 shows the comparison between the
simulation predictions and the experimental results.

The dotted lines represent the moving average values of components of milling
force recorded in the stable region during machining experiments, while the solid
lines represent the moving average values of simulation results. It can be noted that
the forces computed by the numerical model are in good agreement with the
experimental results. Average prediction errors were noted to be 13.93, 20.82, and
32.68% in Fx, Fy and Fz directions, respectively. Numerical predictions are found to
be lower than that of experimental results. This is attributed to the uncontrollable
factors such as material inhomogeneity, errors due to tool and workpiece setting,
tool vibration and tool run-out. It can be observed that the prediction error of Fz is
quite high in comparison with that of Fx and Fy. It may be due to fact that the
magnitude of Fz is smaller and it is more sensitive than the other force components.
It is also to be noted that the factors such as re-cutting of chips and ploughing of
cutting tool edges on the work surface result in the generation of fluctuating force
values.

Table 5 Milling conditions employed for thin-wall machining simulation

Test case ns (rev/min) fz (mm/z) rd (mm) Workpiece length (mm)

1 4500 0.1 1 40

2 4500 0.1 1 50

3 3500 0.1 0.625 40

4 3500 0.1 0.625 50

Fig. 9 Comparison of
simulated and measured
milling force components Fx,
Fy, and Fz

Numerical Modeling and Experimental Validation of Machining … 117



From the plots, it can be seen that the trends of variations of experimental and
numerical forces are similar. However the forces are fluctuating, which may be due
to the fact that during the cutting process, the material softens due to the rise in
temperature which reduces the force values. As the magnitude of force decreases,
the heat production also reduces which in turn affects the metal softening effect that
further leads to rise in the milling forces.

5.2 Wall Deflection and Form Error

In thin-wall milling operation, the low-rigidity thin-wall part deflects due to the
application of milling forces. During the experiments, it was observed that maxi-
mum deflection occurs at top portion of the wall in comparison to that its base. It is
due to the low rigidity of top portion of the workpiece and the base has sufficient
rigidity as it is firmly supported by the bulk material. Figure 10 depicts the variation
of deflection along the workpiece length measured perpendicular to the feed
direction. It is noted that the deflections at free ends of the workpiece are higher in
comparison to that of the middle portion of the wall. The two ends are less stiff and
deflect readily under the action of milling force, whereas the center portion has
sufficient rigidity as it is supported by the material all around. It can also be
observed that experimentally obtained deflection values are slightly on the higher
side than those obtained in the simulations. The mean absolute error between the
experimental and numerically obtained results was noted to be 11%. The trends of
variations of predicted results were matching well with respective experimental
measurements. Figure 11 shows the comparison of wall sections obtained in
numerical simulation and experimental study.

It can be seen that during the thin-wall machining, machined wall base is thinner
than that of the top potion. This is because, due to low rigidity, instantaneous
deflection of top end is more, which leads to lower cutting of the top portion in

Fig. 10 Comparison of the
deflection at top portion of the
wall (2 mm below the top
edge): numerical and
experimental results
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comparison with that of the desired depth of cut. The developed numerical model
could successfully simulate this phenomenon.

Similar to test case 1, experiments were conducted for three other test cases.
Table 6 summarizes the values of measured and simulated milling force compo-
nents, wall deflection, and workpiece temperature for all the four test cases.

It can be seen that the milling force component values predicted by the devel-
oped model match well with the values that are obtained by experiments for all the
test cases. Mean prediction errors for Fx, Fy, Fz, and wall deflection were noted to
be 11.61, 16.38, 26.1, and 10.02%. Overall a very good agreement between the

Fig. 11 Wall cross sections
obtained during experiment
and numerical simulation

Table 6 Comparison of the simulated and measured responses for test cases listed in Table 5

Test case Milling force (N) Wall deflection (mm)

Fx Fy Fz

1 Predicted 294.3 132.44 37.04 0.096

Measured 341.8 167.28 55.10 0.107

Absolute error (%) 13.93 20.82 32.68 11.00

2 Predicted 289.6 127.11 38.31 0.133

Measured 323.1 152.9 51.64 0.124

Absolute error (%) 10.53 16.86 25.81 6.780

3 Predicted 252.74 175.02 38.49 0.091

Measured 287.50 204.32 52.10 0.104

Absolute error (%) 12.09 14.34 26.13 12.50

4 Predicted 246.98 168.16 36.67 0.0956

Measured 274.40 194.37 45.72 0.106

Absolute error (%) 9.9 13.5 19.79 9.81

Mean error (%) 11.61 16.38 26.1 10.02
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simulated and experimentally measured responses has been noted which demon-
strates the capability of the developed model to predict the process responses
accurately. Thus, the present 3-D FEM-based numerical model has predicted
important process performance parameters such as milling force and wall deflection
quite accurately and easily. A prior knowledge about these parameters will certainly
help the process engineers to tune up the process parameters to achieve the desired
process performance. Predicted milling forces can be used to estimate the energy
requirement. This model is capable of predicting the instantaneous wall deflection,
which will be useful in correcting the tool path to minimize the form error that
occurs during the thin-wall milling process. Thus, it can be said that numerical
modeling and simulation provides a useful tool to the engineers and scientists to
carry out a prior detail study of the machining process. Further, this model can be
used to carry out parametric analysis of thin-wall machining, i.e., a study on
influence of process parameters, viz., axial depth of cut, radial depth of cut, feed,
and cutting speed, tool geometry parameters, viz., tool diameter, and helix angle on
the performance parameters such as part accuracy, milling forces, and power
consumption. This model can also be employed to study the thin-wall machining
operation of important and difficult-to-cut materials, viz., titanium alloys, Inconel,
etc.

6 Conclusion

This chapter presented, in details, the development of a numerical (FEM) model for
the thin-wall machining process. A realistic three-dimensional thermomechanical
finite element based FEM model has been developed to simulate the complex
physical interaction of helical cutting tool and workpiece during thin-wall milling of
an aerospace grade aluminum alloy. Lagrangian formulation with explicit solution
scheme was employed to simulate the interaction between helical milling cutter and
the workpiece. The behavior of the material at high strain, strain rate and the
temperature was defined by Johnson–Cook material constitutive model. Johnson–
Cook damage law and friction law were used to account for chip separation and
contact interaction. Experimental work was carried out to validate the results pre-
dicted by the mathematical model. The developed model predicted the forces in
radial, feed, and axial directions with errors of 11.61, 16.38, and 26.1%, respec-
tively. The prediction error for deflection at the top portion of thin-wall was
10.02%. It was noted that maximum deflections occur at the free ends of the wall as
compared to that at the center. It was also observed that due to the deflection of the
wall, some material at the top of the wall remained uncut that further leads to
geometric form error in the workpiece. The results can be used to set the process
parameters to obtain the desired process performance in terms of product accuracy.
This model can further be improved by considering the material anisotropy,
inhomogeneity, and prestresses in the work part.
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Modelling of SLM Additive
Manufacturing for Magnesium Alloy

Ashish Kumar Mishra and Arvind Kumar

Abstract Light-weight materials, such as magnesium and its alloys, have excellent
mechanical properties, such as high specific strength, high specific modulus, good
damping ability, thermal conductivity, etc. These properties make them a potential
candidate for aerospace and automotive applications. The inability of the conven-
tional manufacturing processes to manufacture precise and high-quality magnesium
parts drives the exploring of new manufacturing techniques. In this study, the
feasibility of additive manufacturing of AZ91D magnesium alloy using Selective
Laser Melting (SLM) process has been investigated. Numerical modelling and
simulations are performed to study the melt pool shape and size evolution, tem-
perature and velocity fields, temperature gradients and cooling rate during the SLM
of AZ91D powder, and the influence of the input laser power is described. The
model considers conduction heat transfers and radiation heat losses from the
powder bed surface, melting and solidification and convection in the melt pool.
The simulation results provide preliminary insights of the complex physical phe-
nomena occurring during SLM of AZ91D by describing the interaction between the
laser source and the magnesium powder. The temperature and the velocity field
were found playing a significant role in deciding the melt pool dimensions and
geometry. An attempt has been made to describe the melt pool stability by calcu-
lating the ratios of melt pool length to width and melt pool width to depth. The
spatiotemporal variation of temperature shows that very large temperature gradients
and cooling rates (of the order of 107 K/m and 106 K/s, respectively) can be
achieved. The high cooling rates are likely to result in the development of finer
microstructure and so improved mechanical properties.
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1 Introduction

There is a growing interest for the use of magnesium alloys in automotive and
aerospace industries, a reason behind which is their very low density compared to
aluminium alloys (2/3rd of density at room temperature) and steel (2/9th of density
at room temperature). The low density imparts them high specific strength and
modulus, which along with their excellent thermal properties and damping char-
acteristics make them a potential candidate for low-temperature structural appli-
cations in aerospace and automotive industries (Easton et al. 2008; Mishra 2013).
However, creep susceptibility and poor surface properties limit their use as struc-
tural materials. To overcome these deficiencies, alloying elements like aluminium,
zinc, manganese, etc., are usually added (Zhang et al. 2009; Zhang et al. 1998).

Casting and forming are the two conventional manufacturing techniques gen-
erally used for manufacturing magnesium alloy parts. Forming provides better
mechanical properties than casting but suffers from oxidation and induced aniso-
tropy. Castings too suffer from defects such as high porosity and gas entrapment,
which deteriorate mechanical properties of the manufactured part. Moreover, dif-
ficulties in fabricating high precision parts, oxidation and huge wastage have
encouraged the search for more efficient manufacturing processes. In this regard,
Selective Laser Melting (SLM) based additive manufacturing can be a potential
manufacturing process for magnesium alloy parts (Wei et al. 2014).

SLM is a widely used powder bed fusion based metal additive manufacturing
(MAM) process. It uses a focused high energy laser beam to fully melt the powder
layer particles. Full melting is commonly used for processing of pure metals and
alloys, where almost the entire region of powder layer material under laser irradi-
ation is melted along with some melting occurring in the previously solidified layer
or the base layer (known as remelting). The remelting ensures proper bonding
between the layers to create well-bonded high-density structures. A schematic
diagram of the SLM process is shown in Fig. 1. The inherent advantages of SLM
process include direct production from CAD model, excellent process capabilities
and high cooling rates inside the melt pool resulting in the refined microstructure of
produced parts (Wei et al. 2014), and much more. SLM fabricated metal parts have
mechanical properties comparable to those of bulk materials.

SLM involves complex coupled thermal and physical phenomena, like laser–matter
interaction, thermal transport, rapid melting and solidification; all significantly con-
trolled by temperature and flow fields within the melt pool. Therefore, the knowledge
of thermal behaviour during SLM is extremely important (Li and Gu 2014). Numerical
modelling and simulations are extensively used in this regard, with numerous studies
investigating thermal behaviour in SLM reported for common structural materials like
steel (Childs and Hauser 2005; Gusarov and Smurov 2010), aluminium (Loh et al.
2015) and titanium alloys (Aggarwal et al. 2016; Li and Gu 2014).

The SLM process of magnesium alloys is challenging, due to the low melting
and boiling temperatures as well as high reactivity towards oxygen and nitrogen in
the powder and the molten state. Due to this, only a few experimental studies are
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reported for SLM of magnesium alloys (Ng et al. 2011; Wei et al. 2014). Thus,
numerical modelling and simulations can be used as an effective tool for detailed
analysis of SLM of magnesium alloys.

In this work, a numerical model of SLM of AZ91D magnesium alloy is
developed based on appropriate mathematical descriptions for the heat source,
governing transport equations and boundary conditions. AZ91D is a magnesium
alloy containing Al and Zn as alloying elements. Using the numerical model,
simulations are performed for different laser power and results are presented for the
temperature and velocity field evolution within melt pool. The melt pool charac-
teristics (such as width, length, depth and volume), temperature gradients and
cooling rate are discussed.

2 Mathematical Modelling

The model has following assumptions:

(a) The powder bed is considered as a homogeneous domain. The effect of porosity
is accounted using suitable mathematical relations.

(b) Incompressible laminar flow within the melt pool.
(c) The density variation in liquid phase is approximated using the Boussinesq

approximation.
(d) Material evaporation is not considered.

Simulation is performed only for half of the domain (as shown in Fig. 2) for
reducing the CPU time by taking the advantage of the symmetry on the middle
plane (x-z plane). The laser beam, with surface Gaussian beam profile, is applied to

Fig. 1 Schematic diagram of SLM process
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the top surface of the domain. The domain is divided into two layers. The top layer
is considered as powder bed, while the bottom as the previously solidified layer.
Both layers are of the AZ91D alloy. The process parameters used for the simula-
tions are listed in Table 1. The thermophysical properties of the AZ91D alloy are
listed in Table 2.

Fig. 2 Schematic of
computational domain

Table 1 Process parameters for simulations

Computational domain dimensions (lm) 500 � 150 � 160

Layer thickness (lm) 60

Laser spot size (m) 100

Laser power (W) 100, 125, 150, 175, 200

Scan velocity (m/s) 1.0

Porosity (u) 0.475

Table 2 Properties of AZ91D alloy (Friedrich and Mordike 2006)

Solidus temperature (TS) 743 K

Liquidus temperature (TL) 868 K

Specific heat capacity cPS
cPL

1014 J/kg K (solid, 293 K)
1230 J/kg K (liquid)

Thermal conductivity kS (Solid)
kL (Liquid)

72 W/m K

82.9 W/m K

Density (solid, 20°C) qS
(Liquid) qL

1810 kg/m3

1656 kg/m3

Latent heat of fusion L 373 kJ/kg

Dynamic viscosity µ 3 � 10−3 Pa s

Thermal expansion coefficient 2.6 � 10−5 K−1

Volumetric thermal expansion coefficient (bT) 9.541 � 10−5 K−1

Temperature coefficient for surface tension (∂c/∂T) −2.13 � 10−4 N/m K

Emissivity (e) 0.18
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(A) Powder bed properties
The effect of porosity in the powder bed is accounted in thermal conductivity
and density of powder bed. These quantities are calculated using following
equations:

qpowder ¼ qs 1� uð Þ ð1Þ

kpowder ¼ ks 1� uð Þ ð2Þ

(B) Governing transport equations.

(1) Continuity equation:

~r � q~u ¼ 0 ð3Þ

(2) Momentum conservation equation:

q@~u
@t

þ q~u � rð Þ~u ¼ �rpþr � l r~uþ r~uð ÞT� �� �þ~F; ð4Þ

where ~F is a source term used to take account of the buoyancy forces and
the mushy region flow resistance. The symbols q, ~u, µ and p represent
density, velocity field, dynamic viscosity and dynamic pressure,
respectively.

~F ¼ Fn
�!þ Fs

! ð5Þ

Fs
!¼ C 1� fLð Þ2

bþ f 3L
~u; ð6Þ

where fL represents the liquid fraction, C and b are constants used for flow
within the two-phase zone.

The source term Fn
�!

is given as

Fn
�! ¼ q~gbT T � Trefð Þ ð7Þ

(3) Energy conservation equation:

qcP
@T
@t

þ qcP~u � rT ¼ r � krTð Þ; ð8Þ
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where q, cP and k are given by following relations,

q ¼ 1� fLð ÞqS þ fLqL ð9Þ

cP ¼ 1
q

1� fLð ÞqScPS þ fLqLcPLf gþ L@am
@T

ð10Þ

k ¼ 1� fLð ÞkS þ fLkL ð11Þ

am ¼ 1
2

fLqL � 1� fLð ÞqSð Þ
fLqL þ 1� fLð ÞqSð Þ ð12Þ

In Eqs. (9), (10), (11) and (12), the properties kS and qS are taken as given
in Eqs. (1, 2) for the powder domain and for the solid domain as given in
Table 2, while cPS is taken as constant for both the powder and the solid
domain, as given in Table 2.

(C) Boundary conditions
At top surface

k
@T
@z

¼ qin � hc T � T1ð Þ � er T4 � T4
1

� � ð13Þ

qin ¼ 2eP
pR2 exp �

2 x� Vtð Þ2 þ y2
� �

R2

0
@

1
A; ð14Þ

where qin is input heat flux and R is the laser spot radius. The symbols e, r, T1
and hc represent emissivity, Stefan–Boltzmann constant, ambient temperature
and convection coefficient, respectively. The velocity boundary condition at the
top surface is given as

� l@u
@z

¼ @c
@T

@T
@x

� �
ð15Þ

� l@v
@z

¼ @c
@T

@T
@y

� �
; ð16Þ

where c is surface tension.

The domain boundaries, except plane of symmetry and top boundary, are con-
sidered adiabatic.
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3 Results and Discussion

Figure 3 shows the temperature and melt pool evolution with time for laser power
P = 100 W. The colour map shows the temperature field, while the curved
boundary represents the melt pool. The temperature in the domain starts increasing
with time as the laser heating starts. The melting starts once the temperature exceeds
the solidus temperature, forming a melt pool which travels along the scan direction
following the moving laser beam. The melt pool grows rapidly during initial time,
as shown in Fig. 3 at 200 and 300 ls. However, it achieves a quasi-steady state
after some time.

This is shown in Fig. 3 at 700 ls where no change is observed in the melt pool
size and the temperature till 900 ls. The maximum temperature in the computa-
tional domain is observed in the central region of the melt pool, where the beam
intensity is the highest. This maximum domain temperature with time is plotted in
Fig. 4, which gives a glimpse of temperature field evolution within computational
domain. The maximum domain temperature increases rapidly (in less than 20 ls) to
1600 K and then the further increase in the temperature slows down. After
t = 500 ls, the variations are small enough (largest variation in maximum domain
temperature is 2.6% after t = 500 ls) to consider the process attaining a
quasi-steady state. This trend of rapidly reaching the maximum temperature and
then remaining stable around the same value can be attributed to the very large
thermal conductivity of the AZ91D alloy which facilitates rapid thermal transport
and dissipation.

A very high velocity of the order of 3.65 m/s is induced (due to Marangoni
convection) in the melt pool at 100 W. Such high velocity greatly enhances lateral
heat transfer and mixing in melt pool (through convection) and results in wider melt
pools. Combined with the very large thermal conductivity of the alloy, it resulted in
deeper melt pool. However, despite the deeper penetration of melt pool and longer
growth duration, no remelting is seen at 100 W. Remelting is defined as the melting
of previous deposited/base layers and is critical to ensure manufacturing of
well-bonded high-density parts.

Melt pool dimensions (length, width and depth) increase with time during the
initial stage, but as the melt pool becomes steady the dimensions of the melt pool
become stable. The same is illustrated by the plot of melt pool volume with time,
plotted in Fig. 5. Confirming to the previous discussions, the melt pool grows
initially as the volume increases linearly from 100 to 200 ls. After 200 ls, the rate
of growth of the melt pool volume slows down and continues till around 680 ls
after which the growth stops and melt pool becomes quasi-steady. The steady-state
melt pool volume is found as 3.75 � 10−13 m3 at 100 W laser power. From Figs. 4
and 5, it is evident that the melt pool becomes quasi-steady after t = 700 ls, and
accordingly, the temperature, the flow velocity and the melt pool characteristics do
not experience any significant variation subsequently.

Figure 6 illustrates the effect of increasing laser power on the melt pool.
The results are shown at 800 ls when the quasi-steady state is already achieved.
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Fig. 3 Melt pool evolution with time at P = 100 W
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The comparison of melt pool length, width, depth, maximum temperature and
velocity corresponding to these results is discussed later. The colour plot represents
the temperature distribution while arrows show the velocity field. The velocity field
is outwards, typical to the Marangoni flow for the molten metals. The maximum

Fig. 4 Maximum domain temperature with time at P = 100 W

Fig. 5 Melt pool volume with time at P = 100 W
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Fig. 6 Melt pool comparison for different laser power (t = 800 ls)
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temperature and flow velocity values increase as the laser power increases from 100
to 200 W. The flow velocity within melt pool increases because the temperature
distribution becomes steeper resulting in stronger Marangoni convection as the laser
power increases. The maximum temperature and the maximum velocity in melt
pool increase drastically respectively from 1640 K, 3.65 m/s at 100 W to 2870 K,
11.6 m/s at 200 W. However, such high temperatures and high velocities will not
be present in reality as there will be evaporation and the region which experiences
such high velocities will eventually get evaporated. Still, a maximum flow velocity
of around 5 m/s is expected to be induced in reality at 200 W.

The melt pool dimensions (length, half width and depth) are found increasing as
the laser power is increased (Fig. 7), owing to the higher temperatures and enhanced
heat transfer at increased laser power as discussed before. The increase in the melt
pool half width (w) is more linear in trend than the melt pool length (l) or the depth
(d). The melt pool length increases much rapidly when the laser power is increased,
showing the effect of the very high thermal conductivity of the solidified material
past the melt pool resulting in more diffusion of thermal energy (both the trans-
ported energy and the evolved latent heat of solidification) over longer distances.
The melt pool depth increases due to increased convection within melt pool at
increased laser power, which causes the molten metal to penetrate deeper in the
powder layer and eventually remelting starts to occur in the previously solidified/
base layer also at 150 W. Considerable remelting is observed at laser power higher
than 150 W, suggesting the use of higher laser power to obtain sufficient remelting.
However, more evaporation occurs at higher laser powers and so there is a trade-off
in the selection of laser power so as to prevent excess evaporation and to ensure
sufficient remelting.

The same is visible in the plot of melt pool volume versus laser power, shown in
Fig. 8. The melt pool volumes are plotted when they had achieved the quasi-steady
state. The melt pool volume is found to increase nonlinearly with the laser power,

Fig. 7 Variation of melt pool
dimensions for different laser
power
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from 7.5 � 10−13 m3 at 100 W to 4.8 � 10−12 m3 at 200 W. An empirical rela-
tionship between the quasi-steady melt pool volume and the laser power is pro-
posed, as given in the following

Melt pool volume ¼ 0:9522þ 0:8777 exp 0:01988Pð Þð Þ � 10�13m3 ð17Þ

where P is the value of input laser power in Watt.
The melt pool aspect ratio (length/width) and the ratio of melt pool width to

depth are the key attributes for the stability of the melt pool during SLM. These are
plotted in Figs. 9, 10 for different laser power. The values were calculated from the
quasi-steady melt pool results. In the present case, the aspect ratio (l/(2w)) is found
increasing from 1.28 at 100 W to 1.77 at 200 W. The melt pool width to depth ratio
(2w/d), on the other hand, was found quite high (nearly twice the aspect ratio). It
increased from 2.78 at 100 W to 2.83 at 150 W and then decreased to 2.68 at
200 W. Such high values indicate shallower melt pools typically resulted from the
outwards flow of molten metal in melt pool (Marangoni flow). The decrease in the
width to depth ratio after 150 W is due to the penetration of melt pool in the bulk
solid material layer below the powder layer, where the very high thermal con-
ductivity resulted in increased heat transfer and hence deeper melt pools. Higher
values of these ratios should be undesirable in order to keep the melt pool stable and
hence a careful selection of input process parameters is required.

An attempt is made to propose a mathematical correlation between these ratios
and the input laser power through curve fitting. The melt pool aspect ratio (l/(2w))
versus laser power plot was found to follow a cubic polynomial of the form

l
2w

¼ a0 þ a1Pþ a2P
2 þ a3P

3 ð18Þ

Fig. 8 Melt pool volume for
different laser power at
t = 800 ls
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The melt pool width to depth ratio is found to follow a quartic polynomial of the
form

2w
d

¼ a0 þ a1Pþ a2P
2 þ a3P

3 þ a4P
4; ð19Þ

where P is the value of input laser power (in Watt). The value of coefficients of
above polynomials is listed in Table 3.

The temperature gradient and the temperature–time history play a significant
role in the development of melt pool, residual stresses and distortion in the

Fig. 9 Melt pool aspect ratio
(l/2w) for different input laser
power

Fig. 10 Melt pool width to
depth ratio (2w/d) for different
input laser power
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manufactured part and hence its study has significant importance. A detailed dis-
cussion of the same is out of the scope of this work, and only a brief discussion is
presented here to highlight the effect of laser power on the temperature gradient and
the temperature–time history. The locations of line and point data sets used to show
temperature gradient and temperature–time history are depicted in Fig. 11.
Figure 12 shows temperature variation along the length, width and depth (EAB, AC
and AD in Fig. 11), respectively for different laser power at time t = 500 ls. Very
large temperature gradients (of the order of 107 K/m) are induced in the SLM
process during both heating and cooling. From the plots, it is evident that the
temperature gradients along all three directions (T′x, T′y and T′z) increase with
increasing the laser power. The temperature gradient is larger at the melting front
than at the solidification front (Fig. 12a), the reason of which is the very high
thermal conductivity of the bulk solid after the solidification front which results in
quick heat diffusion over longer distances. Also, a notable point in Fig. 12a is the
delayed temperature fall witnessed near the solidification front, shown by the
inflexion in the plot towards the solidification front (region between 250 to
400 lm). The delayed fall in temperature is resulted by the evolution of the latent
heat of solidification at the solidification front, which does not allow the temper-
ature to fall continuously. The temperature distribution along the width (AC in
Fig. 11) closely resembles the Gaussian distribution of incident beam energy. The
temperature gradient T′y, at a particular laser power, first increases and then
decreases while moving away from the beam centre; and eventually vanishing at the
outer wall of the domain. The increase in the temperature gradient components T′x
and T′y with increasing laser power explains the increase in the melt pool flow
velocity with laser power. The temperature distribution along the depth, i.e. AD in
Fig. 11, shows the exponential decrease while moving away from the top surface
(which is irradiated by the laser beam). The temperature gradient component T′z too
is very high near the top surface and continues to decrease exponentially along the
depth.

The cooling rate is another important attribute in determining the end product
microstructure and mechanical properties. Here, to determine the cooling rate, the
temperature at a particular point (point ‘A’, Fig. 11) is plotted with respect to time
(see Fig. 13). It is evident that during SLM, as the laser beam passes through a point

Table 3 Coefficients of the
polynomial expressions

Coefficients l/(2w) 2w/d

a0 −0.7075 6.7072

a1 0.043 −0.1214

a2 −3.1 x 10−4 0.00135

a3 7.8437 x 10−7 −6.31457 x 10−6

a4 – 1.0578 x 10−8
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(point ‘A’ in this case) the temperature rises and then falls rapidly resulting in very
high heating and cooling rates of the order of 106 K/s in the melt pool. This can be
attributed to the very small time of interaction of laser beam with the material
(defined as the laser beam spot diameter divided by laser beam scan speed). Such
high cooling rates in the melt pool give rise to the nucleation of very fine grains
(rapid solidification), which along with the very small time available (interaction
time) for mixing and grain growth result in finer microstructure and consequently
superior mechanical properties when compared to the conventional manufacturing.

A noticeable aspect in Fig. 13 is the occurrence of prolonged arrest in the
temperature drop during cooling when the melt pool is about to pass the point A,
visible from the point of inflexion in the T-t curves after 600 ls. This is the effect of
the evolution of the latent heat of solidification at the solidification front which
prevents the temperature from falling for a longer duration. The cooling rate in the
solidified material is, however, much smaller implying that further grain growth
will not occur once the material is solidified. A detailed analysis of solidification
microstructure and grain growth needs experimental analysis and hence is not
attempted here.

Overall, it was found from the current results that the temperature and the
resulting flow velocity field increase with time till the quasi-steady state is achieved,
after which no significant variation was observed. These quantities were also found
increasing when the value of the input laser power was increased. The melt pool
dimensions and geometry were also found dependent on temperature and molten
metal velocity and increased with increasing the laser power. This was also
reflected in the plot of melt pool volume versus laser power which showed an
exponential increase. The temperature gradients and cooling rates were found very
high (of the order of 107 K/m and 106 K/s, respectively) with the latent heat
evolution causing some delay in cooling in the solidification zone.

Fig. 11 Locations of line and
point data sets used to show
temperature gradient and
temperature–time history. The
location of point A is (500, 0,
160 lm)
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Fig. 12 Temperature
distribution along a length
(EAB), b width (AC) c depth
(AD) for different laser power
at t = 500 ls
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4 Conclusion

This work reports a numerical model of SLM for AZ91D magnesium alloy and
simulation results for various input laser power values. Experimental studies for
additive manufacturing of magnesium alloys are greatly needed and irreplaceable,
then numerical simulations alone due to very little studies in this field.
Nevertheless, it was found that such numerical studies can provide preliminary
insights of the complex physical phenomena occurring during SLM AZ91D and
their dependence on the key process parameters, such as laser power. The tem-
perature and the resulted velocity field of molten metal were found playing a
significant role in heat transfer and were governing factors in deciding the melt pool
dimensions and geometry. Both the temperature and flow velocity were found
increasing when the value of input laser power was increased, showing their greater
dependence on the input energy. The high velocities in conjunction with the very
high thermal conductivity of the material result in enhanced heat transfer in the
domain which results into larger melt pool. The high velocities, though, may also
cause penetration of molten metal in the powder bed and compromise the melt pool
stability. The melt pool dimensions were found increasing when the laser power
increased, which was reflected by the melt pool volume which increases expo-
nentially with increase in laser power. An attempt was made to briefly study the
melt pool stability by calculating the ratios of melt pool length to width and melt
pool width to depth. The melt pool width to depth ratio is much higher (2.6–2.8)
showing the formation of shallow melt pools. This also meant that the melt pool is
prone to destabilise. The spatiotemporal variation of temperature shows that very
large temperature gradient and cooling rates (of the order of 107 K/m and 106 K/s,
respectively) can be achieved. Such high values can result in significant residual
stresses and distortion in the manufactured part. The high cooling rates are likely to
result in the development of finer microstructure and so improved mechanical
properties. However, the need of a detailed experimental analysis of temperature

Fig. 13 Temperature–time
variations at point A for
different laser power
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gradients and cooling rates and their effect is felt greatly in order to support the
observations made through numerical simulations.
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Parametric Optimization of 3D Printing
Process Using MCDM Method

S. Vinodh and Priyanka Shinde

Abstract Additive Manufacturing is identified as a key emerging technology and
has received much attention during recent years. Three-Dimensional Printing (3D
printing) is an Additive Manufacturing (AM) method and has tremendous appli-
cations in industries. Selection of appropriate AM process for an application
requires consideration of various conflicting criteria. The right AM option ensures
competitive performance of manufacturing which in turn affects the quality of the
parts. For achieving the best results of any manufacturing process, parametric
optimization is essential which has been attempted in the case of 3D printing
process using Multi-Criteria Decision-Making (MCDM) techniques. This paper
represents the application of an MCDM technique, viz. Multi-Objective
Optimization using Ratio Analysis (MOORA) method, to optimize the parame-
ters of 3D printing process, which takes into account any number of criteria, both
quantitative as well as qualitative, and offers a simple computational procedure.
Three process parameters of FDM based 3D printer, viz. layer thickness, build
pattern and fill pattern are considered in this study. Surface roughness and building
time of part are taken as response parameters. Effect of each process parameter on
surface roughness and build time has been studied.

Keywords Additive manufacturing � 3D printing � Fused deposition modelling
Multi-criteria decision-making � MOORA

Nomenclature

Yi Normalized assessment value
Ra Surface roughness
I+ Positive ideal solution
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I− Negative ideal solution
Si
+ Distance between PIS and normalized values

Si
− Distance between NIS and normalized values

CCi Closeness coefficient

1 Introduction

Additive Manufacturing (AM) is one of the revolutionary technologies that fabri-
cates 3D objects from CAD data. Additive manufacturing has been visualized as an
innovative path for future manufacturing due to its ability to create one-off custom
products and capability to manufacture complex designs as a single unit. 3D
printing is one of the potential AM technology in which 3D model of object is
sliced in successive layers under computer control and these layers are laid down
one over the other to create object. Most commonly used 3D printing technology is
material extrusion process. This technology also named as Fused Deposition
Modelling (FDM) uses extrusion nozzle to extrude material to create successive
layers. Most commonly used materials for FDM process are thermoplastics such as
Acrylonitrile Butadiene Styrene (ABS), Poly-Carbonate (PC) and Poly Lactic Acid
(PLA). FDM printer is connected with a computer interface that processes STL file
(Stereo lithography file format) according to which the extrusion nozzle moves both
horizontally and vertically following the designed path. Build material is fed to the
printer extrusion nozzle in the form of solid where it gets heated past their glass
transition temperature and extruded from nozzle in the form of thin filament. These
filament strings get deposited on one another to generate 3D model. By using 3D
printing process, any complex geometry can be produced.

This chapter presents optimization of process parameters of a non-laser based 3D
printing process working on FDM technology using MOORA method. Three
process variables are considered, viz. layer thickness, build pattern and fill pattern.
Layer thickness is a measure of height of each layer in additive manufacturing
process measured along vertical axis (Z-axis). It is one of the important technical
characteristics of printer which has impact on part quality. Build pattern is the way
in which internal structure of the part is created. Fill pattern is associated with
support structure style. Support structure is required to support if any overhang or
cantilever is present in geometry. This affects build time and support material
volume usage. Different settings of these parameters are taken and surface rough-
ness and build time are calculated in each case. Process variables of 3D printing
influence the quality of 3D printed parts (Abdullaha et al. 2015). Major quality
indicator considered in this study is surface roughness of parts. Similarly, build time
is also an influencing parameter that implies the time needed to build part. These
two parameters have been optimized in this study to get the best setting of process
variables.
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1.1 Objectives of the Present Study

FDM process is the most commonly used AM technology. Parts manufactured
using this process show different properties. In order to overcome certain short-
comings of this process, proper understanding of FDM process and its input
parameters is essential. This study attempts to understand and analyse the FDM
process thoroughly so as to make the components manufactured by this process
more reliable and also to make this process more cost-efficient and
environment-friendly than any other process. Taking into consideration above
factors, objectives of this study are as follows:

1. One of the important objective is optimization of the printing process parameters
of FDM based 3D printing. To get optimal settings of process parameters, a
multi-objective optimization problem is formulated and solved using MOORA
method (Multi-objective optimization using ratio analysis). Finally, the results
obtained using MOORA method have been analysed using TOPSIS method and
ranks obtained for each experimental run are compared.

2. A detailed study of various process parameters of FDM is carried out and their
impact on part quality is investigated. Effect of each process parameter on
response parameters has been studied.

2 Literature Review

Multiple studies have been conducted for optimization of process parameters for 3D
printing. The studies identify how printing parameters affect various response
parameters such as dimensional accuracy of 3D printed parts, surface finish and
manufacturing time.

Thrimurthulu et al. (2004) determined optimal part orientation for FDM process
in order to enhance surface finish and minimize build time. To obtain optimum
results, genetic algorithm was used. Two case studies were carried out in this work
with two parts namely axisymmetric part and a 3D part. Two contradictory
objectives were achieved as minimum build time and maximum surface finish.
Also, support structure minimization was implicitly done in this work. They
developed a model for assessing the build time and average part surface roughness.
Their contributed methodology can be used to recognize optimum part orientation
for any complex part.

Wang et al. (2007) used Taguchi method with Grey Relational Analysis
(GRA) to optimize FDM process parameters. Two specimens were prepared
namely trapezoid test specimen and tensile test specimen. Six process parameters
were taken namely layer thickness, support style, deposition style, deposition ori-
entation in Z-direction, deposition orientation in X-direction and build location.
Taguchi’s L18 orthogonal array was applied to determine experimental runs.
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Response parameters such as tensile strength, dimensional accuracy and surface
roughness were taken. GRA was used to determine the optimum parameter setting.
Results of GRA were verified using TOPSIS method. Results of this study showed
that deposition in Z-direction was influencing parameter in case of tensile strength
and dimensional accuracy whereas layer thickness was found to be the most
influencing parameter in case of surface roughness. They proposed a methodology
of integrating Taguchi method with GRA for optimizing RP processes. TOPSIS
method was used to verify the resolutions of multiple quality characteristic
problems.

Sood et al. (2009) investigated the influence of vital FDM parameters on
dimensional accuracy of processed ABSP400 part. Process parameters studied were
layer thickness, orientation angle, raster angle, air gap and raster width along with
their interactions. Standard test specimens were taken and experiments were
designed according to Taguchi’s experimental design. Grey Taguchi method was
adopted in this study in order to obtain optimum settings of process parameters.
Minimization of percentage change in length, width and thickness simultaneously
was achieved. It was observed from the study, that shrinkage is the dominating
factor along with length and width direction of built part. They adopted grey
Taguchi method for identifying common factor setting such that all the three
dimensions of a fabricated part show lesser deviation from actual value. They found
the optimal process parameters settings to reduce percentage change in length,
width and thickness.

Anoop et al. (2011) carried out optimization study for FDM parameters using
weighted principal component analysis. Process parameters taken in this study were
layer thickness, orientation, air gap, raster angle and raster width. Taguchi method
was used to determine experimental runs. L27 orthogonal array was taken in this
study with five input parameters and three levels of each parameter. Tensile,
flexural and impact specimen were prepared and data was collected in terms of three
responses. Results of this study showed that all process parameters have significant
effect on response parameters. To simultaneously optimize three responses, opti-
mum parameter settings have been found. They concluded that factors such as layer
thickness, raster angle, raster width and orientation have a great influence on the
mechanical properties of FDM produced parts. They identified optimum parameter
settings for optimizing three mechanical properties concurrently.

Zhang and Peng (2012) carried out Taguchi based optimization study to deter-
mine optimum parameters for FDM process. Four process parameters were selected
in this study namely wire-width compensation, extrusion speed, layer thickness and
filling speed. Dimensional error and warpage deformation were taken as response
parameters. L9 orthogonal array was used with four process parameters with three
levels. For optimization, Taguchi method was used in combination with fuzzy
comprehensive evaluation. Results showed that most significant parameter was
wire-width compensation. They used Taguchi method in integration with fuzzy
comprehensive evaluation for optimizing four process parameters. They found that
performance index of FDM process is greatly influenced by ‘wire-width compen-
sation’ followed by extrusion speed, layer thickness and filling speed.
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Alhubail et al. (2013) worked on Taguchi method based optimization of FDM
input parameters to get improved part quality. Process variables namely layer
thickness, raster orientation, air gap, raster width and contour width were consid-
ered and impact of these parameters on quality characteristics such as tensile
strength and surface roughness was studied. They concluded that setting layer
thickness and raster width at lower values could minimize the surface roughness in
addition to the air gap at −0.01 mm and also higher tensile strength can be
obtained. They identified that tensile strength and surface roughness of a processed
part is highly influenced by air gap parameter. Validation runs were done to confirm
the predicted analysis.

Raol et al. (2014) studied the effect of FDM printing parameters on surface
roughness. Printing parameters such as layer thickness, part built orientation and
raster angle were considered. Experiments were conducted using response surface
methodology and from the results of the experiments, mathematical model was
developed. Experimental result analysis and surface plots concluded that part build
orientation possesses most vital effect on surface roughness followed by layer
thickness. Nevertheless, raster angle has the least vital influence on surface
roughness.

Kumar et al. (2014) conducted study to optimize the process parameters of
ABS-M30i parts built by FDM to get minimum surface roughness. Five parameters
were considered in this study and Taguchi’s design of experiments and ANOVA
were used to analyse the effect of each parameter. It was found that in this study, not
all FDM printer parameters have impact on surface roughness but vary in influence
on each proposed response variables. Smooth surface construction and lower Ra

were ensured with layer thickness value of 0.254 mm and negative air gap
−0.01 mm or raster width of 0.508 mm. They analysed variable parameters of
FDM process like laser thickness, air gap, raster width, counter width and raster
orientation and their interactions. They determined that thinner layer and voids
between deposited layers may minimize surface roughness.

Farzad and Godfrey (2014) optimized FDM parameters using group method for
data handling and differential evolution. Relationship between FDM process
parameters and tensile strength was determined. Initially, pretest was carried out
considering two process parameters namely part orientation and raster angle.
Results of pre-test showed that both parameters affect tensile strength. Further,
parameters viz. air gap, part orientation, raster angle and raster width were taken
and 16 runs were conducted. Optimal parameter settings were found using differ-
ential evolution.

Abdullah et al. (2015) investigated the impact of printing orientation and layer
thickness on mechanical and topological properties of printed ABS samples. Two
printing orientations (XY and YZ) with three different layer heights (0.1, 0.2 and
0.3 mm) were chosen and specimens were printed utilizing a 3D printer. ANOVA
was carried out to investigate the relationship of layer height and printing orien-
tation on tensile strength and surface roughness of the specimens. They concluded
that layer height and orientation setting could be improved for better mechanical
and topological properties for patient specific implant fabrication.
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Manikandan et al. (2015) studied the effect of FDM parameters on flexural
strength and surface roughness of PC-ABS mix using FDM 900mc machine.
Parameters considered in the study were raster angle, contour style, raster width and
air gap. Taguchi method was applied to design experiments and flexural strength
and surface roughness were tested. They also found that contour style has the most
vital effect on surface roughness of PC-ABS part made using FDM process in
comparison with other parameters. They identified the best possible parameters of
FDM process in order to ensure good flexural and surface roughness properties.
They have shown that raster angle has great effect on flexural strength and counter
style has great effect on surface roughness.

Nidagundi et al. (2015) used FDM process parameters for optimization. Process
parameters considered for optimization were layer thickness, orientation angle and
fill angle. Output parameters considered were ultimate tensile strength, surface
roughness, dimensional accuracy and build time. Taguchi’s L9 array was used to
conduct experimental runs. S/N ratio was applied to identify optimum parameter
settings. They optimized the parameters of FDM process for enhancing properties
namely; ultimate tensile strength; dimensional accuracy; surface roughness and
manufacturing time. They validated the performance of optimum conditions of
FDM by conducting verification experiment.

Rao and Rai (2016) carried out optimization study for FDM process using
Teaching Learning-Based Optimization (TLBO) algorithm. FDM parameters such
as air gap, layer thickness, orientation angle, raster angle and raster width were
taken. Total five case studies were conducted to attain optimum combination of
process parameters. Optimization algorithms used in this study were TLBO algo-
rithm and Non-dominated Sorting TLBO (NSTLBO) algorithm. They considered
three single-objective optimization problems and two multi-objective optimization
problems of FDM process and solved using TLBO and NSTLBO algorithm. They
concluded that TLBO algorithm shows better performance compared to GA and
QPSO algorithm in terms of objective function value.

Srivastava et al. (2017) carried out optimization study for FDM process
parameters using response surface methodology (RSM). Face-centred central
composite design was used to conduct experiments using 86 experimental runs. In
this study, contour width, orientation, raster angle, raster width, layer height and air
gap were taken as process parameters. Response parameters such as build time,
model material volume and support material volume for ABS were taken. Optimal
parameter setting was obtained using RSM method. Developed mathematical
models were tested using design expert software for accuracy.

FDM is a widely used AM technology and has tremendous role in 3D Printing.
To achieve optimization of multiple input characteristics of FDM process, MOORA
method is used in this study with effective experimental design, i.e. L8 orthogonal
array. Results have also been verified using TOPSIS method. Comparative analysis
has been done to derive appropriate inferences. Details about process parameters,
response parameters and experimental design are given in subsequent section.
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3 Experimental Setup

To determine the effect of process variables on printed parts, tensile specimens were
built according to the standards ISO 527:1993 under different conditions of input
parameters. Process parameters considered are (1) layer thickness, (2) build pattern
and (3) fill pattern. Test specimens were manufactured using uPrint SE plus 3D
printer machine and ABS plus plastic as build material. uPrint SE 3D Printer is used
in this study which uses ABS plus as model material. Table 1 shows the selected
values of process parameters. Two settings of layer thickness are used to build part,
they are 0.254 and 0.3302 mm respectively. Build pattern is defined by ‘Solid’ and
‘Sparse-High Density’. Two fill patterns namely ‘Basic’ and ‘Smart’ are used.
Detailed description of process parameters used in this study is given in Sect. 3.1.

Two-level full factorial design is used to design the experiment runs using three
process parameters and two levels providing 23 experiments (Hwang and Yoon
1981). Table 2 indicates experimental design according to 23 design. Figure 7
shows tensile specimens made by FDM 3D printing process.

3.1 Details About Process Parameters

Process parameters involved in this study are layer thickness, build pattern and fill
pattern. For this study, uPrint SE Plus FDM printer is used. This printer has two
settings of layer thickness, three settings of build patterns or model interior style
and three settings of fill pattern or support style. The software accompanied with

Table 1 Parameter design Process parameters Level 1 Level 2

Layer thickness (mm) 0.2540 0.3302

Build pattern Solid Sparse-high density

Fill pattern Basic Smart

Table 2 L8 experimental design

Experiment No. Process parameters

Layer thickness (mm) Build pattern Fill pattern

1 0.2540 Solid Basic

2 0.2540 Solid Smart

3 0.2540 Sparse-high density Basic

4 0.2540 Sparse-high density Smart

5 0.3302 Solid Basic

6 0.3302 Solid Smart

7 0.3302 Sparse-high density Basic

8 0.3302 Sparse-high density Smart
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this machine is Catalyst EX 4.4. With reference to this software, detailed
description about printer parameters with appropriate figures is given below
(Catalyst EX 4.4 software manual):

1. Layer thickness: Layer thickness is a measure of the height of each successive
layer of material in AM or 3D printing process. The number of layers required to
create a part determines the build time required. The thinner the layers, the
longer it takes to produce a part of a given height. It is the thickness of layers of
material deposited by nozzle and depends on nozzle type. For this study,
FDM SE plus 3D printer is used which has two settings of layer thickness, viz.
0.254 and 0.3302 mm.

2. Build pattern: Build pattern sometimes called as part interior style is an
important parameter. Build pattern influences some important characteristics of
prototypes like strength, weight, material consumption build time, etc. 3D
printer has three build patterns namely solid, sparse-high density and sparse-low
density. Some important features of each pattern are given below:

a. Solid: This pattern has dense fill. There is no gap between adjacent rasters
and rasters run perpendicular to those on the preceding layer. For this pat-
tern, model material consumption is higher. Also, it takes longer time to
build the part than other patterns. Figure 1 shows solid build pattern.

b. Sparse-Low density: This pattern gives hollow interior with internal lattice
for structural rigidity. Large air gaps will be there between rasters and there
will be unidirectional rasters on each layer. The interior will be
‘honeycombed/hatched’. This pattern results in lowest model material con-
sumption and shortest build time. Figure 2 illustrates sparse-low density
build style.

c. Sparse-High density: This interior style is default and is widely applied
because of lesser build times, reduced material usage and reduction of the
probability of part curl for geometries with higher mass. This pattern also
gives hollow interior with internal lattice for structural rigidity. It consumes
slightly more model material and takes slightly longer time for building as
compared to sparse-low density. Figure 3 illustrates sparse-high density
build style.

Fig. 1 Solid build pattern
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3. Fill pattern: Fill pattern also can be taken as support style. Selection of fill
pattern is important as it determines the build time required for the model. Part
supports are temporary structures generated during modelling or production
phase in order to enable overhang type features. Three important fill patterns are
basic, smart and surround and their features are as follows:

a. Basic pattern: Basic support style is the standard raster pattern support
structure. It uses a consistent, narrow spacing between support raster tool-
paths. This is suitable for all parts and is the default for builds using
breakaway support materials. Figure 4 illustrates the basic fill pattern.

b. Surround pattern: This support style encloses the entire model with support
material. This style of supports is useful for tall parts with thin features that
require extra support and stability during build process. Surround supports
require higher build times and to be used only with soluble support material.
Figure 5 shows surround support style.

c. Smart pattern: This support style reduces the usage of support material,
minimizes build time and enhances support removability for many parts.
This style is the default style for builds using soluble supports. SMART
supports can be effectively used as it reduces build time up to 14% and also
reduces material consumption up to 40%. SMART supports are compatible
for almost all parts, and those with large support regions. Figure 6 shows
smart support style.

Fig. 2 Sparse-low density
build pattern

Fig. 3 Sparse-high density
build pattern
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3.2 Selection of Response Parameters

Nowadays, FDM is considered as a potential solution for manufacturing of plastic
components in batch size. This process is not only considered for making proto-
types or models for visualization and testing but also to make final products. Apart
from commercial and customized products, implants manufactured by this process
are being used in many of the biological and biomedical applications. To make this

Fig. 4 Basic support style

Fig. 5 Surround support
style

Fig. 6 Smart support style
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process more environment-friendly and cost-efficient, it is essential to consider
some critical parameters of FDM printers. Following response parameters are taken
in this study:

a. Build time: One of the most important applications of FDM process is making
prototypes for either design visualization or testing. FDM can be taken as most
effective process for making prototypes rather than any other conventional
process. Therefore, attention must be given to reduce the cost of prototyping.
FDM process mainly influences with its build time. In order to make this process
cost efficient, build time needs to be reduced.

b. Surface roughness: FDM parts in some cases are considered as final products
and are being used directly. Therefore, parameters like surface finish and part
interior properties are important factors to consider.

FDM printer mostly comes with different parameter settings. These printers
consist of some critical parameters which directly influence the parts manufactured
by this process. Input parameters like layer thickness and part orientation directly
affect part surface finish and part strength. In order to take full advantage of FDM
process, these input parameters need to be optimized in order to get good part
quality. In this study, MOORA method is used to solve optimization problem as
discussed in Sect. 4.

4 MOORA Method

MOORA method considers all attributes with their relative importance, and pro-
vides an effective assessment of the alternatives. This procedure is computationally
simple, logical and robust which can concurrently include any number of quanti-
tative and qualitative selection attributes. As it is based on simple ratio analysis, it
has the least amount of mathematical calculations and is useful for practitioners
also. Also, computation procedure is not influenced by the addition of any
parameter.

Fig. 7 Tensile specimens
built using FDM 3D printer
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Steps in MOORA method includes the following:

Step 1 The first step is to recognize the relevant evaluation attributes.
Step 2 A decision matrix is formulated which depicts the performance of different

alternatives with reference to different criteria. The data can be represented
as matrix X.

X ¼
x11 x12 . . . . . . . . . . . . x1n
x21 x22 . . . . . . . . . . . . x2n
..
. ..

. ..
.

xm1 xm2 . . . . . . . . . . . . xmn

��������

��������
ð1Þ

where xij in above equation is measure of ith alternative on jth attribute,
m and n denote the number of alternatives attributes respectively.

Step 3 The next step is to develop a ratio system. In this step, each performance
on an attribute is compared to denominator which is representative for all
alternatives pertaining to that attribute. Brauers et al. (2008) mentioned
different ratio systems (Mandal and Sarkar 2012) and mentioned that for
this denominator, the best alternative is square root of sum of squares of
each alternative per attribute. Ratio is given by:

Xa
ij ¼ Xij=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼0
X2
ij

q
ðj ¼ 1; 2; . . . nÞ ð2Þ

where xij denote dimensionless number which pertains to the interval [0, 1]
indicating the normalized values of ith alternative on jth attribute.

Step 4 These normalizes performances are summed for maximization (for bene-
ficial attributes) and subtracted for minimization (for non-beneficial attri-
butes). Then optimization problem is:

Yi ¼
Xg
j¼1

Xa
ij �

Xn
j¼gþ 1

Xa
ij ð3Þ

where g denotes number of attributes to be maximized, (n − g) denote
number of attributes to be minimized, and Yi denotes normalized
assessment value of ith alternative with reference to all the attributes.

Step 5 Yi values can be positive or negative depending on totals of its maxima
(beneficial attributes) and minima (non-beneficial attributes) in decision
matrix (Manikandan et al. 2015). Final preferences are indicted by ordinal
ranking of Yi values. Thus, best choice possesses highest value of Yi while
worst choice possesses lowest value of Yi. In this study, MOORA method
is used for optimization. To get more accurate results, fuzzy evaluation
methods can be used which deals with subjectivity and vagueness asso-
ciated with data.

Application of MOORA method for optimization problem is shown in Sect. 5.
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5 Optimization of Process Parameters

MOORA method is used for selecting optimized process parameters of FDM 3D
printer. Parameters associated with quality of part were build time and surface
roughness as depicted in Table 3. The input parameters considered are layer
thickness, build pattern and fill pattern. In this study, major quality characteristics
examined are surface roughness of parts. Quality of parts is good with lower surface
roughness values. Also, parts which require lower build time are considered as
cost-effective parts. Therefore, both surface roughness and build time correspond to
lower-the-better (LB) criterion. The selected response parameters were widely
applied in prior research studies (Thrimurthulu et al. 2004; Choi and Samavedam
2002). The surface roughness was measured using Mitutoyo SURF TEST SJ-301
tester. The measurement was taken in the middle of gauge length of the tensile
specimen. Table 3 shows objective data obtained from experimental trials. Table 4
shows normalized assessment values of alternatives with reference to attributes, as
calculated using Eq. (2).

Further, Eq. (3) has been applied to each reading and the normalized assessment
scores (Yi) of all alternatives with reference to considered attributes have been
calculated. To calculate Yi values, both build time and surface roughness are taken
as non-beneficial attribute (lower values are desirable in both cases). Ranks are
given according to descending assessment values and specimen having rank 1 is
considered to be built with best setting of process parameters. Table 4 shows
rankings of MOORA method based computations which suggest that optimum
values of process parameters are layer thickness as 0.3302 mm, build pattern as
Solid and fill pattern as Smart.

Table 3 Objective data

Experiment
No.

Process parameters Build
time
(min)

Surface
roughness (Ra)
(μm)

Layer thickness
(mm)

Build pattern Fill
pattern

1 0.2540 Solid Basic 7 10.48

2 0.2540 Solid Smart 6 9.70

3 0.2540 Sparse-high
density

Basic 6 12.09

4 0.2540 Sparse-high
density

Smart 6 9.76

5 0.3302 Solid Basic 6 8.73

6 0.3302 Solid Smart 5 4.29

7 0.3302 Sparse-high
density

Basic 5 6.43

8 0.3302 Sparse-high
density

Smart 5 5.07
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6 Comparative Analysis of MOORA Results
Using TOPSIS

In order to verify the ranks obtained using MOORA method, TOPSIS method is
used. Ranks obtained using both the methods were compared in order to derive
appropriate inferences with multiple input characteristics.

TOPSIS method

TOPSIS is a Multi-Criteria Decision-Making (MCDM) technique used to decide
preference order. This method is called ‘Technique for order preference by simi-
larity to ideal solution’ which was developed by Yoon and Hwang in 1981 (Hwang
and Yoon 1981). Preference order is decided based on the closest alternative to the
ideal solution. In this method, alternatives are graded based on the closeness to the
ideal solution. The alternative which is nearer to the ideal solution is assigned the
highest grade. This method follows certain steps described as below:

Step 1 Normalization of data
In this step, experimental data is being normalized in order to compare the
parameters. Normalized values of each parameter are obtained using the
following equation:

Nij ¼ pijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1 p

2
ij

q ð4Þ

where i = 1…m and j = 1…n. pij represents the actual value of the ith
value of jth experiment number and Nij represents the corresponding
normalized value.

Step 2 Computation of weighted normalized matrix

Table 4 Results of multi-objective analysis (normalized assessment)

Experiment
No.

Squared values Ratio Normalized
assessment
value (Yi)

Rank

Build time Surface
roughness

Build
time

Surface
roughness

1 49 109.83 0.4276 0.4254 −0.8530 7

2 36 94.09 0.3665 0.3938 −0.7603 5

3 36 146.16 0.3665 0.4908 −0.8573 8

4 36 95.25 0.3665 0.3962 −0.7627 6

5 36 76.21 0.3665 0.3544 −0.7209 4

6 25 18.40 0.3054 0.1741 −0.4795 1

7 25 41.34 0.3054 0.2610 −0.5664 3

8 25 25.70 0.3054 0.2058 −0.5112 2

√268 = 16.37 √606.98 = 24.63
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After normalizing the data, weights associated with each parameter are
determined. Weighted normalized matrix is obtained by multiplying nor-
malized value with corresponding weight. It is given by;

Rij ¼ Wi � Nij ð5Þ

where Wi represents the weights of respective parameters.
Step 3 Computation of positive ideal solution (PIS) and negative ideal solution

(NIS)
Based on the objective, values of PIS and NIS are decided. If objective is
maximization of parameters, then maximum value among each parameter
obtained from weighted normalized matrix is taken as PIS (I+) and mini-
mum value among each parameter obtained from weighted normalized
matrix is taken as NIS (I−). If the objective is minimization, then minimum
value among each parameter obtained from weighted normalized matrix is
taken as PIS (I+) and maximum value among each parameter obtained from
weighted normalized matrix is taken as NIS (I−).
PIS and NIS is calculated using the following equations:

I þ ¼ Pþ
1 ;Pþ

2 ;Pþ
3 ;Pþ

4 . . .
� �

maximum values ð6Þ

I� ¼ P�
1 ;P

�
2 ;P

�
3 ;P

�
4 . . .

� �
minimum values ð7Þ

Step 4 Computation of distance between PIS and NIS

Sþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i¼1

rij � Pþ
i

� �2s
ð8Þ

S�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i¼1

rij � P�
i

� �2s
ð9Þ

where Si
+ is distance between PIS and normalized values and Si

− is distance
between NIS and normalized values.

Step 5 Computation of closeness coefficient
Closeness Coefficient (CCi) is calculated using following equation:

CCi ¼ S�i
Sþ
i þ S�i

ð10Þ

Based on closeness coefficient value, ranking of each alternative is
obtained. Highest value of closeness coefficient gives the best choice of
alternative. Hence, preference order is decided based on CCi values.
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Application of TOPSIS method and results

TOPSIS method is applied in this study to compare results obtained using MOORA
method. Ranks obtained by MOORA method are compared with TOPSIS ranks and
results are validated. In this study, two response parameters are taken such as build
time and surface roughness. Objective of this study is to minimize both response
parameters and obtain optimal settings. According to TOPSIS method, these two
parameters are normalized using Eq. (4). After normalization of data, weighted
normalized matrix is obtained by multiplying weights of corresponding parameters
with normalized value. In this study, weight for both build time and surface
roughness are being taken equal to 0.5. Weighted normalized matrix is obtained
using Eq. (5). Now PIS and NIS are obtained using Eqs. (8) and (9). In this study,
Pþ

Roughness
¼ 0:08706; Pþ

Buildtime ¼ 0:1527; P�
Roughness

¼ 0:2454; P�
Buildtime ¼ 0:2138.

Finally, closeness coefficient is calculated using Eq. (10). All results are summa-
rized in Table 5. Table 5 shows closeness coefficient values. Based on this value,
preference order is decided and the best alternative is obtained.

As shown in Table 5, first rank is obtained for experimental run 6 according to
TOPSIS method. As shown in Table 4, first rank was obtained for experimental run
6 using MOORA method. Results of MOORA and TOPSIS methods are summa-
rized in Table 6. In MOORA method, ranks are given according to descending
order of ratios, i.e. first rank is given for the highest ratio. Similarly, in TOPSIS
method, ranks are given based on descending order of CCi values, i.e. highest CCi

value possesses first rank. Table 6 shows comparative ranking of MOORA and
TOPSIS methods. It is clear from the table that all rankings for experimental runs
using both the methods are found to be similar.

Table 5 Results obtained using TOPSIS method

Experiment
No.

Normalized Weighted normalized Si
+ Si

− CCi Rank

Build
time

Surface
roughness

Build
time

Surface
roughness

1 0.4276 0.4254 0.2138 0.2127 0.1397 0.0327 0.1897 7

2 0.3665 0.3937 0.1833 0.1969 0.114 0.0573 0.3345 5

3 0.3665 0.4907 0.1833 0.2454 0.1612 0.0305 0.1591 8

4 0.3665 0.3961 0.1833 0.1981 0.1151 0.0563 0.3285 6

5 0.3665 0.3543 0.1833 0.1772 0.0951 0.0747 0.4393 4

6 0.3054 0.1741 0.1527 0.0871 0 0.1697 1 1

7 0.3054 0.261 0.1527 0.1305 0.0434 0.1301 0.7499 3

8 0.3054 0.2058 0.1527 0.1029 0.0158 0.155 0.9075 2
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7 Results and Discussions

In order to evaluate surface roughness and build time, each specimen is manu-
factured according to ISO standards. For each experiment, surface roughness and
build time were measured. Build time was recorded at the time of each experimental
run while surface roughness was measured with Mitutoyo SURF TEST SJ-301
tester. Table 3 shows the results of surface roughness test and build time readings
under various settings of process parameters. MOORA method is applied to get the
optimum setting of process parameters. In this study, MOORA method will be used
for parametric optimization as this method has easy intermediate steps for calcu-
lation (Gadakh 2011). TOPSIS method is best suitable method to get preference
order for alternatives (Wang et al. 2007). TOPSIS method is used to validate the
results obtained using MOORA method. Table 4 shows the result of
multi-objective analysis after MOORA method based computations. Also, these
results are compared using TOPSIS method. As observed from Table 6, it is clear
that ranks obtained by both the methods are similar for all experimental runs. The
effect of printing parameters on surface roughness and build time has been studied.
Results of analysis are as follows:

(a) Surface roughness: As observed from Table 3, Ra value which is the most
widely used parameter to indicate the mean surface roughness is measured for
each specimen. For the same layer thickness and build pattern, Ra value is
lower for SMART fill pattern. However, for same values of layer thickness and
fill pattern, Ra value is higher in case of SPARSE build style. Generally, as
layer thickness increases surface roughness value decreases (Anitha et al.
2001).

(b) Build time: As inferred from Table 3, as layer thickness values increases, build
time decreases. Also it is clear from the table that there is no significant effect of
build pattern on build time. Although for SMART fill pattern, build time
readings are lower. As compared to ‘BASIC’ fill pattern, SMART pattern will
minimize the consumption of support material, reducing the build time of part
and improving support removability for many parts.

Table 6 Comparison of
ranks obtained using
MOORA and TOPSIS
methods

Experiment
No.

MOORA
ratio

Rank TOPSIS
CCi

Rank

1 −0.8530 7 0.1897 7

2 −0.7603 5 0.3345 5

3 −0.8573 8 0.1591 8

4 −0.7627 6 0.3285 6

5 −0.7209 4 0.4393 4

6 −0.4795 1 1 1

7 −0.5664 3 0.7499 3

8 −0.5112 2 0.9075 2
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8 Conclusions

The aim of this study was to carry out process parameters optimization for FDM
based 3D printing process. MOORA method was applied as optimization method in
this study. According to results, the following conclusions are drawn:

• Layer thickness and fill pattern are proved to be vital factors influencing part
quality. It was found that build pattern and fill pattern are significant in
influencing Ra value. Surface finish obtained at sparse-high density was
obtained poor. There is a significant decrease in Ra value for smart fill pattern.

• Also, layer thickness was found to be an influencing parameter affecting build
time. Build time was lower for higher values of layer thickness. Build time for
SPARSE build style was obtained lower because it has large air gap between
rasters and requires shortest build time.

• Under same layer thickness and build pattern, build time got decreased for smart
fill pattern. Using MCDM method, optimum parameter setting for FDM printer
was found as layer thickness 0.3302 mm, build pattern solid and fill pattern
smart which gives lowest build time of 5 min and lower surface roughness value
as 4.29 μm.

• Also, after comparison of MOORA method with TOPSIS method, it was
observed that same ranks are obtained for all experimental runs. Hence optimal
parameter settings obtained using both the methods is same i.e. experimental run
6 (Layer thickness—0.3302 mm; Build pattern—Solid; Fill pattern—Smart).

• In the present work, strength of the built parts was not measured. In future,
strength could be measured. Also, tensile specimen is being used in the present
work and in future, other types of specimen also could be considered. Also, in
future, more comprehensive data with varying conditions could be studied.
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Intelligent PCD Tool Testing
and Prediction of Performance

Ramesh Kuppuswamy and Kerry Anne Airey

Abstract The ongoing competition on cutting tools drive the tool manufactures to
enhance the cutting tool quality through real-time condition monitoring and per-
formance prediction. The digitization of tool within the manufacturing process,
allows for the creation of an intelligent manufacturing system, to reduce the cycle
time required for testing, and facilitate the categorization of tool performance as
well as early warning signals of the change in the manufacturing processes. The
system comprises two platforms such as feature extraction engine (FEE) and feature
prediction engine (FPE). The FEE monitors real-time progression of operational
behavior during wear with the tool–work interface signals. The accelerated tool
wear testing applies a milling arrangement, incorporating a clock-testing workpiece
that simulates an intermittent cutting process on hardened steel. The feature
extraction engine uses the accelerated wear results to build a calibrated wear model
as a reference tool for wear analysis and prediction. Flank wear lands were imaged
using a Leica toolmaker’s microscope and used to calibrate the wear model, cor-
relating the digital signal feature to the tool–work interface wear behavior. The
imaged wear progression, force, and acoustic emission signal features were ana-
lyzed by statistical methods including applications of Spiro-Wilks, ANOVA, and
Kruskal–Wallis evaluations. This confirms the experimental accuracy and provides
the baseline for wear prediction driving the development of a feature prediction
engine (FPE). The results are a significant reduction in the quality control cycle
time and performance prediction. The experimental results indicate that the FEE
correlates accurately across sensors and progression tracking of abrasive wear in the
cutting tools, clearly distinguishing between machining cuts, signal noise, and
signal anomalies.
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Nomenclature

ry Yield strength of the PCD cutting insert (GPa)
l Population mean of the test samples
E Young’s modulus of the PCD (GPa)
Fn Normal force exerted on the workpiece during machining (N)
HPCD Hardness of the PCD matrix (GPa)
i Number of data points
KIC Fracture toughness of the PCD insert (MPa m1/2)
lc Cutting distance traversed (m)
l Number of hidden units
L Levene’s statistic (L)
k Number of sets from which the data come
m Work hardening factor
n Size of the sample
N Total number of sampled cases
P Weighted sums in a nonlinear model
s Standard deviation of the experimental data
t “t” factor
Vabrasive Volume lost from the cutting insert (m3)
x Sample mean
w Neuron weights
Z Array of the mean and median values of the sampled case i from group j

1 Introduction

The ongoing thrust toward a high value manufacturing and services necessitates the
manufacturing industries to ensure total system uptime, reliability, and efficiency,
particularly for mission-critical high value assets. Conventional approaches such as
scheduled preventive maintenance and reactive “fail-and-fix” methods are no longer
adequate or effective to meet the increasingly higher operational availability at an
affordable cost. In addition, with a paradigm shift toward “fly by the hour” business
models, original equipment, lines, engines, and tools manufacturers (OEMs) are
compelled to remodel the traditional ways of maintaining these resources to
broaden their revenue streams by providing 100% fulfillment at all time. The
problem is severe when the manufacturing processes change the product charac-
teristics in terms of dimensional features, precision, and surface integrity. The
cutting tool industries often battle to maintain a consistent quality as the manu-
facturing process varies continuously. Use of intelligent cutting tool testing and
prediction of performance would transform manufacturing into predictive reliability
so that a consistent quality can be maintained in the tool manufacturing. One such
in-demand technology is the use of polycrystalline diamond (PCD) cutters, as
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cutting inserts brazed into oil well drill bits (National Renewable Energy
Laboratory 2000). This increasing demand for PCD cutters necessitate research on
PCD performance optimization, with the objective of extending tool-life cycles.
The process of enforcing high quality standards and real-time modification of the
manufacturing process to account for creeping manufacturing defects becomes a
critical tool in the production of PCD inserts. Current quality control processes are
inadequate, inefficient processes, which do not operate as real-time applications,
resulting in excessive time wastage and subquality inserts that must be discarded.
Research on intelligent tool testing methods, therefore, becomes a priority,
emphasizing digital monitoring of PCD wear behavior and extending to appropriate
predictive analysis. The intent being to establish links between the manufacturing
process and the failure behavior of the PCD insert. The quality control process
associated with the preemptive elimination of these undesirable features, signifi-
cantly extend the manufacturing time of an insert batch and require extensive
hands-on qualitative analysis by experienced personnel. Accelerating the quality
control approach would enable faster rectification of nonideal failure mechanisms
experienced by the PCD cutting tools. Furthermore, the application of necessary
corrective actions on the manufacturing floor becomes significantly faster than
current protocols allow. This, in turn, minimizes material wastage and prioritizes
superior tool performance prediction strategies. Ensuring PCD tool compliance to
industrial standards begins during manufacture and ends during field testing.
During and immediately after manufacture, line inspection procedures assess the
PCD tools, for obvious damage and dimensional compliance. In general, the tools
presenting with edge chipping, micro-grooving, crack formation, and gouge marks
are discarded. Minor surface defects, however, are corrected through further
applications of grinding and polishing processes.

The objectives of this research are to develop an intelligent PCD tool testing
system that clearly establishes the failure characteristics of the PCD cutting inserts,
as well as predicting the product performance. This is implemented via (see Fig. 1):

(A) Feature extraction engine (FEE) with a dashboard interface, and
(B) A predictive tool-life model for PCD Failure.

The scope of this research extends to:

• Development of an appropriate sensor system (select, acquire, and set up the
most appropriate type of sensors, placement locations, fastening methods; types,
levels, and extent of sensory data to achieve balance between accuracy and
analytical ability).

• Development of a data acquisition system so as to digitize the behavior of the
tool–work interface.

• Testing, validation, and selection of the most appropriate time–frequency cut-
ting signals in terms of the sensitivity and repeatability of the tool characteri-
zation at the production testing stages.
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• Testing, validation, and selection of reliable and repeatable feature extraction
techniques in the selection of significant parameters for the development of
tool-life predictive reference models.

• Testing, validation, and selection of effective self-learning techniques in terms
of training sample size, convergence speed, and accuracy in predicting the
expected life span of cutters at production testing stages.

• Testing, validation, and selection of the most effective clustering techniques in
terms of the accuracy, reliability, and repeatability in mapping specific signals in

Fig. 1 Plan for development of an intelligent PCD tool testing and prediction of performance
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relation to known reference models for the prediction of PCD cutting insert life
span at production testing stages.

• Distillation of the best sensory signals, feature extraction, learning, and clus-
tering methods for the development of reference models.

• To test the effectiveness of the reference models for the characterization of PCD
inserts in a nondestructive and dynamic manner.

2 A Review of PCD Tool Testing Methods

Ensuring PCD compliance to industrial standards begins during manufacture and
ends during field testing of the inserts. The testing methods are grouped into
industrial-based testing and laboratory-based testing methods as described below.

2.1 Industrial-Based Testing for PCD Tools

• Field testing

The field tests conducted at the industries predominantly determines the wear
progression and evaluate this against performance expectations. This data is unable
to isolate the performance behavior of the PCD tool against the manufacturing
inputs but collectively addresses the tool, machine, and process characteristics. As a
result, the tool manufacturers are unable to impart corrective actions into their
production processes. Furthermore, relying on this method is time-consuming and
expensive, with excessive equipment requirements and high scrappage anticipated
prior to defect correction.

• Simulated field testing

A simulated field test is devised to eliminate third parties from the testing process.
However, simulated field testing methods are time-consuming and expensive, as
they tend to be associated with high levels of tools scrappage. Despite the
encompassing nature of the simulated tests, several approximations are needed, and
hence, the accuracy of tool testing is compromised.

• Accelerated tool wear testing

With the intention of reducing tool testing time accelerated tool wear (ATW) testing
protocols are employed by the tool manufacturers but a time-consuming post-
mortem analysis is a prerequisite to link the failure characteristics of the cutting tool
to the respective manufacturing processes. A typical example of accelerated tool
wear testing is shown in Fig. 2.
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2.2 Laboratory-Based Testing of PCD Tools

The laboratory approaches to investigating cutting tool product performance are
intended to develop an understanding of the failure behavior of a given cutting
insert during testing.

• Nondestructive testing (NDT)

Nondestructive tests aim to identify and remove from circulation, defective cutting
tools prior to conducting destructive tests that focus on identifying and correcting
significant insert flaws.

• Visual inspection

Visual inspection processes in laboratory settings progress with line operators
inspecting the PCD tools as they come off the production line. Scanning electron
microscope was used to accurately measure the wear of the diamond-like coatings
(Thorwarth et al. 2015). Material properties, including porosity and particle grain
size, can be confirmed using SEM analysis, with the added advantage of inspecting
the surface for the presence of micro-crack defects, likely to propagate in fracture
failure. This analysis is largely unsuited for use in tracking the severity of wear
between machining passes, as the time and cost commitment is high. Not all
experimental or industrial environments have this equipment available for use.
A more economical alternative for monitoring flank wear is a toolmaker’s
microscope.

• Raman spectral analysis

The Raman spectral analysis and applications of ultrasonic tests have had some
success in identifying defects especially for the PCD matrix (Radtke 2006).
Incomplete matrix mixing and nonuniform material concentration flaws can be

Fig. 2 Accelerated cutting tool testing employed by the cutting tool manufacturers
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detected, but there are limitations in their ability to locate the vertical positioning of
the defect within the matrix layer. Obvious defect detection can help rectify poor
quality cutting tools, but cannot assist in identifying those cutting tools without
defects that will still underperform. Before and after Raman spectroscopy studies on
fatigued oil and gas cutting tools mainly the PCD cutters exhibited changes in the
stress field of the matrix, from general compressive stress fields to residual tensile
stress fields (Vhareta et al. 2012).

On an overall note, the nondestructive evaluation confirms the cutting tool’s
material properties and has some success in identifying obvious external, and to a
limited degree, internal defects, but is most powerful in providing baseline refer-
ence imaging of the cutting tool’s surface textures.

• Destructive testing

Standard destructive testing protocols, like breakage tests, tend to focus on infor-
mation obtained at the point of failure. Information that is more pertinent to the
evaluation of wear performance is obtained in the moments prior to failure which
presents the behavioral changes in the insert, indicative of imminent failure.
Common apparatus for testing tool wear are lathe or milling stations. Lathes have
the obvious advantage of generally mounting single cutting tools. Khidhir et al.
(2015) chose to turn a single point cemented carbide cutting insert, simplifying their
analysis and focusing on the creation of the prediction model for product perfor-
mance. Milling machine applies a wider range of cutting tools and is capable of
using multiple insert tool holders. Che et al. (2012) recommend isolating a single
cutting insert, to simplify the correlation of machining signals to wear development,
and eliminate noises. In this manner, a single cutting insert operating with minimal
milling station features can provide a holistic signal representation of insert failure,
from initiation through growth to catastrophic termination of the insert.

• Wear growth analysis

Most wear analysis bases itself on empirical relations tracks the progression of tool
wear against the cutting distance traversed to generate that level of wear
(Arsecularatne et al. 2006). Further machining with the same tool–work combi-
nation allows tool performance predictions to be calculated from this wear curve.
Where new or used tool–work combinations are tested, the algebraic constant
parameters developed by the Taylor relation are unlikely to exist in literature. One
method of investigating tool wear is to determine these constants during testing. de
Mesquita et al. (2011) have demonstrated the Taylor relation method for computing
the tool life on turning ABNT 1038. The method tracks the flank wear progression
against cutting time to plot a Taylor tool-life curve, and algebraic constants were
computed. Using the Taylor relation, further instances of tool life were predicted to
plan removal time of the cutting tool from the CNC machining operations.
Evaluating these curves for wear behavior shows initially faster wear rates that
stabilize to almost constant wear rates, until rapidly generated wear occurs just prior
to failure, or alternatively, a catastrophic failure occurs (Kato and Adachi 2001).
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Quantifying the extent and severity of wear mechanisms defines the rate of wear
generation and the mechanism of insert failure.

• Flank wear analysis

ISO standards require that the tool maintain its cutting edge as long as the limit of
flank wear not exceeding VB = 0.3 mm (Juneja 2005; Palanisamy et al. 2008), at
which point the tool is declared worn and substituted for a sharp tool. Standard
flank wear is measured linearly down the flank face from the cutting edge to the
extremity of the wear land. A marked limitation of this approach is that the position
of maximum wear can misrepresent the severity of the wear. Kuttolamadom (2012)
suggested taking the average linear wear measurement as the flank wear across a
series of points along the flank face, generating more realistic flank wear values. For
small flank wear presentations, as with short-cycle quality control tests, this can be
challenging to measure with only slight incremental wear rates experienced
between passes.

• Volumetric flank wear analysis

A past analysis of a volumetric wear approach for the turning TI–6Al–4V with
carbide cutting tools, considering the volume of material lost from the cutting tools
is a more accurate indicator of the severity of wear. This allows for an accurate
three-dimensional representation of the wear land through the cutting tool. Their
analysis is driven by the modeling of the dominant microstructural wear mecha-
nism, and its application to predictive modeling. This approach is highly dependent
on the process, machine parameters, and tool–workpiece combination
(Kuttolamadom 2012). Indeed, Adesta et al. (2010) quantified their simulated flank
wear through volumetric analysis during high-speed hard turning. This approach
must be customized to both the tool geometry and relative orientation of the cutting
plane to describe the extent of his insert wear by integrating over both dimensions
of orthogonal cutting process generating a 3D wear volume (Palmai 2014). Unique
tool geometries can prove challenging to map as a 3D wear volume and small
inaccuracies in the wear measurements can be magnified through calculation of the
volume. Burger et al. (2009) used a Zygo NewView 7200 white light interferometer
3D imaging technique to map the worn areas of their titanium milling inserts. This
allows them to characterize failure mechanisms for each of the tool edges and
complements the unusual geometry of their cutting inserts that incorporate chip
breaker features and clamping sites, which would otherwise make modeling the
volume of the cutting inserts lost, a lengthy and problematic exercise.
Unfortunately, the use of highly specialized imaging software adds time delays and
costs to the data processing. 3D mapping should only be applied to those worn
areas not easily determined through geometric analysis. Monitoring wear volume
during machining cannot be done through imaging, as the wear face will always be
in contact with the machining surface. Additional analytical approaches are needed
to both categorize the wear mechanism and monitor its development during
machining.
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• Tool condition monitoring

Research by Maropoulis et al. (1996), Arsecularatne et al. (2006) and Byrne et al.
(1995) illustrates this point by discussing the vast array of approaches to condition
monitoring of cutting tools. Most approaches include indirectly monitoring wear via
cutting forces, temperature, vibrations, surface finishes, acoustic emissions, and
subsequently building relations between these signals and direct imaging of wear
progression through the tool. Byrne et al. (1995), also championed the incorpora-
tion of torque, current, power, speed, touch probes, microphones, and smoke
sensors. Harnessing this behavior in condition monitoring systems allows accurate,
timeous quality control checks to be developed.

Condition monitoring strives for accurate real-time feedback of tool condition.
Most investigations begin with dynamometer installations that offer good force/
thrust tracking. This sensor offers real-time force monitoring that is independent of
cutting conditions and drill geometry (El-Wardany et al. 1995). Ivester et al. (2000)
used a Kistler three-axis dynamometer to record the machining forces for various
rake angles in turning AISI1045 with coated and uncoated WC/CO Kennametal
grade K68 turning inserts. The force comparison to wear land formation generates a
calibrated database for changing rake angles. Mandal et al. (2011) used three-axis
dynamometers to isolate tangential, radial, and longitudinal forces during lathe
boring of Ti6Al4 V and lathe turning of zirconia toughened alumina. Wang et al.
(2013) isolated the orthogonal x, y, z forces when milling stainless steel (HRC52)
with ball nosed tungsten carbide cutters. Generating force data through
dynamometers is an accurate, real-time indication of force increases. Correlating
this data to wear generation often requires further data analysis. Wang et al. (2013)
used a preliminary off-line calculation to build and calibrate their wear model, with
the intent to operate the model in real time thereafter. Additional indirect wear
monitoring can be achieved through acoustic emission (AE) sensors and
accelerometers. Jemielniak et al. (2008) successfully compared acoustic emission
signals to force signals, tracking wear development in micro-milling applications.
Here, the change in amplitude from signal mean to signal peak, in both the positive
and negative directions was used to “train” their system to recognize wear behavior,
after each pass. The signal changes were graphed against the subsequent used tool
life (where the used tool life is equal to, the current tool life (in minutes) over the
total possible tool life), and approximated using a second-degree polynomial.
Focusing on the change in signal was thought to eliminate baseline variations that
develop due to uncontrollable variations in cutting conditions, presenting only the
most relevant signals features are extracted for wear information (Jemielniak et al.
2008). Govenkar et al. (1996) discussed the applications of AE sensors to nonde-
structive and destructive testing protocols. AE sensor’s sensitivity to the sudden
strain energy propagation of stress waves allow them to be applied to structures
surrounding the machining interface, like exposing the acoustic emission sensor to
the machining interface via a “jet of cooling fluid” and monitor the machining
process. Govenkar et al. (1996) was able to identify the types of chips ejected from
the interface, successfully differentiate between spiral chips of 160, 8, and 3 mm in
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length, with FFT analysis recording higher amplitudes for shorter chip lengths.
Other studies have considered AE sensors mounted indirectly through the cutting
fluid and directly seated on either the tool, or workpiece. Inasaki (1998) has
established the effective use of AE sensor on capturing chip formation signals
regardless of its placement. Furthermore, the AE sensors was effectively used on
distinguishing the chip formation signals from the surrounding signals. AE moni-
toring of turning recorded wear signals isolated from machine vibrations and
external vibrations. This is owing to the AE operating frequency range, which falls
above the operating vibration frequency of the lathe. In a study comparing the
ability of AE sensors, accelerometers, and spectrometric oil analysis to detect pit-
ting wear in spur gears, the AE sensor was the only one responsive enough to
distinguish pitting wear in time to remove the gear before performance suffered
(Tan et al. 2007). Li (2002) attempted experimental investigations into delamination
wear phenomena. The speed at which delamination events occur from the trigger
event to the surface separation makes difficulty in prediction of event. The ensuing
signal chaos is a secondary contributor, as the delaminated surface interacts with the
machining interface, causing damage. Successful tests found that when monitoring
the AE signal output in both the frequency and the time domains, it exhibits distinct
amplitude drops in the signal output, immediately following delamination events.
Ravindra et al. (1997) had success with using their AE sensor to track flank wear,
with their rise times resembling rapid run in wear (stage 1 of flank wear), steady
wear progression, and finally chipping or catastrophic tool failure. AE sensors offer
real-time operation in frequencies that immediately exclude structural resonances
and background noise generated by surrounding machines. AE signals are sensitive
to wear fluctuations and fracture events, with non-directionality that reduces the
number of sensors required. AE sensors are compact and easy to mount, but are
largely dependent on the process parameters, with reference wear models requiring
experimental calibration before implementation. An alternative to the AE sensor is
an accelerometer. Bierman et al. (2013) successfully measured the vibrations in
five-axis machining, where the frequency recorded is a multiple of the spindle
rotation frequency. Comparing this accelerometer to contact-emission sensors
commonly used to tune musical instruments, they found good correlation between
sensors, although the positioning of the contact sensor very close to the location of
the vibration was necessary to ensure accuracy. The acoustic emission sensor
provides reasonably accurate results, regardless of positioning. Fang et al. (2012)
found a triaxial accelerometer sensitive enough to track orthogonal vibrations in
high-speed machining of Inconel 718, using wavelet analysis and comparing this
output to the cutting force data to evaluate the extent of the tool wear. Touch probes
are another consistent vibration monitoring option that is easy to implement and
rarely requirement machine modifications. Their dependency on specific experi-
mental materials and cutting conditions limits their application to generic wear
monitoring, while their low sensitivity limit their applications to monitoring high
performance tools (El-Wardany et al. 1995). Analyzing the quality of a machined
surface finish is a good indicator of insert cutting performance, but is heavily
influenced by tool geometry, cutting speeds, and feed rates. Colding (2004)
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suggested that average surface roughness values must be related to tool radius
before accurate wear implications can be made. The presence of burr formations
(Chen 2005) or material adhesions can indicate that the cutting interface temper-
ature rose too high during machining, implying a worn tool was operated, or
nonideal failure occurred. This artificially raises the average surface roughness
values, with large peak-to-peaks expected. Ozel and Karpat (2005) used calibrated
models to begin predicting the surface finish after training a neural network with
experimental data and monitoring flank wear. They noted that surface finish’s
reliance on geometric and machining parameters make this difficult to apply to new
tool–work combinations (Ozel et al. 2007). Childs et al. (2008), Khidhir et al.
(2015) and Kuttolamadom et al. (2015) obtained their experimental average surface
roughness parameters using various profilometers, all of which require testing to be
conducted post-machining, adding time delays and increasing the personnel
requirements for quality testing protocols. Palanisamy et al. (2008) used surface
finish to target their optimal cutting conditions before beginning to build their tool
wear prediction model. Surface finish used in this manner could help identify
accelerated wear testing conditions designed to reduce the testing cycle for quality
control processes. A final method of directly determining the influence that wear
generation in cutting tools has on the machining process is to measure the increase
in temperature at the cutting interface during each successive cutting pass and
establishing relations between this temperature behavior and the quantity of wear
presenting in the tool. During the turning of AISI 1045 with coated and uncoated
WC/Co inserts, Ivester et al. (2000) incorporated thermocouples into the
bi-conducting tool–chip interface, operating as the junction for the thermocouple
and tracking the voltage readout. The results of which were lower amplitude
variations than produced across force signatures and insufficient data from the
coated inserts. Thermocouples are time-consuming to embed into the workpieces
and cannot necessarily be mounted close enough to the machining interface.
Thermal cameras providing real-time temperature evaluation must be positioned in
line-of-sight of the cutting interface without forward protective barriers. Lin and
Ting (1995), among others, noted that placement of sensors in the appropriate
orientation and correct proximity to the cutting interface are vital to obtain precise
experimental results. El-Wardany et al. (1995) commented that it would further
reduce the impact of noisy signals, and false alarms generated by natural fre-
quencies of the spindle and motor within the machine. This can present positioning
challenges in close machining or drilling environments, where tools are expected to
bore down into or through workpiece materials, while the monitoring system is
expected to continue to operate.

One commonality through the research so far is that it mostly pertains to flank
wear, although Lu and Chou (2011) considered on delamination failure events. The
designer of quality control tests should be mindful that at some point, inferior tools
failing by nonideal wear mechanisms will pass through the evaluation. The system
must be able to handle, identify, and alert the operator to the discovery of nonideal
fracture failure of the PCD tool. Table 1 summarizes the past PCD tool testing
methods
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The PCD tool testing methods described in Table 1 are centered on in-process
manufacturing tests and consume time. As a result, the scrap rate of PCD tools
between the time of fault finding and corrective action on the production floor is
high. Therefore, intelligent approaches were applied to estimate tool wear states.
Application of neural networks (NN) and clustering techniques such as multilayer
perceptron (MLP), adaptive resonance networks (ART2), support vector machine
(SVM), and self-organizing maps (SOM) was attempted for establishing the tool
wear maps (Si et al. 2011). Also, hidden Markov models (HMM) were successfully
applied as it represents the temporary signal dynamics and reasoning in speech
recognition. These methods were used for prognostic evaluation of tool wear,
finding 92.5% experimental compliance with wear signals (Zhu et al. 2009).
A major limitation of these methods is its lack of consideration on fracture failure
mechanisms. Intelligent tool testing systems that did not handle the fracture events

Table 1 PCD tool testing methods

PCD tool
testing
method

Principle Advantages Shortfalls Reference

Industrial
approach

Field testing Reasonably
accurate

Difficult to identify the
exact source of failure

Huges
(2014)

Industrial
approach

Simulated
field tests

Reasonably
accurate

Difficult to identify the
exact source of failure

Huges
(2014)

Visual
inspection

SEM analysis Enable to identify
the grain size,
porosity, and
micro-cracks

Lack of information on
wear resistance and
strength

Thorwarth
et al. (2015)

Raman
spectral
analysis

Optical test Enable to identify
the defects with
the PCD matrix

Difficult to establish the
internal defects of PCD

Radtke
(2006) and
Vhareta
(2012)

Machining
test

Continuous
turning

Enable to
establish the wear
resistance in the
form of flank wear

Consumes enormous time
as the PCD tool has to
undergo an image analysis
to understand its failure
characteristics

Khidhir
et al. (2015)

Machining
test

Process
parameters
study

Enable to
establish the wear
generation
phenomenon

It is equivalent to a
postmortem study and
consumes time

Byrne et al.
(1995)

Condition
monitoring

Process
parameters
study using
dynamometers

Accurate Suitable only for the
laboratory

El-Wardany
et al. (1995)

Condition
monitoring

Process
parameter
study using
AE sensors

Less expensive
method

Erratic results at times of
delamination

Li (2002)
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tend to limit the real-time quality control processes. Research on intelligent tool
testing methods, therefore becomes, a priority, emphasizing digital monitoring of
PCD wear behavior and extending to appropriate predictive analysis. Accelerating
the quality control approach would enable faster rectification of nonideal failure
mechanisms experienced by the inserts. Furthermore, the application of necessary
corrective actions on the manufacturing floor becomes significantly faster than the
current protocols allow. This, in turn, minimizes the material wastage and priori-
tizes the PCD life prediction strategies. Therefore, the objectives of this project are
to develop an intelligent PCD insert clock-testing system that clearly establishes the
failure characteristics of the PCD cutting inserts, as well as predicting the product
performance.

3 Experimental Setup

The machining experiments were conducted on Röeders RFM 600 high-speed
machining center using a PCD milling cutter head over a linear clock-testing
workpiece as illustrated in Fig. 3. Throughout the experiments, the force signatures
were captured and amplified, and further analysis was done using the data acqui-
sition software Dewesoft, to understand the tool–work interface behavior. Every
cutting experiment was repeated five times, and the average cutting forces of at least
three tests with the clearest values were taken. The machined workpiece surface
texture was examined using a scanning electron microscope (SEM) and the surface
roughness was examined using a Surtronic profilometer. After every 5 m of cutting
distance, the flank wear was measured using a tool maker’s microscope. The AE
sensor tracks machine frequencies above 10 Hz, while the dynamometer x, y-
directions track forces from −10 kN up to 10 kN. The z-direction has 15 kN upper
and lower limits. The temperature at the cutting interface was estimated by
assessing the color of the sparks generated during testing and comparing these to
the known glow point of silver steel. The accelerometer was calibrated using a Rion
VE10 vibration generator.

This milling cutter head was configured to hold a PCD insert of size
D16 � 12 mm at a negative rake angle and mounted on HSK 40 tool holder. The
milling conditions for performing the machining test are given in Table 2.

4 Results and Discussion

The experimental results have enabled to create a quality control approach that
analyzes PCD insert cutting performance, with a view to incorporating accelerated
wear generation and combining this with intelligent condition monitoring in order
to predict the product performance. The results include the output of extensive
experimental findings and its signal correlation with the flank wear behavior.
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Furthermore, ANOVA analysis was performed for validating the AE sensor sig-
natures, and neural network analysis was done to find the performance prediction of
the PCD inserts.

Software:

DEWESOFT-7-
SE

RFM600 (Roeders 
High Speed Machining Centre)

Dynamometer 9257A

Parallel vice

Charge Amplifier 
(Type: 5001)

MSI-BR_TH_K

Thermocouple type interface for 
DAQP Bridge-X

DEWE-43

8 Channel 
DAQ box 
w/USB

1,2

3,4

5,6

Fx

FY

FZ

Charge Amplifier 
(Type: 5001)

Thermocouple 
K Type - 5 
meter

PCD INSERT

D10X 10

Charge Amplifier 
(Type: 5001)

8152B221 PiezotronÆ 
Acoustic Emission Sensor

8772A50 Low 
Impedance 
Acceleromete

5125B2 Industrial Coupler, 
gain:1/10, plug-in filters, 
input:M13x1, output: 8

pole round plug, incl. 1x1500A57

MSI-BR-ACC
Isotron (constant current 

powered) interface for MDAQ-
SUB-BRIDGE / -STG modules 

with DB9 connector

Work-piece: 
Hardened Steel

Fig. 3 Experimental setup and data acquisition arrangement for the machining experiments

Table 2 Milling conditions for the accelerated wear tests

Detail Unit Value

Milling type – Intermitted cutting (clock testing)

Cutting speed m/min 534.2

Feed rate mm/min 1200.00

Depth of cut mm 0.05

Material removal rate mm3/min 60.00

PCD insert size mm/mm D16 � 12

Workpiece material and hardness – Medium carbon alloy steel and HRC 45
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4.1 Flank Wear

Flank wear is the gradual, consistent loss of material from a cutting tool, which
degrades the cutting edge and distorts the tool geometry. Flank wear is usually
characterized by abrasion, sudden catastrophic failure and brittle fracture of a PCD
insert, and the growth of flank wear indirectly explains the physical properties of a
PCD insert such as wear resistance and transverse rupture strength. In order to distil
the effect of built-up edge formation, volumetric flank wear, and VB, accelerated
wear tests were performed, and the results are shown in Figs. 4 and 5. In general,
the localized cracking around diamond grains or failure of the binding matrix will
also result in the smallest diamond particles becoming loose and falling out during
machining. All of these effects combine in the abrasion wear of a PCD insert as
shown in Fig. 6.

Using the PCD material information, the following relationship for the calcu-
lation of volumetric wear under abrasive wear mechanisms is presented by
Stolarski (2000):

Vabrasive�theoretical ¼ m2 � ry � E � F3=2
n � lc

K2
IC H

3=2
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Feed rate = 1200 mm/min

Fig. 4 Flank wear behavior of a PCD insert at accelerated tool test conditions
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Vabrasive represents the volume lost from the cutting insert (m3), while m is the work
hardening factor, equated to the workpiece hardness over cutting insert hardness.
ry, is the yield strength (GPa) of the cutting insert, of PCD owing to its nature as a
brittle material, E is Young’s modulus (GPa) for PCD, Fn is the normal force
(N) exerted on the workpiece during machining and lc is the cutting distance
(m) traversed. KIC, denotes the fracture toughness (MPa m1/2) experienced by the
PCD material and finally HPCD represents the hardness (GPa) of the PCD matrix.

Abrasion wear volume can be corroborated through direct imaging and mea-
surement of the wear region under a toolmaker’s microscope. Post-machining
weigh-ins can be conducted, comparing the final worn PCD insert weight to the
weight of the insert prior to machining, and calculating the volume of the lost
material based on the density of the PCD material matrix. This does become slightly
more complicated once the WC-Co base becomes involved in wear mechanisms,
however, the use of accelerated wear testing protocol should limit wear to the PCD
matrix. Geometric analysis can model the volume of PCD material lost from a
theoretically ideal cutting insert, by assuming the PCD cutting inserts as a simple
cylindrical shape with an inclined wear plane. In this manner, the lost volume
would approximate a cylindrical wedge tracks the progression of the wear from
zero to a completely used insert as the inclined machining interface progresses
through a PCD insert (Fig. 7).

By considering the geometrical form of the worn portion of the PCD tool, the
volumetric wear is given as

Fig. 5 Flank wear images of a PCD insert at accelerated tool test conditions
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VPCD ¼ hR2

3
3 sin h� 3h cos h� sin 3h

1� cos h

� �
ð2Þ

The values for a, b, h, and h was obtained from the PCD worn insert image as it
corresponds to dimension 2a indicated on the flank wear image (Fig. 7b) (Wolfram
Math World 2013) (see Appendix 1 for more details).

• Wear modeling and signal interrelations

The tool–work interface conditions were monitored in terms of cutting forces,
acoustic emission signals, and correlated with the flank wear growth behavior of the
PCD cutting inserts. Specific relationships between these signals and the cutting
distance were established using the data-driven models. The developed data-driven
model was applied to predict the remaining useful life of the PCD tool. Shown in
Fig. 8 is the behavior of cutting forces and AERMS signals for the PCD tools at
various cutting distances. The cutting forces behavior suggests that as the cutting
distance increases the cutting forces increases consistently with each cutting pass
until a maximum force is reached. Continuing machining resulted in an additional
signal spike and beyond this signal, the failure of the PCD insert was apparently
seen. Between the cutting distances from 0 to 30 m, the increase in cutting forces
was found to be higher than the cutting distance range 30–80 m. AERMS has
exhibited a similar trend and confirms the suitability of using AERMS signals as a
measure of cutting forces and flank wear growth behavior.

PCD Insert

PCD Insert cu ng 
distance

Fig. 6 Geometric arrangement of volumetric
abrasion wear determination

2a

(a) (b)

Fig. 7 Dimensional correlation for volumetric wear computations, a theoretical model and
b actual wear
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• ANOVA analysis

To further demonstrate the correlation between force signals and AE sensor signals,
ANOVA tests were performed. As a result, the dynamic digitized map of the tool–
work interface signals of the reference samples was clearly sketched inclusive of
errors and variation. Shown in Table 3 are the experimental results of cutting forces
and AERMS signals for various cutting distances.
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Fig. 8 Cutting forces and AERMS behavior for various cutting distances

Table 3 Variables factors of the experiments and results

Cutting conditions Cutting
distance (m)

Cutting
force Fc (N)

AERMS

(dB)
Flank
wear (lm)

Fixed cutting conditions:
intermitted cutting (clock testing);
cutting speed = 534.2 m/min; feed
rate = 1200.00 mm/min; depth of
cut = 0.05 mm; material PCD insert:
D16 � 12

4.8 118.78 16.344 56

9 154.99 6.7500 80

13 219.96 8.9300 88

18 254.56 32.688 96

23 298.33 18.910 108

27 326.22 28.370 124

31 332.85 17.920 136

36 357.57 138.48 144

41 354.54 106.64 170

45 385.61 234.38 180

60 394.81 167.57 240

80 386.49 215.82 320

85 384.08 196.54 390

90 395.45 282.44 450
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The cutting force (Fc) is the resultant of the measured forces FX, FY, and FZ.
AERMS signals were measured at the nearest point of machining zone as the AE
sensor was mounted on the workpiece. In each machining experiment, five sample
signals of FX, FY, FZ, and AERMS were taken, and Fc and AERMS values were
computed. The columns Fc and AERMS shown in Table 3 indicate the mean value
of Fc and AERMS of each experiment. A one-way ANOVA test was applied to
compare the effect of a single factor on the different groups: cutting force (Fc) and
AERMS signals. The findings of ANOVA comparison tests on (i) cutting force and
flank wear, and (ii) flank wear and AERMS are shown in Tables 4 and 5,
respectively.

The p-values of the parameters resulted from the ANOVA are presented in
Tables 4 and 5. The smaller the p-value, the smaller the probability of making
mistakes by rejecting the null hypothesis, and consequently, the larger the corre-
sponding coefficient. By evaluating the p-values of the parameters: cutting force
signatures and AERMS signatures, it is found that the cutting force with the p-values
smaller than 0.05 exhibits a larger effect on the flank wear than AERMS signatures.
Also, the p-values for AERMS signatures show the correlation between the cutting
force and AERMS signatures and suggest that the flank wear growth can be studied
by both cutting force and AERMS signatures with reasonable accuracies. Tables 4
and 5 also give the F-value which is the ratio of the groups’ mean square over the
error mean square. As the value on both cases was found to be more than 1, it
suggests that the samples were drawn from a different population although the
measurement of AERMS signals is closest to the cutting zone whereas the cutting
forces are the measurement at the cutting zones. The F-values computed using the t-
test for the unpaired groups (i) cutting force and flank wear (ii) AERMS and flank
wear was found to be 1.775 and 1.518, respectively. Also, the homogeneity of
variance was tested in SPSS by applying the Levene’s statistic for nonparametric
data (NIST 2014). If the significance p, of statistic L, remains above 0.05, for a 95%

Table 4 ANOVA
comparison tests on cutting
force and flank wear

Source of
variation

Cutting force Fc (N) and flank wear

I DF Seq SS AdjMS F p

In between 1 113,442 113,442 9.8 0.004

Within 26 300,923 11,573

Total 27 414,365 15,346

Table 5 ANOVA
comparison tests on AERMS

and flank wear

Source of
variation

AERMS and flank wear

I DF Seq SS AdjMS F p

In between 1 44021.0 44021.0 3.58 0.06

Within 26 319,235 12,278.2

Total 27 363,256 13453.9
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confidence interval, indicating no significant variation in the data for all inserts, the
homogeneity assumptions for comparative analysis would be satisfied. The
Levene’s statistic (L) equation is given as (NIST 2014)

L ¼ ðN � kÞPk
i¼1 NiðZi � ZÞ2

ðk � 1ÞPk
i¼1

PNi
j¼1 ðZij � ZiÞ2

ð3Þ

where k represents the number of sets from which the data come, N is the total
number of sampled cases, and Z is an array of the mean and median values of the
sampled case i from group j. The test values for homogeneity of variance in PCD
wear data, using the Levene’s statistic was found to be, 0.299, 0.070, 0.952, 0.763,
and 0.564 for PCD Insert #1 to Insert #5, respectively. Analyzing the value of the
p factor shows no datasets of particular significance, with all p factors consistently
above 0.05 in value. As a result, the homogeneity of variance is consistent across all
experimental data from PCD cutting inserts, #1 to #5, and satisfies that the data be
drawn from population exhibiting equal variance. A similar Levene’s test on data:
cutting forces (Fc) and AERMS signals also conclude that the data were drawn from
population exhibition equal variances.

• t-test

The “t” factor analysis assesses the variability of the data within each machining
cycle. The distribution of the data points within each pass is normally distributed,
and the “t” factor analysis can be applied directly. The “t” factor is computed using
Eq. 2 as (IBM 2015)

t ¼ ðx� lÞ
ðs= ffiffiffi

n
p Þ ð4Þ

where x is the sample mean, and the population mean is denoted by l, with “s”
being the standard deviation, and finally, n represents the size of the sample. The “t”
factor for each distinct machining pass for the PCD tool is presented in Fig. 9

The cutting force “Fc” and “t” factor for Fc were tracked against the flank wear,
which shows the general correlation between the two, and enable to quantitatively
express the cutting force signatures as a wear. On a similar note, the AERMS signals
and t-factor for AERMS have a correlation with the flank wear growth and doubly
confirm the use of AERMS signals as a measure of flank wear. The same was also
expressed quantitatively in terms tAE-RMS factor.

4.2 Frequency Domain Analysis

Between the cutting distance from 5 to 80 m the frequency signal spikes occur at
f = 48, 97 Hz, for both the AERMS and cutting force (Fc) signals. However, beyond
80 m of cutting distance, the frequency signals spikes occur at 45, 95, and 190 Hz
confirming the significant flank wear of the PCD tool.
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4.3 Predictive Model Generation

Analyzing the signal relationships through multivariate analysis has enabled to
build the neural network and a wear model using the machining variables (Liu and
Jolley 2015). Shown in Fig. 10 is the PCD wear multilayer perceptron using the
neural network architecture.

The hidden layer tracks the data bias between outputs and is used to evaluate the
influence of the inputs through weighted sums in a nonlinear model as detailed in
Eq. 3 (IBM 2015).

P ¼ r
Xl

i¼1

kirðx:wiÞ
( )

ð5Þ

where l equates to the number of hidden units, the sigmoidal function is given as
rðxÞ ¼ 1=ð1þ exp ð�xÞÞ, such that x are the input covariates and “w” refers to the
neuron weights. The number of data points then becomes “i”. The bias term is
defined by x:wi def

P
k xkwik þwio. The input covariates for this model are the

machining signals identified such as cutting force signatures and acoustic emission
signatures.

The neural network architecture uses a single hidden layer with real-time data
training to update the synaptic weight after each data record, until the stopping
criteria are met. The training criteria for stopping is set as no more than a con-
secutive step with no error decrease before the algorithm halts itself. Table 6 shows
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Fig. 9 Cutting force Fc and AERMS behavior in terms of “t” factor

Intelligent PCD Tool Testing and Prediction of Performance 181



the summary of neural network model. The assessment of the model accuracy
shows a 6.472 compliance under sum-of-squares methodology creating a 0.087%
relative error. The outcome of the neutral network training is an estimation of the
model parameters defining the relation between the machining signals variables, the
hidden layer, and the wear formation on the PCD cutting insert. These parameters
are summarized in Table 7. Understanding the significance of each machining
parameter on the magnitude of the wear is critical to ensure the correct emphasis of
the variable. Calculating the weighted sum for each of the covariates quantifies their
influence on the target variable is given by the following equation (IBM 2015):

wjðxÞ ¼
Xl

i¼1

kir
0ðx:wiÞwij ð6Þ

where the sigmoidal function is given as rðxÞ ¼ 1=ð1þ exp ð�xÞÞ, such that x are
the input covariates and w refers to the neuron weights. The number of data points
then becomes i, the bias term is defined by x:wi def

P
k xkwik þwio, and lambda is

the constant term for the data position. Furthermore, the neural network identifies
that cutting distance followed by cutting force and acoustic emission signals are the

Fig. 10 PCD wear multilayer perceptron using the neural network architecture
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significant factors of weightage 100, 29.8, and 24.3%, respectively. The imaged
flank wear experienced by the PCD inserts during testing are graphed against
cutting distance in Fig. 3. The sensor array data signals were modeled against
progressive cutting distances and the project values for the cutting force and
acoustic emission signals occurring at 80 m of cutting distance and above and
projected to be 410 N and 45.05 Hz, respectively.

5 Conclusions

This investigation confirms that the developed intelligent PCD clock-testing
method enables to evaluate the PCD insert performance in real time. The feature
extraction coupled with statistical evaluation along with the neural network training
of a predictive model has become an incredibly powerful performance predictor.
Once the calibrated model was developed, the DAQ was automated, with the
resulting cycle time reducing to approximately 1 min and 40 s for a complete
destructive test and real-time calculation of the insert performance relative to the
calibrated wear models for a single polycrystalline diamond cutting insert. This
represents a noticeable reduction of quality control cycle times, with the actionable
feedback produced in real time to be passed to manufacturing production lines. The

Table 6 Neural network model summary

Training Sum-of-squares error 6.472

Relative error 0.087

Stopping rule used 1 consecutive step(s) with no decrease in errora

Training time 0:00:00,03

Testing Sum-of-squares error 2.165

Relative error 0.058

a excluding the bias unit

Table 7 Neural network estimation of parameter relations: output layer parameter estimates

Predictor H(1:1) H(1:2) H(1:3) H(1:4) Predicted hidden
layer (H1:5)

Input
layer

(Bias) −0.092 0.951 0.922 −0.141 0.358

Cutting
force

−0.2 −0.522 1.054 −0.172 0.433

Acoustic
emission

0.213 −0.093 −0.037 0.397 0.439

Cutting
distance

0.161 1.086 0.265 0.07 0.409

Output layer: flank wear −0.706 1.645 0.096 −0.236 −0.426
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accelerated wear test protocol generates representative wear behaviors in the PCD
insert, where abrasive flank wear and one instance of insert chipping failure
mechanisms were noted without degrading the tool through graphitization mech-
anisms. Despite the limited fracture events, anecdotal evidence suggests that the
sensor array is sensitive enough to extract meaningful signal features from these
events, should they occur. Statistical analysis of the data improves the accuracy of
the wear models and allows predictive modeling of the flank wear. The strength of
this system lies in its ability to effect analysis in real time and its proposed
cross-application portability.
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Appendix 1: Computation of Volumetric Wear Using
the Principles Cylindrical Wedge

A wedge is cut from a cylinder by slicing with a plane that intersects the base of the
cylinder. The volume of a cylindrical wedge can be found by noting that the plane
cutting the cylinder passes through the three points illustrated above (with b > R),
so the three-point form of the plane gives the equation

x y z 1
R� b a 0 1
R� b �a 0 1
R 0 h 1

��������

��������
¼ hðR� b� xÞþ bz

Solving for z is given as

z ¼ ðhÞðx� Rþ bÞ
b
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The value of “a” is given as

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2ð Þ ðb� RÞ2

� �r
a ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bð2R� bÞ

p
The volume of cylindrical wedge is given as the integral of rectangular areas
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Focused Ion Beam Fabrication: Process
Development and Optimization Strategy
for Optical Applications

Vivek Garg, Rakesh G. Mote and Jing Fu

Abstract This work presents an optimization of focused ion beam (FIB) milling
process for the fabrication of optical elements. Focused ion beam is a nanofabri-
cation tool involving ion–beam material interaction at atomic or molecular levels.
The ion–solid interactions have been investigated for the fabrication of desired 3D
geometries. Focused ion beam dwell time is an important parameter and determines
the final geometry and accuracy of the fabrication. An algorithm has been devel-
oped to optimize the ion beam dwell time for the desired geometry fabrication
maintaining high accuracy. Binary Fresnel zone plates (FZPs) have been fabricated
using the optimized simulation results for demonstration. The algorithm can be used
for fabrication of 3D elements and micro/nano-structures for various applications.

Keywords Focused ion beam � Nanofabrication � Optimization and simulation
Micro/nano-optical elements

Nomenclature

aij Milling coefficient
A Matrix to measure the milling coefficients
F(t) Objective function
f Focal distance
G(x) Standard normal Gaussian distribution
IB Ion beam current
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M Number of pixels to be machined
N Total number of pixels
p, Q, r Multiplication matrices
R Radius
t Ion beam dwell time
t0 Initial value of dwell time
tk Dwell time from kth update
T Ion beam milling time
dx, dy, dz Milled dimensions (length, width, depth)
Ys Erosion rate
zo Desired geometry profile
k Wavelength
µ Mean value
r Standard deviation
DrRayleigh Rayleigh resolution limit

1 Introduction

Focused ion beam (FIB) is an important and advanced technology in the field of
micro/nano-fabrication. It has wide range of capabilities from milling and deposi-
tion to imaging at micro/nano-scale. The distinct advantage of FIB lies in the fact
that it enables mask-less direct fabrication on various materials, making it suitable
for applications in the field of nanotechnology. Focused ion beam instrument, when
combined with imaging technologies like scanning electron microscope (SEM),
offers a wide range of applications for fabrication and characterization of micro/
nano-structures. It allows mask-less and one-step fabrication, which makes it a very
important technology in micro/nano-fabrication. This is because the FIB milling
does not require any intermediate resist layer as in other photo or e-beam litho-
graphic techniques, and thus enables direct writing of micro/nano-structures.
Focused ion beam has a short wavelength with high energy density, which helps
focusing the beam to a smaller spot size of 5–10 nanometre (nm). It allows control
of beam shape and size for fabrication of complex 3D structures. The unique
fabrication capabilities of FIB make it an excellent tool for rapid prototyping
applications. A great detail of research exists in the literature for FIB principle, its
applications and limitations (Melngailis 1987; Lehrer et al. 2001; Reyntjens and
Puers 2001; Kim et al. 2012; Mote and Xiaomin 2017). Focused ion beam pro-
cessing has also been applied for processing and characterization of biological,
organic materials, etc. (Fu and Joshi 2010; Al-Abboodi et al. 2013; Adineh et al.
2015), allowing its use for multidisciplinary research.

Focused ion beam is a specialized process and involves several complexities in
terms of beam control and fabrication accuracy. Accurate FIB fabrication of optical
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elements and 3D micro/nano-structures for specific applications require deep
insight into the process. The accuracy of FIB fabricated profiles depends on a
number of parameters such as scanning strategy, beam current, acceleration voltage,
beam dwell time, etc. Out of these parameters, ion beam dwell time is one of the
important parameters that determine the final geometry and accuracy of fabricated
structures. A better understanding of the milling mechanisms and material removal
at micro/nano-level is required for accurate fabrication and desirable performance
of these elements. This will allow accurate fabrication of optical elements or any
other 3D structure for specific applications in X-ray optics, micro/nano-photonics,
etc.

In the present work, an optimization problem is formulated for FIB fabrication
and has been solved in MATLAB by an iterative approach for an optimal solution.
The algorithm minimizes the deviation of a simulated geometry obtained by FIB
fabrication from the desired geometry. The proposed strategy can be further used to
fabricate optical elements or any 3D micro/nano-structures. The ion beam dwell
time has been optimized for the desired geometry fabrication, maintaining the
required accuracy. This algorithm has been used to demonstrate the simulation of
Fresnel zone plate (FZP) for specific design. Experiments have been carried out to
validate the optimization model. Based on the optimization results, the designed
FZP has been successfully fabricated.

The remaining chapter is organized in the following way. Focused ion beam
micro/nanofabrication basics, process capabilities and limitations along with
important FIB operating parameters and their effects have been discussed and
assessed critically in Sect. 2. Section 3 presents the formulation of optimization
problem and iterative solution approach for FIB nanofabrication. Simulation results
have been illustrated in Sect. 4. Focused ion beam experiments and results have
been included in Sect. 5. Finally, a conclusion and outlook are discussed in Sect. 6.

2 Focused Ion Beam Nanofabrication—Basics

The focused ion beam technique utilizes a finely focused beam of ions for milling,
imaging, deposition, implantation, etc. A high-energy ionized beam of ions in a FIB
system is produced from a liquid metal ion source (LMIS) by the application of
electric field. This beam is focused onto a target surface, which results in a number
of phenomena such as sputtering of constituent atoms, generation of collision
cascade, surface modification, etc. Heavy ions also produce secondary electrons
from the target surface, which can be used for imaging applications. Focused ion
beam can also be used for deposition, implantation and lithography applications. In
this section, FIB instrument, basic principle, ion–solid interactions and important
parameters for FIB fabrication are discussed.
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2.1 Focused Ion Beam Instrument

A typical dual beam FIB-SEM instrument has a liquid metal ion source (LMIS), an
ion column, an electron column, a stage, detectors, a gas injection system (GIS), a
vacuum system and a computer. An illustration of a Carl Zeiss Auriga dual beam
FIB-SEM system (Compact-4558) available at IIT Bombay is shown in Fig. 1a.

The focused ion beam system is similar to a scanning electron microscope,
where an electron beam is used. Both the systems employ charged particles, which
can be used for imaging, etching and deposition applications. Use of ions in FIB
offers several advantages over the electrons, due to the reason that ions are com-
paratively massive and larger. Ions have much more direct effect on the sample as
compared to electrons, whereas electrons penetrate deeper due to their smaller size.
Energetic ions carry higher momentum than electrons, which is used for material
removal and milling applications. Another difference between the two systems lies
in the beam steering and focusing optics. In SEM, magnetic fields are used to focus
the electron beam due to smaller mass of electrons. On the other hand, charged ion
beam requires stronger field; hence, electrostatic lenses are used. In a dual beam
system, FIB and SEM columns are arranged at an angle of 52° to each other, which
allows milling/deposition/etching by FIB and simultaneous observation through
SEM. The sample is made normal to FIB by tilting the sample stage at 52°.
A typical configuration of FIB-SEM columns and sample inside the vacuum
chamber in a dual beam system is shown in Fig. 1b.

A highly focused ion beam is obtained from LMIS, which has a tungsten needle.
The tungsten (W) needle is attached to a reservoir of source material. Gallium
(Ga) is most commonly used FIB source because of the following reasons:

Fig. 1 Focused ion beam (FIB) system at IIT Bombay: a Carl Zeiss Auriga Compact-4558
FIB-SEM system, b the dual beam-sample configuration inside vacuum chamber and c schematic
illustration of FIB interaction with target material: sputtering of target atoms/ions, Ga ion
implantation and generation of secondary electrons from target surface

192 V. Garg et al.



• Low melting point (29.8 °C)—It requires less heating and avoids any interaction
of Ga with tungsten needle.

• Low vapour pressure—It can be used in pure form and promotes long life,
avoiding the Ga evaporation.

• Gallium has suitable mechanical, electrical and vacuum properties. Gallium
emission provides high angular intensity with a small spread of energy.

• Low volatility at melting point—long source life.

The heated LMIS flows and wets the tungsten needle, having a tip radius of 2–
5 lm. Gallium requires less reheating and remains liquid at ambient conditions for
weeks due to its supercooling properties. If an electric field (108 V/cm) is applied at
the end of wet tungsten needle, it will cause Ga to form a point source (2–5 nm) of
conical shape (Taylor cone). This shape is formed as a result of balance between
surface tension of the liquid metal and the electrostatic force set up by the applied
electric field. Once the cone tip is formed and is sharp enough, the extraction
voltage pulls Ga ions from the tungsten tip by ionization process. The Ga ions are
then passed through the ion column, where an acceleration voltage (5–50 kV) is
applied. A set of apertures and lenses are used in the ion beam column to focus the
ion beam of various diameters at target surface. The spot size (diameter) and the
shape of the beam govern its machining and imaging capabilities.

2.2 Ion–Solid Interactions

The incident ion beam loses its energy to target electrons and atoms, when scanned
over the sample surface. Most ions are deflected/backscattered from their path as a
result of collision with target atoms and some ions penetrate over a certain distance
inside the sample. As a result of collisions, sample constituent atoms are displaced
from their lattice positions. The collision also results in recoil and sputtering of
constituent atoms, formation of defects, electron emission and excitation, photon
emission, etc. (Melngailis 1987). Mixing of constituent atoms, phase transforma-
tion, crystallization, amorphization and permanent damage might also occur as a
result of thermal- and radiation-induced effects. Ion implantation on target surface
due to FIB operation and sputtering results in change of surface morphology and
craters are formed as a result of atoms being removed. A schematic of focused ion–
beam interaction with sample surface is shown in Fig. 1c. The collision of ions with
target material nucleus and electrons can be considered separately due to large
difference in their masses:

• Elastic or nuclear collision—between ion and nucleus. Kinetic energy and
momentum are conserved. The incident ion recoils the target atom and scat-
tering of ion takes place.

• Inelastic or electronic collision—between ion and electrons. It results in exci-
tation and ionization of the constituent electrons.
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Following main effects take place due to ion–solid interactions (Melngailis
1987):

• Thermal heating—The sample surface gets heated due to ion–beam interactions.
• Radiation damage—The sample is damaged due to displacement of atoms from

their lattice positions. The depth of ion penetration depends on the ion beam
energy, material properties and operating parameters such as incidence angle.
The ions are implanted in the sample.

• Sputtering—The atoms are removed from sample surface due to incident ions.
Sputtering occurs at low energies.

• Electron emission—The electrons are emitted from the target surface due to
ion–solid interactions. These electrons are used for imaging.

• Chemical effects—These are produced due to ion–electron interaction and ion–
atom interaction. Examples are ion-assisted etching, ion-induced deposition, etc.

The ion–solid interactions for amorphous materials can be modelled using
Monte Carlo simulations by SRIM/TRIM (stopping and range of ions in matter,
transport of ions in matter) codes developed by Ziegler and Biersack (1985). These
simulations are helpful for calculation of sputter yield, interaction volume, etc.
However, these calculations are based on binary collisions, and the effects of
neighbouring atoms are not taken into account.

2.3 Focused Ion Beam Governing Parameters
and Important Effects

Focused ion beam nanofabrication is a complex process and requires accurate
control of processing parameters for the desired fabrication. A brief introduction of
important FIB governing parameters and their effects on milling are discussed in
this section.

2.3.1 Acceleration Voltage

An extraction voltage is applied to pull the Ga ions from the wet tungsten needle
tip. The energy and velocity of ions depend on the applied acceleration voltage in
the ion column. Ions will travel faster if a higher acceleration voltage is applied, and
thus, the energy imparted on the target sample will also be higher (Fu et al. 2000).
An increase in the acceleration voltage does not influence the probe current. An
acceleration voltage of 30 kV is generally used to get the highest possible reso-
lution and sputtering yield (Orloff 1993). This value of acceleration voltage makes
the system suitable for many applications like sputtering, implanting or imaging.
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2.3.2 Beam Current

Ion beam current is an important parameter for fabrication of micro/nano-structures.
It defines the resolution capability of FIB system. Beam spot size is controlled by
the beam current. It is difficult to measure the spot size in practice; hence, the beam
current is generally used as a process parameter. The sputtering yield is controlled
by changing the beam current. At higher values of beam current (i.e. larger spot
size), sputtering yield is high. The higher material removal rate is, however, at the
expense of the fabrication accuracy. If a high-resolution and accurate profile is
required, a low beam current must be used. During typical milling applications, a
high beam current is used for bulk material removal applications, while low beam
currents are used for fine polishing. The typical minimum spot size of Carl Zeiss
Auriga system at MEMS department IIT Bombay is 8 nm at a beam current of 1 pA
and acceleration voltage 30 kV.

2.3.3 Dwell Time

Dwell time in a FIB system is the duration of time for which the beam is stationary
at a particular position (pixel). Ion beam dwell time defines the duration of time for
which a particular pixel is scanned by the ion beam (Utke et al., 2008). The dwell
time is generally of the order of microseconds (ls) to milliseconds (ms). Final
geometry of FIB fabrication depends on the dwell time, making it an important
parameter. There are two challenges associated with the optimization of the dwell
time. First, excessively large dwell time results in redeposition of sputtered atoms/
ions, and surface accuracy becomes poor. The fabrication depth is also more than
the intended value. These effects are applicable for fabrication, where depth
removed per pixel is of the order of beam diameter (Adams and Vasile 2006).
Second, a very low dwell time results in undesired material removal outside the
targeted area. This occurs in the fabrication of non-rectilinear profiles such as circle,
ellipse, etc. A significant portion of target material is exposed to the unintended ion
dose and results in an irregular profile and undesired milling (Adams and Vasile
2006). Thus, a careful choice and optimization of FIB dwell time is required for the
desired accuracy of fabrication. This aspect is even more challenging for 3D fea-
tures nanofabrication by FIB.

2.3.4 Ion Range

Focused ion beam with high-energy ions impacts the target surface. High-energy
ions impart their energy to the surface atoms and travel a certain path inside the
target material. The trajectory followed by the energetic ions is known as ‘collision
cascade’, and the total length of the path travelled by ion is termed as ‘range’. The
projected values of ion range in amorphous targets can be calculated using the
Monte Carlo simulation-based SRIM code developed by Ziegler and Biersack
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(1985). The ion range depends on ion–solid interactions and material properties. Ion
ranges of few different materials are as presented in Table 1.

2.3.5 Sputter Yield

Sputter yield is defined as the number of target atoms ejected per incident ion at the
target surface. It depends on following parameters (Yao 2007):

• Incident ions—mass, energy, dose, incidence angle, etc.
• Target material—mass, crystal orientation, crystallinity, surface binding ener-

gies, conductivity, surface curvature, etc.

There exists a threshold value of the incident ion energy for each material, below
which no sputtering takes place. Table 1 shows the sputter yield for four different
materials with gallium as an ion source at 30 kV.

The milling time and sputter yield can be calculated as

Sputter Rate ¼ Volume Removed
Ion Dosage

� �
¼ Volume Removed

Beam current�Milling Time

� �

¼ dx� dy� dz
IB � T

� � ð1Þ

Milling Time ¼ dx� dy� dz
IB � Sputter Rate

ð2Þ

Sputter Yield ¼ Number of atoms removed from the target surface
Number of incindent ions

ð3Þ

where IB is the ion beam current used for milling, T is the milling time and dx, dy,
dz, are dimensions (length, width, depth) of the milled region.

2.3.6 Scan Mode and Pixel Spacing

The ion beam can be scanned over a target surface in two different modes—raster
scan and serpentine scan (Yao 2007). In raster mode, scanning is done in the same
direction. The beam always moves to initial point of next scanning line. Figure 2a
shows the schematic diagram of FIB raster scanning. In this mode of scanning, the

Table 1 The ion range and sputtering yield of various materials for 30 kV Gallium ions (Glass
et al. 2008)

Material Si Al Cu Ag

Ion range (nm) 27 24 10 11

Sputter yield (atoms/ion) 2.6 4.4 11 14
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sputtered atoms continuously redeposit on the milling area. It results in loss of
fabrication accuracy. Raster scanning is suitable for fabrication of V-shaped
channels or inclined bottom surfaces. In serpentine scanning, ion beam moves in
reverse directions for next scan line. It results in faster operation and fabrication
time is less as compared to raster scan for the same area. Schematic diagram
representing serpentine scanning mode is shown in Fig. 2b. The redeposition of
sputtered material is less in serpentine scanning mode, as the redeposited atoms
from the previously scanned line are removed in the subsequent line scan. This
mode of scanning is favourable for high aspect ratio structures with vertical side-
walls and flat bottom. Pixel spacing can be defined as the distance between the
centres of two adjacent pixels. Milling by FIB will be uniform, if the spacing
between adjacent pixels and scan lines is proper and small enough (Tseng 2005).

2.3.7 Beam Overlap

The scanning in FIB process, as illustrated in the previous section, takes place along
a predefined path and ion beam is moved to subsequent pixel locations with a
distance equal to step size. Focused ion beam is blanked while moving from one
pixel to another. The ion beam diameter and step size, in addition to dwell time, are
two important parameters that determine the profile of depth being milled. Beam
overlap is defined with respect to step size (Yao 2007)

Beam Overlap ¼ Beam Diameter � Step Size
Beam Diameter

ð4Þ

The concept of beam overlap is represented schematically in Fig. 3. Beam
overlap is 50%, if the step size is half of the beam diameter. It is a critical FIB
parameter and must be optimized for different applications. Negative overlap for
deposition, zero overlap for etching and positive overlap are generally used for
milling applications.

Step Size Overlap Beam Diameter

Beam Scanning

Step Size Overlap Beam Diameter

Beam Scanning
(a) (b)

Fig. 2 Schematic illustration of FIB scanning: a raster scan and b serpentine scan
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2.4 Focused Ion Beam—Process Capabilities

2.4.1 Focused Ion Beam Imaging

In FIB imaging, similar to a scanning electron microscope, the beam is scanned
over the sample surface. The secondary ions and electrons are generated due to the
interaction between incident ions and surface atoms. These secondary ions or
electrons are collected for the purpose of imaging by means of biased detectors. The
detectors collect emitted ions or electrons based on the voltage applied to it. The
resolution of FIB imaging depends upon the ion beam spot size (Reyntjens and
Puers 2001).

Focused ion beam is proved to be a powerful tool for material analysis and
characterization. The channelling contrast produced by FIB is better than the
contrast provided by the electrons in an SEM. This capability is utilized for
observing grain boundary orientations and crystal defects such as dislocations.
However, due to ion–beam interactions with the sample surface, some damage also
occurs. It limits the use of FIB for imaging of soft materials. Some of the ions from
the beam penetrate into the sample and get implanted in the surface, resulting in
change of surface properties. The depth of implantation depends upon the beam
energy, and material damage up to an extent takes place based on the beam
parameters. These effects can be reduced by using a low energy and finely focused
beam of ions.

2.4.2 Focused Ion Beam Milling

Material from the sample surface can be removed precisely using a high energy and
finely focused beam of ions. If the high energy beam is scanned over the surface, it
results in sputtering of atoms from the sample surface. The milling process can be
observed in situ and sample surface can be analysed by FIB/SEM imaging. The
milling rate by FIB is generally small, as the material removal takes place atom by

-50% Overlap 0% Overlap 50% Overlap

Fig. 3 Concept of beam overlap in FIB and effect on fabrication profile: negative, zero and
positive overlap
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atom, and usually the sputtering is accompanied by redeposition of the sputtered
atoms from the surface. To enhance the milling rate, an etching gas can be used in
work chamber. This technique is called ‘gas-assisted etching (GAE)’ (Reyntjens
and Puers 2001). Gas-assisted FIB etching can be regarded as a local version of
plasma etching or reactive ion etching with much higher ion energy (Utke et al.
2008). Following steps are followed in gas-assisted FIB-induced etching (Yao
2007):

• A chemically neutral reactive gas through a nozzle is adsorbed on the sample
surface.

• The gas reacts with the sample either in the presence or absence of ion beam.
• Volatile products are formed (desorption), which are removed from vacuum.

Ion implantation, redeposition, etc. can be reduced using gas-assisted ion beam
etching. However, care must be taken to avoid any spontaneous reaction of the
etching gas with the target surface.

2.4.3 Focused Ion Beam Deposition

Focused ion beam can be used for deposition of metal and insulator materials
(Reyntjens and Puers 2001). The operating principle is analogous to chemical
vapour deposition (CVD). Generally, deposition of platinum and tungsten is done
on commercially available instruments. There are various phenomena that occur
when an ion beam is scanned over target surface, where precursor gas molecules are
previously desorbed:

• Desorption of the molecules,
• Dissociation of the molecules and
• Reaction of molecules with target material.

A deposition layer is sprayed over sample surface in the form of a gas. The ion
beam is subsequently scanned over the sample surface and the sprayed gas is
decomposed by the action of an ion beam. The desired reaction products remain on
the surface as a thin film, while the volatile products are removed with the help of
vacuum inside the chamber. The deposited material is not completely pure, as some
organic contaminants, as well as gallium ions, are also implanted in the deposits.
Tungsten, platinum, carbon, etc. are some of the common materials that can be
deposited by FIB.

There are many similarities between FIB-induced deposition and etching pro-
cess. Deposition and etching gases both can adsorb/desorb without reacting with the
sample surface. However, some etching gases (for example, chlorine on silicon) are
also able to react with the sample surface. For etching, sputtering due to FIB will
add to the material removal. While in case of deposition, sputtering will complete
the process. The basic requirements for precursor gas are same for both deposition
and etching. The gas should stick to the surface for activation/dissociation for
etching/deposition (Yao 2007).
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2.5 Focused Ion Beam Limitations

Main issues/limitations in FIB milling for 3D micro/nanofabrication are as follows
(Fu et al. 2000; Lehrer et al. 2001):

• Overlap effect—To fabricate a smooth surface, the spacing between the pixels
should be less than the beam size. However, this results in more milling than
intended and consequently depth milled is higher.

• Beam tail effect—This effect is due to the beam profile, which is generally
Gaussian distribution. The tail of the beam results in undesired milling, thus
making it difficult to control the depth and maintain the geometric accuracy.

• Sputter yield—In addition to other beam parameters, the sputter yield also
depends on the angle of incidence of the ion beam. As the machining pro-
gresses, the surface geometry is changed, which in turn changes the effective
angle at which the ion beam hitting the surface. Thus, the sputter yield changes
with time, leading to the non-uniform material removal at different regions of
the geometry.

• Redeposition effect—Based on the amount of materials removed and aspect ratio
of the target geometry, some of the sputtered atoms redeposit on the sample
surface itself, which results in fabrication inaccuracies.

In addition to the above-mentioned limitations, FIB also has scalability limita-
tions. This makes FIB milling restricted to a smaller volume for material
characterisation/removal applications; however, this issue is now being addressed
by employing Xe-based plasma FIB (Burnett et al. 2016).

3 The Optimization Model

Focused ion beam process planning is important for fabrication of desired structures
from accuracy point of view. Focused ion beam is a complex process and involves
material interaction of ion beam during the process. An optimization model from
the literature (Qin et al. 2013) is adapted here to optimize the dwell time for
maintaining accuracy and fabrication of desired profile using FIB milling.

3.1 Scanning for FIB Milling

A charged beam of ions is scanned over the target substrate for machining in FIB
milling. The substrate is divided into a grid of pixels for beam control and
machining accuracy. The machining depth depends upon the dwell time, i.e. the
time for which a particular pixel is scanned by FIB. However, when the beam is
scanned over a certain pixel (say (xj, yj)), it results in milling at nearby pixel (say
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(xi, yi)) due to the Gaussian distribution of beam. The effect of nearby pixels being
milled due to FIB scanning at certain pixels is shown in Fig. 4. It is also clear from
Fig. 4, if a particular pixel is scanned for a longer duration (more dwell time), it will
result in more depth being milled. Thus, fabrication profile can be varied by con-
trolling the dwell time. The standard Gaussian normal distribution is given by

GðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2
p e�

ðx�lÞ
2r2

h i
ð5Þ

where r is the standard deviation of the beam. The total depth being machined due
to FIB milling can be written as

zi ¼
XM
j¼1

Ystj e�
ðxi�xjÞ2 þðyi�yjÞ2½ �

2r2

� �
ð6Þ

where M is the number of pixels to be machined, zi is the machined depth at ith
pixel, Ys is the erosion rate and tj is the dwell time (which is decision variable) at jth
pixel. The above equation can be written as

zi ¼
XM
j¼1

aijtj ¼ Ait; for i ¼ 1; 2; . . .N ð7Þ

where N is the total number of pixels on substrate, aij is the milling coefficient and
A is an N � M matrix to measure the milling coefficients.

Fig. 4 Effect of beam shape and dwell time on fabrication depth at different pixels—colour
intensity represents the fabrication depth
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3.2 The Objective Function

The decision variable dwell time t should be optimized such that it results in
material removal At (i.e. fabricated profile) close to the desired geometry profile zo.
A quadratic optimization problem is set up to minimize the error between At and zo

in the following form:

minimize FðtÞ ¼ At� zok k22
subject to; t� 0

ð8Þ

The objective function in F(t) is rewritten in the following form to represent the
following standard quadratic programming problem:

minimize FðtÞ ¼ tTQtþ 2pT tþ r

subject to; t� 0
ð9Þ

where

Q ¼ ATA;

p ¼ �ATzo

r ¼ ðzoÞTzo
ð10Þ

3.3 Solution

A multiplicative updates algorithm from the literature (Yang and Laaksonen 2007)
is used for solution of the above non-negative quadratic programming problem. If t0

is an initial value of dwell time t, and tk (k > 0) is the value from the kth update,
algorithm can be written as

tkþ 1
j  max �pj; 0

� �
ðQtkÞj

tkj ð11Þ

4 Simulation Results

The optimization algorithm from the previous section is used to simulate a spherical
cavity using MATLAB. The beam current is taken as 20 pA, X = Y = 600 nm, and
the pixel size is 3 nm. Results are shown in Fig. 5 on a 200 � 200 grid (since pixel
size is 3 nm). The beam diameter at this current is 17 nm (Zeiss Auriga dual beam
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FIB-SEM system), and step size is taken as 3 nm. The plot in Fig. 5a is the desired
spherical shape with zo = 60 nm. Figure 5b shows the simulation results obtained
by FIB scanning. The difference between At (simulated geometry) and zo (desired
geometry), i.e. error is shown in Fig. 5c. It can be seen from the figure that the error
is significant only at the boundaries. This is because no actual machining takes
place at boundary pixels, and the depth obtained is only because of the milling at
nearby pixels. Thus, the optimization model is capable of producing accurate
results. Several other simulations have also been run using the optimization model
for different profiles, in order to check the validity of the optimization algorithm,
and no significant error was observed between desired and simulated profile.

Further, optimization of dwell time for desired and accurate 3D optical elements
by FIB can be obtained using the developed algorithm. Fabrication of 3D optical
elements such as lenses on optical fibre for waveguide coupling (Schiappelli et al.
2004; Melkonyan et al. 2017), Fresnel zone plates (FZPs) for X-rays focusing, etc.
forms an important field of study due to the unique capability of these elements.
Fresnel zone plates are very popular optical components for applications in X-ray
microscopy (Quiney et al. 2006) with the capability of focusing X-rays. X-rays can
have a high penetration depths and resolution, allowing the use of X-rays for

Fig. 5 Simulation results for a spherical profile obtained from optimization algorithm at a beam
current of 20 pA and pixel size of 3 nm: a desired spherical profile, b simulated spherical profile
and c error between the desired and simulated profile
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material characterization applications (Attwood 1999). As a result, FZPs become
important optical elements for applications in microscopic imaging and nanotech-
nology. Researchers all over the world have presented a variety of FIB fabrication
methods for FZPs (Keskinbora et al. 2013a, b; Vijayakumar et al. 2014;
Vijayakumar and Bhattacharya 2015; Sanli et al. 2015; Rodrigues Ribeiro et al.
2016). Experimental demonstrations of FZPs (Mote et al. 2010) as well as sub-
wavelength focusing technique using metallic coatings also exist (Mote et al. 2008).
However, there is still a need to explore this method for better control and
improvement of fabrication accuracy. Here, we design and optimize FZP fabrication
by FIB using the developed optimization algorithm as an example.

FZPs are diffractive optical elements and these are made of alternate opaque and
transparent zones. The FZPs are designed according to

rn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nkf þ n2k2=4

q
ð12Þ

where rn is the radius of nth zone, k is the wavelength and f is the focal distance
(Attwood 1999). The resolution of FZP depends on the outermost zone and is given by

DrRayleigh ¼ 1:22Dr ð13Þ

where DrRayleigh is the Rayleigh resolution limit and Dr is the width of outermost
FZP zone (Attwood 1999).

Figure 6 show the simulation results for FZP. The simulation results shown here
are for a binary FZP of diameter 100 µm, focal length of 150 µm and for a
wavelength of 660 nm. The beam current for the simulation is taken as 500 pA,
X = Y = 100 µm, and a large value of pixel size 200 nm is chosen. Results are
shown in Fig. 6 on a 500 � 500 grid (since pixel size is 200 nm). The beam
diameter at this current is 50 nm for Zeiss Auriga dual beam FIB-SEM system. The
reason for selecting large pixel size for FZP simulation is to reduce the simulation
time maintaining accuracy, as the size of FZP is large (100 µm). The results from
Fig. 6c indicate a very small value of error. It is due to the binary nature of
simulated FZP, as it did not involve any curved features. Next, an attempt is made
to validate the optimization results with experiments.

5 Results of Focused Ion Beam Fabrication

Experiments have been carried out on Zeiss Auriga dual beam FIB-SEM system
using Ga ion beam. This system allows smallest spot size of 8 nm at a beam current
of 1 pA. It allows milling, deposition and imaging using ion and electron beam.
Focused ion beam milling is a very powerful tool and it enables micro/
nano-fabrication with great accuracy. Simulation profile of FZP in the previous
section is fabricated using FIB milling for demonstration. The system allows
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feature-based milling, and bitmap images consisting of designed pattern can be
milled by choosing desired beam current, dwell time, acceleration voltage, etc.
A bitmap image consisting of ring patterns based on the FZP design is created using
MATLAB. Figure 7a shows the bitmap image used for a binary FZP of diameter
100 µm, focal length of 150 µm for a wavelength of 660 nm. This bitmap image
has been used on FIB-SEM system for fabrication on silicon. Focused ion beam is
scanned over the black areas in the bitmap image, and milling takes place at these
areas only. Scanning electron microscopic image of FZP fabricated on silicon using
FIB milling is shown in Fig. 7b. The fabrication has been done using Gallium ion
beam at a beam current of 500 pA and acceleration voltage of 30 kV. Next, atomic
force microscopic (AFM) characterization of fabricated FZP is done. Only a portion
of FZP is scanned due to the scanning limitations of AFM. Figure 8 shows the
AFM characterization results of fabricated FZP. 2D and 3D profiles of FIB fabri-
cated FZP in Fig. 8a, b, respectively, demonstrate the fine accuracy and capability
of the process. Figure 8c represents the surface profile of fabricated FZP.

Fig. 6 Simulation results for fabrication of Fresnel zone plate obtained from optimization
algorithm at a beam current of 500 pA and pixel size of 200 nm: a desired profile, b simulated
profile and c error between the desired and simulated profile
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Fig. 7 Binary Fresnel zone plate fabrication by focused ion beam milling: a bitmap image used in
the Zeiss Auriga dual beam FIB-SEM system, and b scanning electron microscopic image of
fabricated FZP

Fig. 8 Atomic forcemicroscopic (AFM) results of focused ion beammilled Fresnel zone plate: a 2D
AFM image, b 3D AFM image and c variation of surface profile along white line indicated in (a)

206 V. Garg et al.



6 Conclusions

This work presented focused ion beam milling process development and opti-
mization for fabrication of optical applications. An optimization model has been
developed and used to simulate the FIB milling process for fabrication of desired
profiles. Ion beam dwell time is an important parameter for the accurate fabrication.
Beam dwell time is optimized for the required accuracy and an example has been
presented for a spherical profile. Simulation results have been shown to predict the
fabrication geometry fairly well. The amount of error between the desired geometry
and the simulated geometry is quite low, indicating good results and validity of the
optimization algorithm. Further, simulation results for optimization of FZP fabri-
cation are presented, which have been able to predict the required fabrication
geometry well at the given beam parameters. The error between the desired
geometry and simulated FZP geometry is insignificant (<0.1%) due to its binary
nature. The FZP structure is fabricated using FIB process on silicon and charac-
terized using AFM. This approach can be further extended to fabrication of 3D
optical elements and complex micro/nano-structures by FIB milling. To summarize,

• A framework for optimal solution of FIB dwell time through an iterative
approach.

• Dwell time was optimized by formulation and solution of a quadratic pro-
gramming problem, minimizing the error between desired and simulated
geometry. Simulation examples were demonstrated for a spherical profile and
FZP. Experiments were carried out for fabrication of a binary FZP by FIB.

• The approach can be extended further for FIB fabrication of 3D nanostructures
and optical elements maintaining high accuracy.
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Machining Guidelines for Fabricating
Microgrooves of Varied Cross Sections
by Electrochemical Micromachining

V. Rathod, B. Doloi and B. Bhattacharyya

Abstract Increased surface area at the cross section of varied cross-sectional
microgroove improves the product performance; hence, complex microgrooves of
different cross sections are machined on various micro-products. Fabrication of
straight microgroove on metallic surfaces is simple, whereas machining of varied
cross-sectional microgroove on metallic surfaces becomes the challenging task
from the aspects like fabrication of complex shaped microtool and suitable
microgroove manufacturing process. Very few methods are capable to machine
such complex shaped microgrooves. This chapter explores the potential of
machining varied cross-sectional microgrooves on metallic surfaces by electro-
chemical micromachining. Important process parameters such as applied voltage,
duty ratio and machining time have been controlled along the depth while
machining the microgrooves. Influences of these parameters on width have been
investigated, and results have been applied to devise the machining guidelines to
fabricate varied cross-sectional microgrooves. The guidelines for machining
straight, reverse tapered, barrel-shaped, double stepped, spherical based and
microgroove with internal pocket have been developed. Finally, fabrications of
these microgrooves have been demonstrated successfully by following developed
guidelines. The developed guidelines can be applied for machining complex
microgrooves for micro-coolers, micro-reactors and micro-mixers that need definite
shape and size for their working.
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Nomenclatures

h Inter-electrode gap
qs Specific electrolyte resistivity
s Charging time constant
c Specific capacitance of double layer
Vm Volume of material removed
C Electrochemical constant of a material
E Applied voltage
A Active microelectrode surface area
t Machining time
ton Pulse on-time
T Total machining time
n Total number of scans
L Microgroove length
Vx Scanning speed
r Standard deviation

1 Introduction

Micro-devices such as micro-actuators, micro-pumps, micro-mixers and micro-dies
need microgrooves as one of the essential micro-features fabricated on it to fulfil
their functional requirement. Recently, the demand for microgrooves with internal
features has been increased, specifically in the applications of microthermal devices
such as micro-coolers, micro-heat exchangers and micro-reactors. Specific
cross-sectional shape, i.e. geometry of microgrooves, improves product function-
ality as well as product performance because of augmented inner surface area,
which improves heat transfer rate well as rate of chemical reaction. The
micro-products like microthermal devices and micro-reactors demand high
mechanical strength at elevated temperature and higher thermal conductivity for
effective heat transfer. Corrosion resistant is the main criterion in biomedical
applications. Hence, properties like wear resistance, corrosion resistance, thermal
conductivity and mechanical strength at elevated temperature are the important
aspects in material selection of the micro-products. Advance engineering metals
such as superalloys, titanium, nickel base alloys and stainless steel are most suitable
for fabrication of the micro-products to fulfil such requirements. Microgrooves of
various geometries are to be machined on various micro-products to fulfil their
functional requirements. Hence, precise manufacturing of microgrooves with
internal features forming different cross sections of the microgroove on metallic
surfaces has become research issue that requires additional developments.
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1.1 Literature Survey

Fabrication of plain microgrooves is comparatively easy and can be achieved by
various traditional as well as non-traditional micromachining methods. Whereas the
machining of varied cross-sectional microgroove becomes the challenging task
from the aspects like development of complex shaped microtool and suitable
microgroove manufacturing process. Chern et al. (2007) and Yan et al. (2009)
fabricated various microgrooves on metal surfaces by traditional machining
methods such as micro-end milling, shaping, fly cutting and diamond turning to
explore the burr formation mechanism during machining. Authors observed
microtool wear and burr formation as the significant issue in during machining of
microgrooves. Nageswara and Kunzru (2007) applied photolithography or wet
chemical etching for manufacturing of fine grooves on silicon. Authors find the
various issues in controlling the depth of microgroove of different shapes, as well as
the requirements of special equipment. Oh et al. (2006) applied laser beam
micromachining for machining of high aspect ratio microgrooves on metallic sur-
faces. During the investigation, authors reported an issue of unavoidable heat
affected zone and the challenges in regulating uniform cross section along the depth
of microgrooves. Presently, very few micromachining methods such as micro
electro-discharge machining (µ-EDM) are capable to machine microgrooves of
different cross sections on metallic surfaces. Yan et al. (2010) developed microtools
of different end shapes by wire-EDM and applied these microtools to fabricate the
varied cross-sectional microgrooves on metallic surfaces by µ-EDM. Authors
focused the requirement of individual end shaped microtools for each
cross-sectional shape of the microgroove and microtool wear as the significant
problem in this process, which restricts the use of developed microtool for
machining of multiple micro-features.

Therefore, the potential of fabricating varied cross-sectional microgrooves by
electrochemical micromachining (EMM) has been explored in this chapter.
Important process parameters such as applied voltage, duty ratio and machining
time are regulated while fabricating microgrooves using enveloped EMM
setup. Influences of these parameters on width overcut have been investigated, and
investigational results have been applied to devise the machining guidelines to
fabricate varied cross-sectional microgrooves. The guidelines for machining
straight, reverse tapered, barrel-shaped, double stepped, spherical based and
microgroove with internal pocket have been developed. Finally, fabrications of
these microgrooves have been demonstrated successfully by following developed
guidelines. The developed guidelines can be applied for fabricating complex
microgrooves suitable for micro-coolers, micro-reactors and micro-mixers that
require specific geometry for product working.
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2 Mathematical Analysis for Generation of Different
Internal Features by Electrochemical Micromachining
(EMM)

To machine the microgrooves of various cross-sectional shapes on metallic sur-
faces, principle of EMM has been studied. Material removal mechanism of the
process has been analysed, so that material removal can be controlled during
machining of microgroove.

2.1 EMM Principle

EMM works on the principle of anodic material dissolution, in which microtool and
workpiece are immersed in an electrolyte with very small inter-electrode gap as
cathode and anode, respectively. To improve the machining accuracy, ultrashort
pulse power supply with minimum IEG is preferred. Stagnant electrolytes are used
during machining because of micron-sized tools. During machining of micro-
features, microtool moves with constant tool feed rate towards the workpiece,
following the predetermined path (Kirchner et al. 2001).

In EMM, as the potential is applied between the microtool electrode and
workpiece immersed in an electrolyte with small IEG. At the interface between
electrode and electrolyte, a very thin layer exists called as double layer. The
potential profile in the double layer becomes similar to that of an equivalent circuit
which consists of capacitors and resistors. Electrolyte resistance is the product of
the inter-electrode gap (h) and the specific electrolyte resistivity (qs). Therefore,
charging time constant (s) of the double layer having specific capacitance (c) is

s ¼ qsch ð1Þ

When IEG is small, the time constant for double layer charging is small. When
applied pulse duration is longer than the charging time constant, the double layer
becomes charged high enough for dissolution. However, at other places where the
charging time constant is larger than the pulse duration, the double layer is not
charged sufficiently for material dissolution. Hence, material dissolution occurs in
areas where electrolyte resistance is lower during each pulse.

The volume of material dissolved in EMM can be determined by combining
Faraday’s first law and Ohm’s law as (McGeough 1974)

Vm ¼ CEA
qsh

t ð2Þ

where Vm is the volume of material dissolved, C is the electrochemical constant of a
material, E is applied voltage, A is active microelectrode surface area which takes
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part in machining, t is the machining time, qs is specific electrolyte resistivity and
h is inter-electrode gap. From above equation, it can be said that volume of material
removed by EMM depends upon applied voltage, electrode size, type of electrolyte
and its concentration, inter-electrode gap and machining time.

In EMM, double layer is charged and discharged frequently during every pulse
at both the electrodes. Considering that, material dissolution takes place during
pulse on-time only, and pulse off-time is kept long enough for heat dissipation and
to flush away the dissolved materials from the machining zone. Therefore, Eq. (2)
can be modified as

Vm ¼
Zton

0

CEA
qsh

dt ð3Þ

In fabrication of micro-features using sidewall insulated microtool of suitable
size with specific parameter settings, the values of electrochemical constant, active
electrode surface area, specific electrolyte resistivity and inter-electrode gap can be
assumed as constants, and then, Eq. (3) can be further modified as

Vm ¼ CA
qsh

Zton

0

Edt ð4Þ

From Eq. (4), it can be concluded that during electrochemical micromachining
of micro-features, volume of material removed, i.e. machining gap across front and
side of the microtool, can be regulated by applied voltage, pulse on-time and
machining time, which can be used in machining of complex micro-features.

For machining microgroove of desired depth microtool has to scan number of
times for complete scan length, followed by down feed at the end of each scan
which takes total machining time T, which can be given as

T ¼ nL
Vx

ð5Þ

where n is the total number of scans, L is the microgroove length and Vx is scanning
speed. Hence, volume of material removed in total machining time T can be given
as

Vm ¼ CA
qsh

Zton

0

Edt

2
4

3
5 nL
Vx

ð6Þ

From Eq. (6), it can also be concluded that scanning speed of the microtool also
has a significant role in regulating volume of material removed and, in turn, reg-
ulates the front and side machining gap in layer-by-layer machining of
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microgrooves. Increased scanning speed reduces the total machining time,
decreasing the total volume of material removed, that results in reduced machining
gap at front and side, even though numbers of scans are same. Similarly, the
reduced scanning speed requires longer machining time, increasing total volume of
material removed and generating higher machining gap at front and side.

3 Experimental Details

Experiments have been performed utilizing in-house developed EMM setup which
consisted of various subsystems. The same setup has been utilized for the devel-
opment of disc microtool, required for the further machining of complex
microgrooves.

3.1 Experimental Setup

Figure 1 depicts the photographic view of the EMM setup that has been utilized for
the development of disc shape microtool, as well as in machining microgrooves of
varying cross sections. Developed EMM setup consists of various subsystems
integrated together such as mechanical machining unit, controller unit, desktop
computer, piezoelectric transducer (PZT), pulse power supply, digital storage
oscilloscope and machining chamber with work holding arrangement. The basic
function of the mechanical machining unit is to provide the movements to microtool
in X, Y and Z directions by combining three separate units of long travel linear
stages arranged in gantry type structure, and also to hold microtool and workpiece.
Each of the linear stage has a stepper motor of 0.3125 lm resolution and is con-
trolled through machine controller unit through a desktop computer. PZT has been
mounted on vertical stage, and microtool tool holder has been mounted on PZT, so
that longitudinal vibrations can be transferred to the microtool. Amplitude of
vibration and vibrational frequency of PZT has been regulated through power
supply of PZT. Pulse generator provides the pulsed power supply with different
parameters such as voltage amplitude, pulse frequency and duty ratio to the
microtool and workpiece. Digital storage oscilloscope has been utilized for
observing the nature of pulse being supplied, for online monitoring and during IEG
setting. Microgrooves have been machined on stainless steel, measured and anal-
ysed utilizing measuring microscope and SEM micrographs, respectively.
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3.2 Planning of Experiments

In-house developed sidewall insulated disc microtool has been utilized for
machining of complex microgrooves by EMM. EMM characteristics such as side
machining gap and linearity of microgroove have been studied to develop the
strategy for machining the various cross-sectional shapes of the microgrooves.
Varied cross-sectional microgrooves have been machined by layer-by-layer
machining by scheming the important process parameters while machining the
microgroove. Microtool vibration system has also been utilized during machining to
ensure the supply of fresh electrolyte at IEG.

To study the influence of process parameters such as applied voltage, duty ratio
and machining time over side machining gap and linearity, microgrooves have been
machined on stainless steel using sidewall insulated disc microtool by
layer-by-layer machining. Scanning type machining also takes care of supply of
fresh electrolyte at narrow IEG during each scan. Therefore, layered machining
strategy for microtool movement has been followed, in which microtool moves
with horizontal tool feed of 109 lm/s for complete scan length and down feed of
0.625 lm at the end of each scan. Fabricated microgrooves have been analysed for
the measurements and shape accuracy. Widths of the microgroove have been

Fig. 1 Photographic view of developed EMM setup. 1 Long travel linear stage, 2 gantry bridge, 3
microtool holder, 4 machining chamber, 5 mechanical machine unit, 6 digital storage oscilloscope,
7 pulse generator, 8 steoreozoom microscope, 9 PZT, 10 PZT power supply, 11 amplifier, 12
digital multimeter, 13 desktop computer and 14 machine controller unit
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measured at different locations along its length, and side machining gap has been
determined. Standard deviation (r) for width of microgroove has been analysed to
appraise the uniformity of microgroove along its length. Side machining gap
characteristics have been analysed and applied for machining of different
micro-features inside the microgrooves by controlling the process parameters
during machining of microgrooves.

While machining deep microgrooves by EMM, continuous supply of fresh
electrolyte at machining zone and taking away the process by-products from narrow
IEG are the main challenges. Longitudinal vibrations of the microtool with few
microns of amplitude of vibration help to improve the supply of fresh electrolyte by
removing sludges from machining region. Vibration frequency of 88 Hz and
4–5 lm amplitude of vibration result in best machining performance, which has
been decided through trial experiments (Bhattacharyya et al. 2007). Finally, SEM
micrographs of the machined microgrooves with different internal micro-features
have been analysed for measurements and for further analysis.

3.3 Layer-by-Layer Machining Strategy

In layer-by-layer machining, microtool moves for complete machining length with
full scanning speed and feeds vertically downward by short distance at the end.
Hence, for fabricating the microgrooves of desired length and depth, microtool has
to scan to and fro along the full length of microgroove for ‘n’ number of times to
complete total depth, with vertical down feed by small distance, i.e. scan depth,
each time.

3.4 Disc Shape Microtool and Its Sidewall Insulation

Microtool is the vital element in EMM. In EMM, microtools with finished surface
quality are preferred because the characteristics of microtool such as shape, size and
surface finish are conveyed to the workpiece. For microtool fabrication, tungsten is
one of the best suitable materials, because of its various important properties like
hardness and corrosion resistance. Figure 2 shows the microscopic image of fab-
ricated disc shape microtool of diameter 200 lm and height 70 lm, developed from
tungsten micro-rod specimen of diameter 200 lm by reverse EMM (Rathod et al.
2013). Machining conditions during fabrication of disc shape microtool are given in
Table 1.

In EMM, use of disc microtool confines the dissolution of workpiece to disc
region and reduces the taper formation at the sidewalls of micro-features as shown
in Fig. 3 (Rathod et al. 2014). To confine the dissolution of workpiece material
along the disc region, the radial difference between the disc radius and shank radius
of the microtool electrode (d) must be greater than the difference between the
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machining gap, i.e. d > Gb (Kim et al. 2005). Machining gap depends upon
machining parameters; ultimately, the desired radial difference between the disc and
shank of the electrode also depends on the machining parameters. Fabrication of

Fig. 2 Disc shape microtool fabricated by EMM

Table 1 Machining
parameters in fabrication of
disc microtool

Parameters Details

Microtool (anode) Tungsten specimen Ø200 lm

Workpiece
(cathode)

SS sheet with central hole of
Ø2.5 mm

Electrolyte 1 M NaOH

Applied voltage 1 V

Pulse frequency 1 MHz

Duty ratio 80%

Machining time 15 min

Fig. 3 Influence of disc
shape on sidewall profile of
micro-feature (Rathod et al.
2017)
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complex microgrooves of varied side machining gaps along its depth needs various
disc microtools with various combinations of disc and shank diameters that is
practically impossible, or utilizing the same disc microtool with sidewall insulation
by varying machining conditions. Therefore, to avoid the over dissolution, to
reduce the stray current effects and to minimize the taper formation along the
sidewalls of microgroove while machining complex micro-features with varied side
machining gaps, disc microtool sidewalls are insulated. Sidewall insulation of disc
microtool makes the EMM non-sensitive to the microtool length during machining
micro-features of higher depth; hence, uniform side machining gap can be obtained
irrespective of depth of micro-features. Use of disc microtool assures the presence
of fresh electrolyte at machining zone along with easy removal of EMM
by-products from very small machining zone as compared with straight cylindrical
microtool due to smaller shank diameter and smaller disc height that enhances the
overall machining performance.

4 Results and Discussions

Machining of perfect micro-features of required dimension by EMM desires to
know the accurate amount of side machining gaps, which may generate during
machining. Therefore, to investigate the side machining gap characteristics,
microgrooves have been machined utilizing developed EMM system setup, and
influence of the major process parameters such as applied voltage, duty ratio and
machining time on side machining gap and uniformity of microgrooves has been
analysed. Experimental outcomes have been graphed to reveal the effect of various
factors on side machining gap.

4.1 Influence of Applied Voltage on Side Machining Gap
and Linearity

To study the effect of applied voltage on side machining gap and uniformity of the
microgroove along its length, microgrooves have been fabricated with applied
voltage 2.8–4.0 V, pulse frequency 5 MHz, 30% duty ratio and 0.15 M H2SO4 as
an electrolyte. Figure 4 depicts the microscopic images of microgrooves machined
at different applied voltages. Widths of the machined microgroove have been
measured at various points of the microgroove as shown in the figure. Microgroove
widths obtained at various voltages of 2.8, 3.2, 3.6 and 4.0 V are 305, 344, 356 and
425 µm, respectively. The increase in length of the machined microgrooves can
also be seen as 2269, 2281, 2356 and 2332 µm, at various applied voltages.

Figure 5 plots the influence of applied voltage on side machining gap and
standard deviation of machined microgrooves. From the figure, it can be observed
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Fig. 4 Microgrooves machined at various applied voltages (Rathod et al. 2017)

Fig. 5 Variation in machining gap and standard deviation with applied voltage (Rathod et al.
2017)

Machining Guidelines for Fabricating Microgrooves of Varied … 221



that with increase in applied voltage, side machining gap increases and linearity of
microgroove decreases. The reason behind this is increased machining current at
higher applied voltage that increases the current density and in turn reduces the
machining localization. Finally, side machining gap increases with increase in
applied voltage due to increased material dissolution as per Eq. (6). From above
experiments, it can be said that applied voltage has a key role in regulating the side
machining gap in EMM, and this factor can be utilized for fabricating microgrooves
of varied side machining gaps.

4.2 Influence of Duty Ratio on Side Machining Gap
and Linearity

The ratio of pulse ‘on’ time to the total pulse period is the duty ratio, and it implies
the percentage of time for which pulse remains ‘on’. Material dissolution occurs
during the pulse ‘on’ time only; hence, pulse ‘on’ time is very important parameter
in EMM. To examine the influence of pulse ‘on-time’ over side machining gap and
uniformity of machined microgrooves, duty ratio has been varied from 30 to 60%,
i.e. pulse ‘on’ time from 60 to 120 ns, with pulse frequency 5 MHz, applied voltage
2.8 V and 0.15 M H2SO4 as an electrolyte. Figure 6 shows the microscopic images
of machined microgrooves at different duty ratios. Microgroove widths obtained at
different duty ratios of 30, 40, 50 and 60% are 297, 367, 418 and 583 µm,
respectively. The length of machined microgroove can also be observed as 2230,
2277, 2332 and 2371 µm, at different applied voltages. Figure 7 demonstrates the
change in side machining gap and standard deviation of microgrooves machined at
different duty ratios. Increase in side machining gap and reduction in linearity of
microgroove with increase in duty ratio can be seen from Figs. 6 and 7. This can be
explained with the help of nature of pulse waveforms observed during machining.

Figure 8 shows the digital images of pulse waveforms obtained by digital
storage oscilloscope. Pulse parameters as can be seen from Fig. 8a are applied
voltage 5 V, pulse frequency 5 MHz, pulse period 200 ns, duty ratio 30% and pulse
width, i.e. pulse on-time 60 ns. Single pulse consists of pulse on-time and pulse
off-time, and pulse on-time increases with increase in duty ratio. Dissolution of
workpiece occurs during pulse ‘on’ time, and process by-products like sludge and
heat are taken out from machining region during pulse ‘off’ time mainly. Increased
pulse on-time with increases in duty ratio increases the volume of material removed
as per Eq. (6). Increased machining current at higher duty ratio reduces machining
localization, which increases material dissolution that increases machining gap
finally. From these experiments, it is observed that duty ratio also has an important
role in regulating side machining gap in EMM and can be used for machining of
micro-features having different machining gaps.
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Fig. 6 Machined microgrooves at different duty ratios (Rathod et al. 2017)

Fig. 7 Variation in machining gap and standard deviation with duty ratio (Rathod et al. 2017)
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4.3 Influence of Machining Time on Side Machining Gap
and Linearity

To study the effect of total machining time over side machining gap and linearity,
microgrooves have been machined to various machining times from 3 to 12 min,
with applied voltage 2.8 V, pulse frequency 5 MHz, duty ratio 30% and 0.15 M
H2SO4 as an electrolyte with inter-electrode gap of 10 µm with no vertical
microtool feed. Figure 9 depicts the microscopic images of the machined micro-
grooves at various machining times. Microgroove widths obtained at different
machining time of 3, 6, 12 and 15 min are 260, 272, 292 and 313 µm, respectively.
Similarly, the lengths of machined microgroove obtained are 2054, 2114, 2198 and
2223 µm, respectively. Figure 10 shows the variation in side machining gap and
linearity of the microgroove machined at various machining times. From the figure,
it can be observed that side machining gap rises with machining time, and linearity
of microgroove enhances initially with increase in machining time, and afterwards,
it diminishes. This is due to the continuous dissolution of workpiece with increased
machining time, which ultimately increases the side machining gap. Inter-electrode
gap increases with progress of time that diminishes the machining localization, and
finally reduces the linearity and increases the side machining gap of the

Fig. 8 Pulse waveforms at: a 30%, b 40%, c 50% and d 60% duty ratio (Rathod et al. 2017)
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microgroove. From these experiments, it can be said that machining gap varies also
with machining time and can be used for machining of micro-features with different
side machining gaps.

5 Machining of Varied Cross-Sectional Microgrooves

Influence of various process parameters on side machining gap has been analysed
through the experiments. Variation in machining gap with process parameters offers
the possibility of machining different micro-features inside the microgrooves to
generate various cross-sectional microgrooves. Utilizing sidewall insulated disc
microtool with longitudinal vibrations, adopting layer-by-layer machining strategy
and by varying the process parameters during machining of microgroove, fabri-
cation of various cross-sectional microgrooves has been demonstrated (Rathod et al.
2017).

5.1 Machining of Reverse Tapered Microgroove

Microgrooves with reverse taper are very much difficult to be machined by various
present micromachining techniques, whereas such microgrooves can be machined
without any difficulty by increasing duty ratio gradually along the depth of
microgroove during machining. Figure 11 illustrates the planned profile of reverse

Fig. 9 Machined microgrooves at various machining times (Rathod et al. 2017)
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Fig. 10 Deviation in machining gap and standard deviation with machining time (Rathod et al.
2017)

Fig. 11 Planned profile for reverse tapered microgroove (Rathod et al. 2017)
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tapered microgroove as per the experimental findings, with machining parameters
as applied voltage 3.2 V, pulse frequency 5 MHz, 0.15 M H2SO4 as an electrolyte
and scanning speed of 109 lm/s with tool feed of 0.625 lm at the end of each scan
by varying duty ratio gradually from 30 to 60% along the depth during machining.

Increase in duty ratio during machining of the microgroove leads to the more
material dissolution, i.e. higher width of microgroove that gives the reverse tapered
microgroove. Application of insulated disc-shaped microtool controls over disso-
lution of workpiece material along sidewalls of the microgroove, as well as stray
current effects even at higher duty ratio. Thus, when duty ratio increases with
respect to the depth during machining of microgroove, the width increases only at
front end of the microtool and top face width, i.e. entry width of microgroove
remains unchanged. Hence, microgroove having gradual increase in width towards
the bottom can be fabricated by this method. It is also possible to fabricate the
microgrooves of various reverse taper angles by controlling the duty ratio during
machining of microgroove. Figure 12 depicts the SEM images of machined reverse
tapered microgroove. From the figure, entry width 354.14 µm and bottom width
553.20 µm with reverse taper angle of 55° for total depth of 534.94 µm can be seen
clearly. Curved surface is generated at the bottom of the microgroove, due to the
nature of the current distribution. In disc shape microtool, more current flows
through the core of the disc, in comparison with the periphery because of shorter
path of current flow at core. Higher current at core dissolves more material in
central portion, i.e. bottom of the microgroove as compared to periphery, leading
the curved surface at the bottom of the microgroove.

5.2 Machining of Barrel-Shaped Microgroove

Applied voltage directly influences the material removal in EMM. Hence, varying
cross-sectional microgrooves can also be obtained by regulating the applied voltage
during microgroove machining. Barrel-shaped microgroove that has increased

Fig. 12 SEM micrograph of machined microgroove (Rathod et al. 2017)
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width up to mid and reduced width for remaining depth can be machined by
varying applied voltage from 3.2 to 3.8 V up to midsection of microgroove and
again decreased from 3.8 to 3.2 V for remaining depth with pulse frequency
5 MHz, duty ratio 30% and 0.15 M H2SO4. Figure 13 shows the SEM micrographs
of machined microgroove with entry width 400 µm with increasing width. It can
also be seen that maximum diameter of 701 µm at the mid of microgroove, with
total depth of 650.74 µm.

Increase in applied voltage enlarges side machining gap at front face of the
microtool resulting in increased width of microgroove; further continuation of
machining with reduced applied voltage leads to the reduced machining
gap. Therefore, a microgroove of increasing width up to desired depth and reducing
width for remaining depth can be machined. Microgrooves of different opening
widths as well as different internal widths can be fabricated by combination of
applied voltage and other parameters during machining of microgroove. Reduced
scanning speed enlarges the opening width that also supports the fabrication of
microgrooves of required dimension.

5.3 Machining of Spherical-Based Microgroove

In EMM, machining gap can be regulated not only by changing the pulse param-
eters but also by changing the machining time. Microgrooves with uniform width
up to required depth having spherical base are challenging to machine by the
present techniques. Such microgrooves can be fabricated easily by machining
microgrooves up to desired depth with constant parameters and further prolongation
of machining at higher duty ratio, with no microtool down feed for generation of
spherical base. Figure 14 shows the SEM micrograph of microgroove machined
with applied voltage 3.2 V, pulse frequency 5 MHz, duty ratio 30%, 0.15 M
H2SO4 as an electrolyte and scanning speed of 109 µm/s with 0.625 lm vertical
feed at the end of scan up to 250 lm depth. After that, microgroove has been
machined with increased duty ratio of 50% for 10 min with no vertical down feed.

Fig. 13 SEM micrograph of barrel shape microgroove (Rathod et al. 2017)
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The figure shows the entry width of 343 lm up to 149 lm depth with having
spherical base of 506 lm diameter, machined for the total depth of 630.74 lm.

Sidewall insulated disc microtool limits over dissolution of material even at
higher machining time and higher duty ratio. Therefore, at increased machining
time and duty ratio, width of microgroove, i.e. machining gap, increases at front end
of microtool only, and width at an entrance of microgroove remains unchanged.
Hence, a microgroove with constant width up to required depth with spherical base
of higher diameter can be machined. Because of the nature of current distribution at
the front end of the disc shape microtool, spherical base is generated at base of
straight microgroove. Increased duty ratio reduces machining localization, which
results in material dissolution from wider area and generates sphere of higher
diameter at bottom of machined microgroove, since there is no vertical tool feed.
Microgrooves of different widths with spherical base of various diameters can be
generated on metallic surfaces by regulating different process parameters during
machining.

5.4 Machining of Stepped Microgroove

Microgrooves of very complex profiles can be machined by devising process
parameter along the depth during machining of microgrooves. Schematics of the
profile planned for stepped microgroove are as shown in Fig. 15. Machining of
stepped microgroove has been planned into two steps. Microgroove of desired
depth ‘Z1’ has been planned with higher duty ratio of 60% for depth of 300 lm, and
microtool travels for distance ‘Z2’, i.e. 100 lm without machining to overcome the
depth overcut generated at higher duty ratio. Afterwards, microgroove at the base
has been planned with lower duty ratio of 30% for required depth of ‘Z3’, i.e.
200 lm. Other process parameters have been kept identical during machining for
both steps of the microgrooves as applied voltage 3.2 V, pulse frequency 5 MHz,
0.15 M H2SO4 as an electrolyte and scanning speed of 109.375 µm/s.

Fig. 14 SEM micrograph of microgroove with spherical base (Rathod et al. 2017)
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Figure 16 depicts the SEM image of double stepped microgroove fabricated by
EMM using disc microtool. The figure shows the average microgroove width of
561 lm at the top face and inner microgroove of 323 lm width. Total depth of the
microgroove is 602 µm, with inner groove depth of 241 µm. Machining with
increased duty ratio results in higher machining gap due to increased pulse ‘on’
time, in first step. Afterwards, material dissolution with reduced duty ratio results in
smaller side machining gap. From Figs. 15 and 16, it can be seen that, by adopting
scanning type strategy of microtool movement during machining, microgrooves
with multiple steps of desired shape and size can be fabricated by EMM utilizing
the same disc shape microtool by controlling the EMM parameters. Rounded
surface is formed at the base of fabricated microgroove in comparison with the
planned flat base of the microgroove. This is due to the nature of the current
distribution through the microtool and poor machining localization at the front face
of the microtool. However, flat surfaces can also be obtained by improving the
process parameters, i.e. with lower applied voltage, and ultrashort pulses.

Fig. 15 Profile planned for stepped microgroove
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5.5 Machining of Microgroove with Internal Pocket

Figure 17 shows the planned profile for machining the microgroove having internal
pocket. Microgroove with narrow opening is intended to be fabricated with smaller
duty ratio for desired depth as indicated by ‘Z1’, followed by the fabrication with
increased duty ratio for internal pocket of desired dimension as shown by ‘Z2’ with
other identical parameters.

Figure 18 depicts the SEM images of fabricated microgroove with internal
pocket using disc microtool with applied voltage 3.2 V, pulse frequency 5 MHz,
30% duty ratio for 200 lm depth and 60% duty ratio for 400 lm depth, 0.15 M
H2SO4 as an electrolyte and scanning speed of 109.375 µm/s with 0.625 lm ver-
tical feed to the microtool at the end of each scan. Average opening width of
325 lm with the depth 121 lm. The internal pocket of 527 lm � 671 lm can be
seen for the total depth of 794 lm. From the figures, it can be seen that by fol-
lowing this scheme of machining, microgrooves with varied opening width and
internal pocket of desired dimensions, i.e. width and depth, can be fabricated uti-
lizing the same disc shape microtool.

Fig. 16 SEM micrograph of stepped microgroove (Rathod et al. 2017)
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Fig. 17 Planned profile of microgroove with internal pocket

Fig. 18 SEM micrograph of stepped microgroove
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6 Guidelines for Machining Varied Cross-Sectional
Microgrooves

Investigational outcomes have been used for planning the desired cross section of
the microgroove. Tables 2, 3, 4, 5, 6 and 7 provide the guidelines for machining
microgrooves with different internal features forming different cross-sectional
microgrooves, machined at applied voltage 3.2 V, pulse frequency 5 MHz, 0.15 M
H2SO4 as an electrolyte and scanning speed of 109 lm/s with tool feed of
0.625 lm at every scan by varying duty ratio gradually from 30 to 60% during
machining of microgroove. Use of sidewall insulated disc microtool with microtool
vibrations has been considered in process. Tabulated data will be helpful to plan
and machine different features inside the microgroove.

Table 2 provides the guidelines for controlling the duty ratio during fabrication
of straight microgrooves of required depth. The total depth of microgroove con-
sidered is 700 µm. For machining straight microgroove of required depth, duty
ratio is maintained constant throughout the machining depth. When the duty ratio is
kept 30%, i.e. DR1, with other constant parameters as mentioned above, the width
of microgroove predicted from the experimental results is W1, i.e. 296 µm.
Similarly, by varying duty ratio to different values ranging from 40, 50 and 60%,
i.e. DR2, DR3 and DR4, microgrooves of different widths 368, 418 and 582 µm can
be machined for required depth.

Table 3 presents the guidelines of varying the duty ratio in fabrication of reverse
tapered microgrooves of required taper angle and depth. Total depth of the
microgroove considered is 700 µm. Machining is started with 30% duty ratio, and it
is increased gradually by 1° for every 20 µm depth, i.e. with vertical tool feed, to
get the reverse tapered microgroove. In this way, microgrooves with different
reverse taper angles can also be machined by changing the duty ratio at the start of
machining of microgroove, as well as by varying the rate of change of duty ratio
along the depth.

Table 4 gives the guidelines of varying the duty ratio along the depth of
microgroove to machine barrel shape microgrooves of required dimensions. Total
depth of the microgroove considered is 700 µm. Duty ratio is increased up to the
mid-depth of microgroove and is reduced gradually after the mid-depth, to get the
barrel shape of microgroove. Machining is started with 30% duty ratio and
increased gradually by 1° for every 10 µm of vertical tool feed up to 400 µm, and
duty ratio is gradually reduced with the same rate for remaining depth. Likewise,
microgrooves of various barrel dimensions can also be fabricated by changing the
duty ratio at the start of microgroove machining, as well as by varying the rate of
change of duty ratio along the depth.

Table 5 illustrates the guidelines of varying the duty ratio during fabrication of
V-shaped microgrooves. Total depth of the microgroove considered is 700 µm.
Duty ratio is reduced gradually up to the required depth to achieve the V shape of
microgroove. Machining is started with 60% duty ratio and is gradually reduced by
1° for every 20 µm of vertical tool feed required depth. Likewise, microgrooves of
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various V angles can also be fabricated by changing the duty ratio at the start of
microgroove machining, as well as by varying the rate of change of duty ratio along
the depth.

Table 6 offers the guidelines of varying the duty ratio during fabrication of
straight microgrooves with spherical base. Microgroove is machined with fixed
duty ratio up to certain depth to generate straight microgroove, and afterwards, duty
ratio is increased to higher value and machined for predetermined time without

Table 3 Guidelines for machining reverse taper microgroove

Pt. Microgroove depth Duty ratio Microgroove width Microgroove shape

a 00 30 296

b 100 35 332

c 200 40 368

d 300 45 393

e 400 50 418

f 500 55 500

g 600 60 582

Table 4 Guidelines for machining barrel shape microgroove

Pt. Microgroove depth Duty ratio Microgroove width Microgroove shape

a 00 30 296

b 100 40 368

c 200 50 418

d 300 60 582

e 400 50 418

f 500 40 368

g 600 30 296

Table 5 Guidelines for machining V shape microgroove

Pt. Microgroove depth Duty ratio Microgroove width Microgroove shape

a 00 60 582

b 100 55 500

c 200 50 418

d 300 45 393

e 400 40 368

f 500 35 332

g 600 30 296
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vertical tool feed, to achieve the spherical base. Microgroove is machined with 30%
duty ratio up to 400 µm depth, and at the end, duty ratio is increased to 50% and
machined for 10 min with no vertical tool feed to generate the spherical base.
Likewise, microgrooves of various base diameters can also be fabricated by reg-
ulating the duty ratio at the start of microgroove machining, as well as by changing
the duty ratio and machining time at the end.

Table 7 presents the guidelines of varying the duty ratio during fabrication of
double stepped microgrooves. Outer microgroove has been fabricated with higher
duty ratio up to desired depth, microtool is fed down for short distance without
machining to clear depth overcut and inner microgroove is machined with reduced
duty ratio for the remaining depth to achieve double stepped microgroove. Outer
microgroove is machined with 60% duty ratio up to 300 µm depth, and then,
microtool is fed down for 100 µm without any material dissolution to clear depth
overcut, and finally, inner microgroove is machined with 30% duty ratio for the
remaining depth to generate double stepped microgroove. Similarly, microgrooves

Table 6 Guidelines for machining spherical base microgroove

Pt. Microgroove
depth

Duty
ratio

Microgroove
width

Microgroove shape

a 00 30 296

b 100 30 296

c 200 30 296

d 300 30 296

e 400 30 368

f 500 50a 520

aMachining for 10 min without any vertical feed

Table 7 Guidelines for machining double microgroove

Pt. Microgroove
depth

Duty
ratio

Microgroove
width

Microgroove shape

a 00 60 582

b 100 60 582

c 200 60 582

d 300 60 582

e 400 00 430

f 500 30 296

g 600 30 296

h 700 30 296
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having number of steps with different dimensions of outer and inner microgrooves
can be machined by changing the duty ratio at appropriate depth, during machining.

7 Conclusions

An application of sidewall insulated disc microtool with longitudinal vibration has
been proposed in fabrication of various cross-sectional microgrooves by EMM.
Machining characteristics, viz. side machining gap and linearity of microgroove,
have been analysed through experiments. From experimental results, it has been
concluded that

(i) Side machining gap, i.e. width of microgroove, varies with process param-
eters such as applied voltage, duty ratio and machining time. By regulating
these process parameters along the depth of microgroove, it is possible to
plan and fabricate different internal micro-features inside the microgrooves.

(ii) To develop the machining guidelines for various cross sections of the
microgrooves, duty ratio has been regulated from 30 to 60%, with other
process parameters as applied voltage 3.2 V, pulse frequency 5 MHz,
0.15 M H2SO4 as an electrolyte and scanning speed 109 lm/s, with tool feed
of 0.625 lm at every scan. Guidelines have been developed for straight,
reverse tapered, barrel shape, V shape, spherical base and double stepped
microgrooves.

(iii) Insulation of lateral surface of disc microtool prevents the over dissolution of
workpiece during fabrication of complex microgrooves, minimizes the stray
current effect and also makes EMM process non-sensitive to the microtool
depth.

(iv) Layer-by-layer machining in addition to the microtool vibration assists in
removing slush and process by-products from IEG ensuring the presence of
fresh electrolyte at machining zone and enhances the machining performance
while machining complex microgrooves.

(v) Finally, fabrication of reverse tapered microgroove having reverse taper
angle 55° for total depth of 534.94 µm, barrel shape microgroove of 400 µm
entry width, 701 µm wide at mid, for total depth 650.74 µm, spherical base
microgroove having width 343 lm for 149 lm depth, and spherical base of
506 lm dia. for total depth 630.74 lm, stepped microgroove with double
steps having 561 lm width at top for 361 lm depth and inner groove
323 lm wide for 241 lm depth, microgroove with internal pocket with
straight opening of 325 lm for 121 lm depth and internal pocket of
527 lm � 671 lm for the total depth of 794 lm has been demonstrated
successfully.

Designed guidelines can be used for practicing engineers and researchers in this
field for planning and machining varied cross-sectional microgrooves as per the
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requirement. Machining guidelines have been designed considering variation of
duty ratio along the depth to obtain required cross-sectional shaped microgroove.
However, other parameters such as applied voltage and machining time can also be
considered for designing machining guidelines, which may help to combine the
effect of variation of more than one parameter to minimize the total machining time.
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Optimization of Process Parameters
in Powder-Mixed EDM

S. Tripathy and D. K. Tripathy

Abstract Electrical discharge machining (EDM) finds wide application all around
the world for producing complex contour on very hard metals and alloys. It finds
numerous applications in automobile, die making, aerospace, and electronic
industries. Low volumetric material removal rate and reduced surface quality are
few limitations of the process. Powder-mixed electro-discharge machining
(PMEDM) is a novel advancement to EDM that has enhanced the machining
capabilities of the process. The present chapter deals with the investigations on the
effect of process variables like powder concentration (Cp), peak current (Ip),
pulse-on-time (Ton), duty cycle (DC), and gap voltage (Vg) on output responses like
material removal rate (MRR), tool wear rate (TWR), electrode wear ratio (EWR),
surface roughness (SR), recast layer thickness (RLT), and microhardness (HVN) for
PMEDM of H-11 hot work tool steel. The work material possesses excellent
mechanical characteristics and finds huge application in various industries.
Taguchi’s L27 orthogonal array has been implemented to conduct the experiments
using graphite powder-mixed dielectric with the copper tool. Single-objective
optimization has been performed to determine the optimum set of input parameters.
Analysis of variance (ANOVA) has been implemented to determine the effect of
each process parameter and to establish the optimal setting of process parameters.
Multi-objective optimization using technique for an order of preference by simi-
larity to ideal solution (TOPSIS) was used to determine the optimum set of process
variables to obtain maximum MRR and HVN with minimum TWR, EWR, SR and
RLT simultaneously. Predicted results on verification with confirmation tests
improve the preference values by 0.1021 with TOPSIS. The recommended settings
of process parameters is found to be Cp = 6 g/l, Ip = 3 A, Ton = 200 µs,
DC = 80% and Vg = 50 V from TOPSIS. The microstructures were examined with
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scanning electron microscope (SEM) to find the presence of surface defects and
identify modifications on the surface.

Keywords PMEDM � Taguchi � TOPSIS � Material removal rate
Tool wear rate � Electrode wear ratio � Surface roughness � Recast layer thickness
Microhardness

1 Introduction

Novel manufacturing theory makes use of non-conventional sources of energy like
light, sound, chemical, electrical, mechanical, ions and electrons. The technical and
industrial advancement has led to the growth of very hard materials which are
difficult to machine but are widely used in nuclear, aerospace and other industries.
With the progress in the field of material science, advancement of latest metallic,
ceramic materials and composite materials has been witnessed which possess
excellent mechanical properties, thermal characteristics and electrical conductivity.
Spark erosion machining techniques or non-traditional machining processes are
used for machining such exotic materials. Non-traditional machining processes do
not employ any conventional tools for material removal. The intricacy of the
contour, size, requirement of product accurateness and high surface quality can be
overcome by implementing non-traditional methods. Presently, non-conventional
processes acquire infinite capabilities, but exhibit poor material removal rates.
Enormous developments have taken place in the past few years for the improve-
ment of MRR. With increase in removal rate, the cost efficiency of the process gets
maximized, leading to greater application of non-traditional techniques for
machining. Electrical discharge machining (EDM) is widely used for making tools,
dies and parts with higher accuracy. Modern electric discharge machines have been
established globally as a benchmark in manufacturing. They are proficient of
machining geometrically complex components such as composites, superalloys,
ceramics, heat-treated tool steels, heat-resistant steels, carbides etc. which find
application in mould making industries, aeronautics, aerospace and nuclear
industries. EDM has reached the recent fields of sports, optics, medicinal and
surgical instruments, automotive and R&D areas.

The process of EDM came into existence in 1943, with its foundation in
Moscow by the Russian scientists Boris and Natalya Lazarenko. The researchers
reported that by immersing the electrodes in oil, steady sparks were generated than
air. The phenomenon was inverted and controlled sparks were used for erosion.
EDM machine was first developed during war by Lazarenkos. It was very useful for
the erosion of metals like tungsten or tungsten carbide. Advancement for under-
standing the erosion phenomenon evolved in the 1950s. In 1960s, the growth in
semiconductor industry endorsed substantial development in EDM machines with
increased reliability that produced surfaces with superior quality. The development
then led to the design of generators, automation, servo-control and robotics. During

240 S. Tripathy and D. K. Tripathy



1980s micro-machining using EDM gained a good deal of interest. The EDM
process became globalized during this period. Subsequently, advancements to EDM
emerged in the 1990s using neural networks, response surface methodology, fuzzy
control, central composite design, Taguchi optimization etc. The research in this
field is still in progress with innovative ideas of adding additives to the dielectric
fluid like conductive powders, nano-sized particles, carbon nanotubes etc.

In EDM process the tool and workpiece material are separated by a small gap in
the presence of a dielectric medium. High-frequency-controlled pulses are gener-
ated which creates a plasma channel due to the continuous movement of electrons
and ions. The temperature in the discharge gap rises to a range of 8000–12,000 °C
which causes melting and vaporization. PMEDM improves the process capabilities
of EDM by producing surfaces with superior finish and less cracks. Adding fine
powders to the dielectric decreases its insulating strength by increasing the
inter-electrode gap. The removal of debris becomes easier in the presence of
powders. On applying a voltage of 80–320 V an electric field is formed in the range
of 105–107 V/m generating positive and negative charges on powder particles. This
energizes powder particles and they move in zigzag manner forming clusters in the
sparking area. Bridging occurs under the sparking area creating several discharges
in a single pulse. The rapid sparking and erosion from the workpiece surface
improve the machining rate. Widening of plasma channel produces stable sparks
which form craters with improved surface finish. Material is removed from both the
electrodes which combine with the powder particles and modifies the surface
properties of the machined surface. Consequently, the MRR increases, TWR
reduces and uniform sparks produce corrosion-resistant surfaces. The presence of
abrasive powder changes the sparking pattern and improves the surface properties,
increases the microhardness gets increased and micro-cracks get minimized. Added
powders may be aluminium, chromium, graphite, silicon, titanium etc.

Pecas and Henriques (2008) reported that PMEDM process performance
depends upon powder type, concentration, grain size, electrode area, constituents of
the tool and workpiece material. Kumar et al. (2009) reviewed the outcome of
mixing the dielectric fluid with various powders and additives. Assarzadeh and
Ghoreishi (2013) implemented response surface methodology with desirability
technique to model and optimize the process parameters during EDM of CK-45 die
steel using Al2O3 powder-mixed dielectric to improve the MRR. Singh et al. (2012)
investigated the effect of process parameters on SR for machining H-11 with the
copper tool in the presence of Al powder in the dielectric. Negative polarity of the
tool electrode reduced the SR. Talla et al. (2015) conducted multi-objective opti-
mization of PMEDM using Taguchi, GRA and Principal Component Analysis
(PCA) to control the process parameters. Lal (2015) performed multi-objective
optimization with Taguchi-based GRA for wire EDM. Sidhu et al. (2014) reported
the optimal process setting for machining of three types of MMCs using PMEDM.
MRR, TWR, SR and surface integrity were examined to determine the significant
process parameters. The responses were jointly optimized using technique for order
of preference by similarity to ideal solution (TOPSIS) and optimal process condi-
tions were recognized. Singh et al. (2015) examined the outcome of adding graphite
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powder to the dielectric on the surface properties of superalloy Super Co 605. The
results showed that an optimization between microhardness and surface finish can
be achieved by this method of machining. Batish and Bhattacharya (2012) studied
the material migration occurring between electrode and powder-suspended dielec-
tric fluid for enhancing the surface properties in terms of microhardness for H-11
and H-13 steels. Aluminium, copper, graphite and tungsten powders were added to
kerosene, EDM oil, and refined mineral oil as dielectric. Sidhu et al. (2014) opti-
mized MRR, TWR, SR and surface integrity for three different metal matrix
composites using TOPSIS and the ranking was done as per the severity of surface
defects. Gadakh (2012) applied TOPSIS method for solving multiple criteria
optimization problem in wire electrical discharge machining (WEDM) and obtained
the most suitable set of process parameters.

From the available literature it is evident that several researchers have reported
results using different powders mixed during EDM, but performance characteristics
of H-11 during PMEDM needs investigation. The quality of the machined com-
ponent is defined by various output characteristics such as MRR, TWR, SR, recast
layer thickness, microhardness obtained on the machining surface etc. Thus,
investigating the significance of the process variables in relation to the output
performance characteristics becomes vital. Therefore the problem of PMEDM can
be considered as a multi-objective optimization problem. The aim of this study is to
obtain a single-optimal setting of various input parameters to obtain a single-output
characteristic as a whole. Multi-attribute decision-making techniques like TOPSIS
have not yet been used to find the optimal setting during PMEDM of H-11. The
present work is a stride in this direction. Taguchi design of experiments is used to
conduct the experiments using an L27 orthogonal array. An effort has been made to
find an optimal set of process variables by using multi-objective optimization using
TOPSIS to get maximum MRR and minimum TWR, EWR, SR, RLT and maxi-
mum HVN by adding graphite powder to the dielectric in different concentrations.
ANOVA has been used to create a relationship among the significant input
parameters on the output responses. A comparative study for the EDM and
PMEDM surface characteristics has been done using scanning electron microscope.
The optimal parameter setting obtained from Taguchi and TOPSIS can be used for
quality improvement in industrial applications involving PMEDM.

2 Materials and Methods

The machines, materials and design of experiment technique adopted for the esti-
mation of output responses are highlighted in this section. The procedure used for
optimization has also been presented in this section.
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2.1 EDM Machine Set-up

The electric discharge machine, model ELECTRONICA-ELECTRAPULS PS
50ZNC has been used for the experiments. Commercial-grade EDM oil has been
used as a dielectric fluid. To facilitate the generation of a rectangular form of current
pulses for discharging, dielectric fluid was energized by “Current Pulse Generator”
and associate controller. The current and voltage waveforms were recorded on a
“Digital Storage Oscilloscope”. Figure 1 shows the machine used in the present
study.

Working tank of the machine had a capacity of 300 L for the circulation of
dielectric fluid. The powder particles were required to be added in different

Fig. 1 EDM machine used for the experiment
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concentrations for which changing the entire dielectric fluid and removing the
powder particles from the circulating system would have been difficult. The existing
circulation system might have choked due to the presence of powders and debris.
To minimize the cost, avoid the wastage of dielectric and for effective use of
powder particles, a separate machining tank has been designed with a capacity of
20 L. It consists of a machining tank to perform the operation placed in the working
tank of EDM. A workpiece fixture assembly was placed in it to hold the workpiece.
The machining tank was filled up with the dielectric fluid. A pump was installed to
ensure proper distribution of powder in dielectric fluid. To avoid the powder from
settling down, a stirring arrangement was installed. Each run was carried out for a
time duration of 15 min. The setup of the tank is shown in Fig. 2.

2.2 Selection of Materials

The mechanical properties and composition of the workpiece and tool material used
for the present experiment have been discussed in this section.

2.2.1 Workpiece Material

H-11 hot work tool steel is the workpiece material. This steel possesses very high
strength, abrasion resistance, wear resistance, compressive strength, hardenability,
toughness and it is not susceptible to hot cracking. The presence of chromium in
the H-11 steel resists oxidization whereas molybdenum prevents corrosion in

Fig. 2 PMEDM setup (Tripathy and Tripathy 2017b, c)
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non-oxidizing environments. The mechanical properties of the H-11 steel are given
in Table 1. Applications of H-11 is found in aircraft components, structural use, die
casting dies, extrusion tooling, forging dies, piercing tools, hot work punches, tool
holders, ejector pins etc. The properties cause a great challenge during machining
by conventional methods. The chemical composition of this material as obtained by
glow discharge-optical emission spectrometer is given in Table 2. Each surface of
the workpiece and tool were machined using CNC-milling machine to get smooth
mirror-like surfaces. The electrodes were subjected to surface grinding for proper
contact and alignment of surfaces during machining. The dimension of the work-
piece used for this EDM operation was 120 � 60 � 25 mm.

2.2.2 Tool Material

Electrolytic copper electrode (99.9%) has been used as the tool electrode material.
A square tool of dimension 20 � 20 � 60 mm has been used to perform the
machining operation. The mechanical properties of the tool material are given in
Table 3. The work material was mounted on the T-slot table and positioned at the
desired place and clamped. The electrode was clamped and its alignment was

Table 1 Mechanical
properties of H-11 steel

Properties H-11

Density 7.81 g/cm3

Modulus of elasticity 210 GPa

Poisson’s ratio 0.30

Yield strength 1650 MPa

Ultimate tensile strength 1990 MPa

Specific gravity 7.8

Melting temperature 1427 °C

Thermal conductivity 42.2 W/mK

Hardness 55 HRC

Table 2 Chemical composition of H-11 steel

Constituent C Si Mn P S Cr Mo Co Cu V Fe

% Composition 0.39 1 0.5 0.03 0.02 4.75 1.1 0.01 0.01 0.5 Balance

Table 3 Properties of tool electrode material

Electrode
material

Density
(g/cc)

Specific heat
(J/kg/K)

Thermal
conductivity
(W/mK)

Electrode
resistivity
(µX)

Hardness
BHN

Electrolytic
copper

8.9 386 388 1.69 48
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checked. The machining was performed for time duration of 15 min. Finally the
essential power switches were switched ‘ON’ for operating the desired machine
settings.

2.3 Process Parameters

The process parameters chosen for the present research work are powder concen-
tration (Cp), peak current (Ip), pulse on time (Ton), duty cycle (DC) and gap voltage
(Vg) to study their effect on output parameters e.g. material removal rate (MRR),
tool wear rate (TWR), electrode wear ratio (EWR), surface roughness (SR), recast
layer thickness (RLT) and microhardness (HVN) based upon the significant effect
on the EDM and PMEDM process and the extensive literature review presented.
The methodology to assess the performance characteristics are discussed below.

2.3.1 Material Removal Rate

High material removal rate is the most desirable output response for any machining
process which leads to increased productivity. After each machining operation, the
workpiece material was taken out and weighed to find out the weight loss. Weight
of the workpiece before and after the experiment was measured using an electronic
balance with a least count of 0.001 g. The time duration of each experimental run
was recorded using a digital stop watch. From the weight loss obtained, the material
removal rate was calculated for different experimental runs. MRR is calculated
using the volume loss from the workpiece material as cubic millimetre per minute
(mm3/min). The MRR is expressed as:

MRR mm3=min
� � ¼ Wear weight of the work piece

q � time

MRR ¼ wi � wf =q � T
ð1Þ

where wi and wf are initial and final weights of the workpiece before and after the
machining process, q is density of the workpiece material and T is the machining
time in minutes.

2.3.2 Tool Wear Rate

The tool material for machining is selected based upon the principle that the
material should have low resistance to electricity and high melting point. The tool
electrode was taken out and weighed after each machining operation to find out the
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weight loss. Weight of the tool before and after the experiment was measured to
determine the tool wear rate. The TWR is expressed as:

TWR mm3=min
� � ¼ Wear weight of the tool

q� time

TWR ¼ ti � tf =q � T
ð2Þ

where ti and tf are initial and final weights of the tool before and after the machining
process, q is density of the tool and T is the machining time in minutes.

2.3.3 Electrode Wear Ratio

The electrode wear ratio is dependent on the material removal rate and the tool wear
rate. Lower EWR is desirable to enhance the productivity of the process. EWR can
be defined as “the ratio of weight of the electrode wear to the weight of the
workpiece wear after machining” and is expressed as:

EWR ð%Þ ¼ ‘‘Wear weight of the tool’’
‘‘Wear weight of the work piece’’

� 100

EWR ¼ wt=ww � 100
ð3Þ

where wt and ww are the wear weights of the tool and workpiece material measured
after the machining operation is carried out in relation to the TWR and MRR.

2.3.4 Surface Roughness

Larger is the vertical deviation, rougher is the surface. The surface roughness is
measured based upon various statistical descriptors out of which centre line average
method is mostly used. SR is the arithmetic mean of the deviations from the mean
line. The expression for Ra is given as:

Ra ¼ 1
L

� � ZL

0

y xð Þj jdx ð4Þ

where, L is the sampling length, y is the profile curve sampled by the set of N points
and x is the profile direction. The roughness of the surface was measured using a
surface roughness tester (Talysurf, Rank Taylor Hobson, England, Model-Surtronic
S-100 series).
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2.3.5 Recast Layer Thickness

During the machining process, a small amount of material gets re-solidified after
being melted due to the refrigeration effect of the dielectric fluid. This layer is
known as the recast layer. Material transfer also takes place from the powder
suspended in the dielectric fluid and also from the electrode to the machined sur-
face. Beyond this layer lies the heat-affected zone and the base material. In order to
find out the structural features present below the machined surface and the distri-
bution of cracks in the recast layer, specimens were cut from the machined surface
in a traverse direction and were then mounted for metallographic studies. The recast
layer thickness was measured using a scanning electron microscope (FESEM,
model: Supra 55, Zeiss, Germany) for all the experiments by taking three sets of
readings for a particular experiment and considering the average of the three values
as the average recast layer thickness.

2.3.6 Microhardness

After the metallographic analysis, the samples were measured for hardness in a
microhardness tester (LM 247AT of LECO) under a load of 10 mgf. The purpose of
obtaining the microhardness of the material before and after machining was to
examine the change in hardness and its effect on the machining surface due to the
addition of the powder particles during machining. The microhardness was mea-
sured at three different locations and the average value was considered to be the
microhardness of the machined specimen.

2.4 Design of Experiments

Taguchi’s technique uses a philosophy and methodology to improve the quality of
the process and minimizes the cost involved to carry out the process by optimizing
the product design using statistical concepts. The effect of various machining
process parameters such as concentration of powder (Cp), peak current (Ip), pulse on
time (Ton), duty cycle (DC) and gap voltage (Vg) on various output responses like
material removal rate (MRR), tool wear rate (TWR), electrode wear ratio (EWR),
surface roughness (SR), recast layer thickness (RLT) and microhardness (HVN) on
H-11 hot work tool steel was investigated using Taguchi’s parameter design and
Analysis of variance (ANOVA) helps to determine the statistically significant
parameters affecting the responses. Predicted results obtained by Taguchi’s tech-
nique were verified through confirmatory tests for validation and minimization of
errors. Taguchi prescribes the use of orthogonal arrays (OA) for experiments. The
design of experiments involves the assignment of important and influencing
parameters to appropriate columns in the array with the use of linear graphs or
triangular tables as suggested by Taguchi. The use of array in the design provides
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almost identical experimental runs. The most important stage in the DOE lies in the
selection of control factors and their levels. The results are further analysed to
establish the optimal condition for a product or process, estimation of the contri-
bution of individual parameters affecting the response, and to determine the opti-
mum response under the best condition. The best condition may be determined by
analysing the behaviour of minimum effects of each of the parameters which
provides the trend of each parameter and its influence on the process. ANOVA is
applied to the results which help to determine the percentage contribution of each
parameter for a stated level of confidence. The ANOVA table suggests which
parameters need to be controlled. Taguchi suggests two ways to carry out the
complete analysis. In the first case, the results of a single run or the average of
repetitive runs are analysed through main effects plot and ANOVA (raw data
analysis). The second approach uses signal-to-noise (S/N) ratio to the previous
steps. The S/N ratio is a concurrent quality metric linked to the loss function. As
S/N ratio maximizes, the loss associated gets minimized. S/N ratio provides the
robust set of operating conditions for the process. S/N ratio is defined as “the ratio
of the mean of the signal to the standard deviation of the noise”. It is denoted by ‘η’
and it has the unit of dB. The present analysis involves the use of Taguchi’s
orthogonal array to conduct the experiments and the optimum setting is obtained by
analyzing the main effect plot aided by the raw data analysis aided by S/N data
analysis followed by ANOVA. Based upon the trial experiments and extensive
literature survey, the significant machining parameters taken into consideration are
concentration of powder (Cp), peak current (Ip), pulse on time (Ton), duty cycle
(DC) and gap voltage (Vg) and their effect on the output responses has been
investigated. Three sets of experimental runs have been performed at each condi-
tion. The control factors were selected based on the literature survey and some
preliminary investigations. L27 Taguchi’s orthogonal array was used for the
experiments as shown in Table 4.

2.4.1 Signal-to-Noise Ratio

Establishment of the loss function with its appropriate k value and to use it as a
figure of merit is not easy and cost-effective. Thus, the loss function is transformed

Table 4 Selection of levels for the factors

Factors with symbol and units Levels

Level 1 Level 2 Level 3

Concentration of graphite powder ‘Cp’ (g/L) 0 3 6

Peak current ‘Ip’ (A) 3 6 9

Pulse on time ‘Ton’ (µs) 100 150 200

Duty cycle ‘DC’ (%) 7 8 9

Gap voltage ‘Vg’ (V) 30 40 50

Optimization of Process Parameters in Powder-Mixed EDM 249



to S/N ratio. S/N ratio being a concurrent statistics uses two or more characteristics
of distribution and converts them into a single figure of merit. A higher value of S/N
ratio implies that signal is much higher than the random effect of noise factors. The
equations for calculating S/N ratios for “lower-the-better (LB), higher-the-better
(HB) and nominal-the-best (NB)” type of characteristics are:

LB: S/N Ratio ¼ �10 log10
1
n

Xn
i¼1

y2i

" #
ð5Þ

HB: S/N Ratio ¼ �10 log10
1
n

Xn
i¼1

y�2
i

" #
ð6Þ

NB: S/N Ratio ¼ �10 log10
1
n

Xn
i¼1

ðyi � y0Þ2
" #

ð7Þ

where

y sample mean
z standard deviation for the number of observations in each trial.
yo nominal value of the characteristic

2.4.2 Selection of Orthogonal Array and Parameter Assignment

Selection of orthogonal array depends on the number of controllable parameters,
their interactions with each other, and the number of levels to be selected. The
number of controllable parameters with their levels considered in the present work
is shown in Table 4. The minimum DOF required for the experiment are the sum of
all the degrees of freedom of the factors. In the present experimental investigation,
five three-level factors are considered for the study. As per Taguchi’s experimental
design philosophy, a set of three levels assigned to each parameter has two degrees
of freedom. Thus, total DOF of the experiment becomes 10. The OA to be used
should have more than 10 DOF. Hence, an L27 OA was chosen which has 27 trials
and 26 DOF, assuming the interaction effect of process parameters negligible as
shown in Table 5. The additional DOF may be used to measure the random error.
Twenty-seven experiments each were conducted for three different powders mixed
with the dielectric fluid using Taguchi’s experimental design methodology,
repeating each experiment three times. The designs, plots, and analysis have been
carried out with MINITAB 15 software.
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2.4.3 Analysis of Variance

Analysis of variance (ANOVA) was performed to determine the significant effect of
process parameters on performance characteristics. The main effect plots for factors
show the trend of the influence of factors toward the process. The importance of
process variables with respect to output responses helps to determine the optimum
set of parameters using ANOVA from Minitab15 software. Various steps involved
in the analysis are:

Table 5 Taguchi’s L27

standard orthogonal array
Column no. 1 2 3 4 5

Run Cp Ip Ton DC Vg

1 1 1 1 1 1

2 1 1 1 1 2

3 1 1 1 1 3

4 1 2 2 2 1

5 1 2 2 2 2

6 1 2 2 2 3

7 1 3 3 3 1

8 1 3 3 3 2

9 1 3 3 3 3

10 2 1 2 3 1

11 2 1 2 3 2

12 2 1 2 3 3

13 2 2 3 1 1

14 2 2 3 1 2

15 2 2 3 1 3

16 2 3 1 2 1

17 2 3 1 2 2

18 2 3 1 2 3

19 3 1 3 2 1

20 3 1 3 2 2

21 3 1 3 2 3

22 3 2 1 3 1

23 3 2 1 3 2

24 3 2 1 3 3

25 3 3 2 1 1

26 3 3 2 1 2

27 3 3 2 1 3
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Step 1: Total of all results (T):

T ¼
Xn
i¼1

XR
j¼1

yij; ð8Þ

where, yij is the value of the characteristic in the ith trial and jth repetition.
Step 2: Correction Factor (C.F.):

C:F: ¼ T2=N; where N is the total number of experiments i:e: 3 � 27
¼ 81:

ð9Þ

Step 3: Total sum of squares (SST):

SST ¼
Xn
i¼1

XR
j¼1

yij � C:F: ð10Þ

Step 4: Sum of squares of parameter A (SSA):

SSA ¼ A 1ð Þ2
NA1

þ A 2ð Þ2
NA2

þ A 3ð Þ2
NA3

" #
� C:F: ð11Þ

where, NA1, NA2 and NA3 are the number of experiments with parameter
A at levels 1, 2 and 3, respectively. The sums of squares for all the factors
are calculated similarly.

Step 5: Error sum of squares:

SSe ¼ SST� Summation of sum of squares of all the parametersð Þ ð12Þ

where, e stands for the error.
Step 6: Degrees of freedom:

Total DOF ¼ total number of trials � 1ð Þ ¼ R � n � 1ð Þ ¼ 80 ð13Þ

DOF of each parameters = (Number of levels of each parameter − 1) = 2
The DOF for all parameters are calculated in the similar way.

Step 7: Mean square of variance (V):

VA ¼ Variance due to parameter A ¼ SSA
fA

ð14Þ

Variance for the other parameters is obtained in the similar manner.
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Step 8: Percentage contribution (P):
PA = Percentage contribution of parameter A towards mean of the response

PA ¼ SSA
SST

� �
� 100 ð15Þ

Similarly, the percentage contribution of all other parameters is calculated.
Step 9: F-ratios:

The F-ratio is defined as the ratio of variance due to a parameter and due to
its error.

FA ¼ VA

Ve
ð16Þ

The F-ratio is calculated for all the parameters in the similar manner.

2.5 Multi-objective Optimization

Taguchi’s experimental philosophy is focused on optimizing the process parameters
in the perspective of a single quality criterion which does not give sufficient idea
about the influence on other performance characteristics involved. The performance
of the product is evaluated by various response parameters. Taguchi technique
cannot solve a multi-response optimization problem. Hence, multi-objective opti-
mization techniques are implemented wherein the quality characteristics are
optimized and the results for the best levels are obtained. Taguchi technique is often
combined with multi-objective optimization techniques to switch a multi-decision-
making technique to a single-objective optimization problem. The decision maker
assigns different priority weights to the responses basing upon their relative
importance.

2.5.1 Technique for Order of Preference by Similarity to Ideal
Solution (TOPSIS)

The present study focuses on finding the most suitable set of process variables for
PMEDM using TOPSIS to obtain maximum MRR and HVN along with minimum
TWR, EWR SR, and RLT with graphite powder-mixed dielectric. The optimum set
of input parameters should be identified to improve the machining process for
performance characteristics and surface quality and improve the machining char-
acteristics of H-11 tool steel. Analysis of variance (ANOVA) helps to identify the
statistically significant input parameters that affect the performance parameters.
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TOPSIS is a capable multi-objective decision-making tool for solving complex
decision-making problems in manufacturing domain where number of criteria,
alternatives and their interactions play a significant role and their simultaneous
effect influences the process to a great deal. TOPSIS uses preference grades with
ranking order to find the most suitable set of input variables for the performance
measures. TOPSIS can be used suitably for solving any type of decision-making
problems. TOPSIS is a multi-optimization technique used to find the best alterna-
tive from a finite set. The technique is based upon the principle that the chosen
criteria should have the shortest distance from the positive ideal solution and
greatest distance from the negative ideal solution, the best solution being the closest
to the ideal solution. The steps involved in carrying out the procedure of TOPSIS
are:

Step 1 The decision matrix is the first step of TOPSIS which consist of ‘n’
attributes and ‘m’ alternatives and is represented as (Tripathy and Tripathy
2017b, c):

Dm ¼

x11 x12 x13 � � � � � � x1n
x21 x22 x23 � � � � � � x2n
x31 x32 x33 � � � � � � x3n
..
. ..

. ..
. . .

. . .
. ..

.

..

. ..
. ..

. . .
. . .

. ..
.

xm1 xm2 xm3 � � � � � � xmn

2
66666664

3
77777775

ð17Þ

where xij is the performance of ith alternative with respect to jth attribute.
Step 2 Normalized matrix is obtained by the following expression:

rij ¼ xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1 x

2
ij

q j ¼ 1; 2; . . .; n: ð18Þ

Step 3 The weight of each attribute was assumed to be wj (j = 1, 2, …, n).
Weighted normalized decision matrix V = [vij] may be obtained as:

V ¼ wjrij ð19Þ

where,
Pn

j¼1 wj ¼ 1:
Step 4 The most suitable and least suitable solutions may be obtained from the

following expressions:

V þ ¼
Xmax

i

vij j 2 Jj
 !

;
Xmin

i

j 2 Jj
 

ji ¼ 1; 2; . . .m

!( )

¼ vþ1 ; vþ2 ; vþ3 ; . . .; vþn
� � ð20Þ
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V� ¼
Xmax

i

vij j 2 Jj
 !

;
Xmin

i

j 2 Jj
 

ji ¼ 1; 2; . . .m

!( )

¼ v�1 ; v
�
2 ; v

�
3 ; . . .; v

�
n

� � ð21Þ

Step 5 The separation of alternatives from positive ideal solution is given by:

Sþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
vij � vþj
	 
2vuut ; i ¼ 1; 2; . . .m ð22Þ

The separation of alternatives from negative-ideal solution is given by:

S�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
vij � v�j
	 
2vuut ; i ¼ 1; 2; . . .m ð23Þ

Step 6 The relative closeness of the alternative to the ideal solution is calculated
and expressed as:

Pi ¼ S�i
Sþ
i þ S�i

i ¼ 1; 2; . . .m ð24Þ

Step 7 The Pi value was ranked in descending order to identify the set of alter-
natives having the preferred solutions.

Preference value of alternatives can be calculated from their nearness to ideal
solution. The ratio of negative ideal separation measure divided by the sum of
negative ideal separation measure and the positive ideal separation measure gives
the relative closeness. The normalized matrix, weighted normalized decision
matrix, separation of alternatives from positive and negative ideal solutions and
preference values for TOPSIS for the runs with the ordered rankings are presented
in Tables 25, 26, 27 and 28 respectively. The most suitable value of performance
measure is the one which is close to the ideal solution of the performance measure
and has the maximum preference value with the highest rank.

3 Results and Discussions

Experimental results obtained by varying the chosen set of input parameters for the
selected output responses have been presented in this section. The discussion of
the obtained results and the variations in their behaviour has also been detailed in
the present section.
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3.1 Experimental Results

Experiments were conducted using Taguchi’s L27 orthogonal array. The results are
represented in Table 6.

3.2 Effect of Process Parameters on Response
Characteristics

The influence of input parameters on response characteristics has been highlighted
in the present section. The variation of the output response with each input
parameter has been discussed with the help of respective graphs.

Table 6 L27 experimental design with response variables

Run Cp Ip Ton DC Vg Avg
MRR

Avg
TWR

Avg
EWR

Avg
SR

Avg
RLT

Avg
HVN

1 0 3 100 7 30 2.564 0.0172 0.6718 3.8 13.8 784

2 0 3 100 7 40 2.649 0.0194 0.735 4.1 14.4 778

3 0 3 100 7 50 2.735 0.0224 0.8216 4.5 15.2 786

4 0 6 150 8 30 4.529 0.0277 0.6118 4.87 18.76 795

5 0 6 150 8 40 5.470 0.0307 0.5614 5.45 19.24 804

6 0 6 150 8 50 6.666 0.0367 0.5505 5.86 19.76 798

7 0 9 200 9 30 9.401 0.3895 4.1430 6.5 20.58 809

8 0 9 200 9 40 10.256 0.4868 4.7471 7.47 21.6 802

9 0 9 200 9 50 10.940 0.5243 4.7928 9.2 22.24 811

10 3 3 150 9 30 2.87 0.0123 0.429 2.48 22.6 833

11 3 3 150 9 40 3.54 0.0134 0.380 2.97 25.67 862

12 3 3 150 9 50 3.97 0.0152 0.383 3.42 25.31 841

13 3 6 200 7 30 4.42 0.0171 0.387 4.16 28.86 884

14 3 6 200 7 40 6.638 0.0186 0.2813 4.37 26.74 898

15 3 6 200 7 50 8.54 0.0192 0.224 4.82 29.2 876

16 3 9 100 8 30 9.26 0.0235 0.254 5.74 31.19 905

17 3 9 100 8 40 9.82 0.0261 0.266 6.41 34.42 929

18 3 9 100 8 50 11.04 0.0291 0.2639 6.72 37.64 976

19 6 3 200 8 30 5.56 0.0349 0.628 1.64 24.36 845

20 6 3 200 8 40 6.41 0.0378 0.5897 1.92 26.63 878

21 6 3 200 8 50 7.23 0.0398 0.5506 2.23 27.59 859

22 6 6 100 9 30 8.37 0.0448 0.5363 2.62 29.21 893

23 6 6 100 9 40 8.858 0.0463 0.523 2.94 32.49 904

24 6 6 100 9 50 11.23 0.0496 0.441 3.36 35.93 916

25 6 9 150 7 30 11.86 0.0586 0.494 3.82 36.2 941

26 6 9 150 7 40 12.07 0.0753 0.624 4.48 37.56 966

27 6 9 150 7 50 12.54 0.0880 0.7018 5.24 38.92 952
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3.2.1 Effect of Process Parameters on Material Removal Rate

The goal of machining is high material removal and low tool wear. The MRR is the
volume of material being removed per minute during machining. Experimental
results show that machining without powder increases the MRR as Ip and Ton
increase whereas the TWR, SR and RLT increase hampering the surface texture.
Addition of powder in varying concentration modifies the surface properties. It
causes a decrease in insulating strength of the dielectric fluid while increasing the
inter-electrode gap making the removal of debris easier. Rapid sparks are generated
due to the bridging effect which erodes material faster from the workpiece and
increases the machining rate. Widening of plasma channel generates consistent
sparks creating shallow craters on the machined region with superior surface
finish. When graphite powder is added in Cp of 0 g/L, the MRR varies in a range of
2.564–10.940 mm3/min. When Cp increases to 3 g/L, the MRR shows slight
increase from 2.87–11.04 mm3/min. Further increase of Cp to 6 g/L improves the
MRR in a range of 5.56–12.54 mm3/min. The variation of MRR with the input
parameters is shown in Fig. 3a–e. As the Ip increases, the MRR increases signifi-
cantly as more thermal energy is produced in the discharge channel as the electrical
power increases. As Ton increases, the MRR slightly decreases and then tends to
increase with the increase in discharge energy and heat transferred to the section.
The decrease in MRR is due to the constant flushing pressure which is not sufficient
to remove the molten material causing redeposition on the surfaces. The abrasive
property of the powder promotes makes the removal of debris easier. The discharge
gap distance increases with Vg, which consequently increases the material depo-
sition on the surface which may be minimized under proper flushing conditions.

3.2.2 Effect of Process Parameters on Tool Wear Rate

Tool wear rate is determined as the volumetric material removed per minute during
machining from the tool surface. The main aim of machining should be less
tool wear for more amount of material removed from the workpiece surface. When
no powder is added to the dielectric, the tool wear varies within a range of
0.0172–0.5243 mm3/min. With the increase in Cp, the tool wear rate shows
reduction. The TWR shows an increase with further increase in the concentration of
powder to compensate for the more amount of MRR. With more MRR, TWR also
shows an increase irrespective of the concentration of powder added to the
dielectric as shown in Fig. 4a. More amount of MRR is observed while the Ip is
more. Thus, more TWR occurs when more MRR is achieved with increased Ip. With
the addition of 0 g/L of graphite powder, the maximum TWR is 0.5243 mm3/min
which reduces to a maximum value of 0.1517 mm3/min when 3 g/L of graphite
powder. On addition of 6 g/L of graphite powder, the maximum TWR reaches to a
value of 0.2341 mm3/min which is higher than that achieved with a Cp of 3 g/L.
When graphite powder is added to the dielectric, more amount of carbon gets
deposited on both the tool and workpiece surface. The resolidified layer on the
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workpiece leads to the recast layer formation and causes damage to the workpiece
surface. Increased carbon content can be removed with proper flushing, which if
insufficient would lead to increased TWR. Figure 4b–e show that with the increase
in current and pulse on time the MRR and the TWR consequently increase due to
the increased thermal energy in the discharge channel. This phenomenon is
observed irrespective of the increase in the concentration of powders. With the
increase in duty cycle, the tool wear rate increases as the material removal rate also
show an increase due to the rapid ejection of molten material. The tool wear rate
also shows an increase with the increase in gap voltage as the increased discharge
gap distance increases the deposition of material on the machined surface and to
perform the erosion of material from this deposited layer, the TWR shows an
increase. With proper flushing conditions, higher machining rates can be achieved.

3.2.3 Effect of Process Parameters on Electrode Wear Ratio

The characteristic of a perfect tool should be the potential of removing maximum
material from the workpiece with the capability to resist self-erosion. When the
machining is performed without addition of powder, the increase in Ip and Ton,
increases the EWR. With the addition of powder, the EWR decreases which is the
result of less tool wear with more material removal from the workpiece. Figure 5a–e
show that with the increase in concentration of powder-mixed to the dielectric, the
EWR tends to decrease initially up to Cp of 3 g/L of powder but on increasing the Cp

to 6 g/L, the EWR increases to a value much lower than that achieved with a Cp of
0 g/L. The nature of the variation of EWR can be related to the machining rates
achieved by the addition of powder to the dielectric. The maximum value of EWR at
0, 3 and 6 g/L is 4.7928, 1.2777 and 1.711% respectively. With the increase in Ip, the
EWR increases for graphite powder-mixed dielectric. This is because of the more
thermal energy generated in the discharge channel. The EWR shows variation in
relation to the amount of material removed and the corresponding TWR for the
maximum amount of material removed from the workpiece. With the increase in Ton,
the EWR shows a decrease followed by a significant increase with the further
increase of Ton. With the increase in DC, the EWR tends to decrease initially fol-
lowed by a significant rise with the increase in DC. This is because of the fact that for
a Cp of 3 g/L, the amount of material removed from workpiece is less than that with a
Cp of 6 g/L, with a subsequent increase in TWR. Hence, the EWR initially
decreases, then increases due to the rapid ejection of molten material with the
increase in DC. With the increase in Vg, the EWR increases due to the increase in
discharge gap distance which leads to more amount of material deposition on the top
surface of the workpiece leading to the increase in TWR for the required amount of
MRR in presence of proper flushing.
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Fig. 5 Variation of EWR with process parameters
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3.2.4 Effect of Process Parameters on Surface Roughness

The SR during PMEDM depends on size of the crater and variation of recast layer.
From the experimental results, it can be seen that the roughness of the surface varies
within a range of 3.8–6.19 µm without addition of powder. On addition of graphite
powder in a Cp of 3 g/L, the SR lies between 1.94 and 5.65 µm. As the Cp increases
to 6 g/L, the SR varies in a range of 2.41–6.19 µm. Influence of input parameters
on SR is shown in Fig. 6a–e. With the rise in pulse current, the SR increases as the
large dispersive energy cause impulsive forces and violent sparks which result in
formation of large craters leading to the increase of SR as shown in Fig. 6b.
Complete flushing does not occur during the pulse—off-time which increases the
SR due to resolidification. Adding foreign particles in proper size and quantities
reduce the SR during machining. With the increase in Ton, more heat is transferred
to the section causing more material removal and increased SR. During PMEDM,
the plasma flushing efficiency increases which improves the surface texture.
Material deposition and carbide formation increases the SR. SR increases with
increase in Vg as increased discharge gap distance minimizes the effect of induced
energy at the workpiece surface thus increasing the deposition on the machined
surface producing increased SR.

3.2.5 Effect of Process Parameters on Recast Layer Thickness

RLT increases with the increase in machining rate. It can be seen from Fig. 7a–e
that increase in Ip increases the RLT. The temperature on the surface thus rises to
the melting temperature consequently increasing the amount of material removed.
Since the dielectric fluid does not get sufficient time to remove the molten material,
the RLT increases. Increasing the Cp also increases the RLT as more amount of
material is removed in presence of powder particles and redeposition occurs if
flushing is insufficient which tends to increase the RLT. With the increase in Ton,
the amount of heat transferred to the section increases. Adding graphite powder
while machining and the breakdown of the dielectric fluid increases the carbon
content. During PMEDM, as the Ton increases, the RLT tends to increase followed
by reduction as the process becomes stable with the increase in discharge rate.
Increase in DC, increases the RLT by a subsequent decrease which is due to the
conduction of heat into the workpiece with a decrease in discharge duration. The
abrasive effect of the powder particles decreases the RLT with the increase in DC.
Increase in Vg increases the RLT due to the increase in discharge gap distance,
which reduces the effect of induced energy at the workpiece and increases material
deposition.
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3.2.6 Effect of Process Parameters on Microhardness

The microhardness of the parent material before machining has been found to be
621. The microhardness of the material after PMEDM was nearly double of the
value before machining. It can be observed from Fig. 8a–e that the increase in Cp

and Ip, increase the HVN values appreciably. Melting and deposition phenomenon
increase the HVN. It may be observed that the surface quality is increased with the
increase in HVN. The HVN increases while machining without the addition of
powder with the increase in the values of Ip and Ton as high current increases the
pulse energy. As the discharge column expands at higher pulse on time more
heating of the surface occurs which releases the stresses and lowers the HVN at
higher pulse on time. Increase in DC decreases the HVN as a consequence of the
decrease in HVN with the variation of Ton. As Vg increases HVN also increases due
to improper flushing of the debris during the no spark condition.

3.3 ANOVA Results for the Output Responses

The ANOVA results of each output response have been discussed in this section.
The optimum set of process parameters has also been identified using the main
effect plots for S/N ratio and means.

3.3.1 Analysis of Variance for Material Removal Rate

From the main effect plots shown in Fig. 9, the influence of different factors on the
process can be visualized. The significance of the process variables in relation to
MRR was investigated and the optimum combination of parameters was determined
from the ANOVA analysis presented in Tables 7 and 8 respectively. MRR being
higher-the-better type of quality characteristic, from the response curves as shown
in Fig. 9a, it can be revealed that the third level of parameters of Cp, third level of
Ip, third level of Ton, third level of DC and third level of Vg may offer maximum
MRR. It may be noticed that the parameters Cp, Ip, Ton and Vg show similar trend of
variation in both the main effect plots whereas DC shows the best value in the third
level from the main effect plot of means and second level as a best value from
the main effect plot for S/N ratio. In order to arrive at the final optimal setting, the
relative contribution of the mean and S/N values has been considered from the
ANOVA table.

The relative contribution of DC towards mean value of MRR (0.36%) is lower
than that of S/N ratio (2.02%). Therefore, considering the level corresponding to the
higher relative contribution, the optimum combination of input parameters for best
MRR is the third level of parameters of Cp, third level of Ip, third level of Ton,
second level of DC and third level of Vg which has been obtained at the main effect
plot of S/N ratio.
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(a) (b)

Fig. 9 Main effect plot for means and S/N ratio of material removal rate. a Main effect plot for
means of MRR (Tripathy and Tripathy 2017a). b Main effect plot for S/N ratio of MRR

Table 7 ANOVA table for means of MRR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 87.870 87.870 43.9349 119.53 0.000 28.97

Ip 2 193.092 193.092 96.5458 262.66 0.000 63.68

Ton 2 2.711 2.711 1.3554 3.69 0.048 0.89

DC 2 1.099 1.099 0.5496 1.5 0.254 0.36

Vg 2 12.570 12.57 6.285 17.1 0.000 4.14

Error 16 5.881 5.881 0.3676

Total 26 303.222

S = 0.6063, R-Sq = 98.1%, R-Sq(adj) = 96.8%

Table 8 ANOVA table for S/N ratio of MRR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 145.504 145.504 72.752 191.26 0.000 27.64

Ip 2 323.339 323.339 161.67 425.02 0.000 61.42

Ton 2 23.662 23.662 11.831 31.1 0.000 4.49

DC 2 10.635 10.635 5.317 13.98 0.000 2.02

Vg 2 17.180 17.180 8.59 22.58 0.000 3.26

Error 16 6.086 6.086 0.38

Total 26 526.406

S = 0.6167, R-Sq = 98.8%, R-Sq(adj) = 98.1%
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The response table for all the process parameters is shown in Table 9. The ranks
are based upon delta statistics that evaluate relative magnitude of effects.

3.3.2 Analysis of Variance for Tool Wear Rate

Figure 10 represents the influence of different factors on the process. The signifi-
cance of the process variables in relation to TWR was investigated and the optimum
combination of parameters was determined from the ANOVA analysis presented in
Tables 10 and 11 respectively.

TWR being lower-the-better type of quality characteristic, the tendency of
deviation of the response curves as shown in Fig. 10 demonstrate that the optimal
set of parameters for TWR is the second level of parameters of Cp, first level of Ip,
second level of Ton, second level of DC, and first level of Vg. The response table for
all the process parameters is shown in Table 12.

Table 9 Response table for
means of MRR

Level Cp Ip Ton DC Vg

1 6.134 4.586 7.655 7.646 6.941

2 6.938 7.654 7.489 7.650 7.820

3 10.299 11.132 8.228 8.076 8.611

Delta 4.165 6.546 0.740 0.430 1.671

Rank 2 1 4 5 3

(a) (b)

Fig. 10 Main effect plot for means and S/N ratio of tool wear rate. aMain effect plot for means of
TWR (Tripathy and Tripathy 2017a). b Main effect plot for S/N ratio of TWR
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3.3.3 Analysis of Variance for Electrode Wear Ratio

Figure 11 shows the influence of different factors on the process. The significance
of the process variables in relation to EWR was investigated and the optimum
combination of parameters was determined from the ANOVA analysis presented in
Tables 13 and 14 respectively.

EWR being lower-the-better type of quality characteristic, the trend of deviation
of the response curves as shown in Fig. 11 demonstrate that the optimal set of
parameters for EWR is the second level of parameters of Cp, first level of Ip, second
level of Ton, second level of DC and first level of Vg. The response table for all the
process parameters is shown in Table 15.

3.3.4 Analysis of Variance for Surface Roughness

Figure 12 demonstrates the influence of different factors on the process. The sig-
nificance of the process variables in relation to SR has been investigated and the
optimum combination of parameters was determined from the ANOVA analysis
presented in Tables 16 and 17 respectively.

Table 10 ANOVA table for means of TWR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 0.0493 0.0493 0.0247 35.68 0.000 9.57

Ip 2 0.2923 0.2923 0.1461 211.4 0.000 56.74

Ton 2 0.0571 0.0571 0.0286 41.34 0.000 11.09

DC 2 0.1005 0.1005 0.0503 72.72 0.000 19.51

Vg 2 0.0047 0.0047 0.0024 3.42 0.058 0.919

Error 16 0.01106 0.01106 0.00069

Total 26 0.515157

S = 0.02629, R-Sq = 97.9%, R-Sq(adj) = 96.5%

Table 11 ANOVA table for S/N ratio of TWR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 85.29 85.29 42.645 26.54 0.000 3.699

Ip 2 1840.29 1840.29 920.145 572.73 0.000 79.83

Ton 2 116.89 116.89 58.444 36.38 0.000 49.68

DC 2 220.35 220.35 110.175 68.58 0.000 9.558

Vg 2 16.74 16.74 8.371 5.21 0.018 7.11

Error 16 25.71 25.71 1.607

Total 26 2305.26

S = 1.268, R-Sq = 98.9%, R-Sq(adj) = 98.2%
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SR being lower-the-better type of quality characteristic, the tendency of devia-
tion of the response curves demonstrate that the optimal set of parameters for SR is
the second level of parameters of Cp, first level of Ip, first level of Ton, second level
of DC and first level of Vg as shown in Fig. 12. The response table for all the
process parameters is shown in Table 18.

Table 12 Response table for
means of TWR

Level Cp Ip Ton DC Vg

1 0.1727 0.0223 0.0901 0.0906 0.1016

2 0.0682 0.0706 0.0823 0.0621 0.1206

3 0.1151 0.2632 0.1836 0.2034 0.1338

Delta 0.1045 0.2408 0.1012 0.1413 0.0322

Rank 3 1 4 2 5

(a) (b)

Fig. 11 Main effect plot for means and S/N ratio of electrode wear ratio. a Main effect plot for
means of EWR. b Main effect plot for S/N ratio of EWR

Table 13 ANOVA table for means of EWR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 6.2531 6.253 3.1265 86.21 0.000 15.57

Ip 2 18.3438 18.343 9.1719 252.91 0.000 45.66

Ton 2 5.5277 5.5277 2.7638 76.21 0.000 13.76

DC 2 9.4095 9.4095 4.7047 129.73 0.000 2.34

Vg 2 0.0462 0.0462 0.0231 0.64 0.542 0.115

Error 16 0.5803 0.5803 0.0362

Total 26 40.1606

S = 0.1904, R-Sq = 98.6%, R-Sq(adj) = 97.7%
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3.3.5 Analysis of Variance for Recast Layer Thickness

Figure 13 shows the influence of different factors on the process. The significance
of the process variables in relation to RLT has been investigated and the optimum
combination of parameters was determined from the ANOVA analysis presented in
Tables 19 and 20 respectively.

Table 14 ANOVA table for S/N ratio of EWR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 71.56 71.56 35.78 19.15 0.000 7.08

Ip 2 644.33 644.33 322.167 172.41 0.000 63.81

Ton 2 49.41 49.41 24.704 13.22 0.000 4.89

DC 2 214.38 214.38 107.190 57.36 0.000 21.23

Vg 2 0.16 0.16 0.081 0.04 0.958 0.015

Error 16 29.90 29.90 1.869

Total 26 1009.74

S = 1.367, R-Sq = 97%, R-Sq(adj) = 95.2%

Table 15 Response table for
means of EWR

Level Cp Ip Ton DC Vg

1 1.9594 0.5549 1.0704 1.0086 1.2252

2 0.8766 0.8599 0.8676 0.7383 1.3094

3 1.0145 2.4358 1.9126 2.1037 1.3161

Delta 1.0828 1.8809 1.0450 1.3654 0.0909

Rank 3 1 4 2 5

(a) (b)

Fig. 12 Main effect plot for means and S/N ratio of surface roughness. a Main effect plot for
means of SR (Tripathy and Tripathy 2017a). b Main effect plot for S/N ratio of SR
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RLT being lower-the-better type of quality characteristic, the tendency of
deviation of the response curves as shown in Fig. 13, demonstrate that the optimal
set of parameters for RLT is the first level of parameters of Cp, first level of Ip, third
level of Ton, third level of DC and first level of Vg. The response table for all the
process parameters is shown in Table 21.

3.3.6 Analysis of Variance for Microhardness

From the main effect plots shown in Fig. 14, the influence of different factors on the
process can be visualized. The significance of the process variables in relation to

Table 16 ANOVA table for means of SR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 19.7174 19.7174 9.8687 79.15 0.000 26.96

Ip 2 45.4767 45.4767 22.7383 182.55 0.000 62.2

Ton 2 0.3391 0.3391 0.1695 1.36 0.285 0.463

DC 2 0.6681 0.6681 0.3341 2.68 0.099 0.913

Vg 2 4.9155 4.9155 2.4577 19.73 0.000 6.723

Error 16 1.9929 1.9929 0.1246

Total 26 73.1096

S = 0.3529, R-Sq = 97.3%, R-Sq(adj) = 95.6%

Table 17 ANOVA table for S/N ratio of SR

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 72.595 72.595 36.2973 187.75 0.000 26.31

Ip 2 178.867 178.867 89.4333 462.59 0.000 64.84

Ton 2 1.125 1.125 0.5626 2.91 0.084 0.407

DC 2 2.449 2.449 1.2245 6.33 0.009 0.887

Vg 2 17.713 17.713 8.8564 45.81 0.000 6.421

Error 16 3.093 3.093 0.1933

Total 26 275.842

S = 0.4397, R-Sq = 98.9%, R-Sq(adj) = 98.2%

Table 18 Response table for
means of SR

Level Cp Ip Ton DC Vg

1 5.750 3.070 4.478 4.624 4.102

2 3.708 4.477 4.564 4.391 4.543

3 4.331 6.242 4.747 4.773 5.143

Delta 2.042 3.172 0.269 0.382 1.041

Rank 2 1 5 4 3
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(a) (b)

Fig. 13 Main effect plot for means and S/N ratio of recast layer thickness. a Main effect plot for
means of RLT (Tripathy and Tripathy 2017a). b Main effect plot for S/N ratio of RLT

Table 19 ANOVA table for means of RLT

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 58.191 58.191 29.095 66.13 0.000 14.42

Ip 2 309.912 309.912 154.956 352.20 0.000 76.81

Ton 2 2.286 2.286 1.143 2.60 0.105 5.26

DC 2 10.323 10.323 5.161 11.73 0.001 2.55

Vg 2 15.708 15.708 7.854 17.85 0.000 3.89

Error 16 7.039 7.039 0.440

Total 26 403.459

S = 0.6633, R-Sq = 98.3%, R-Sq(adj) = 97.2%

Table 20 ANOVA table for S/N ratio of RLT

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 10.8879 10.8879 5.4439 61.61 0.000 14.19

Ip 2 59.2309 59.2309 29.6154 335.16 0.000 77.28

Ton 2 0.0459 0.0459 0.0229 0.26 0.774 0.059

DC 2 2.1335 2.1335 1.0668 12.07 0.001 2.78

Vg 2 2.9230 2.9230 1.4615 16.54 0.000 3.81

Error 16 1.4138 1.4138 0.0884

Total 26 76.6349

S = 0.2973, R-Sq = 98.2%, R-Sq(adj) = 97.0%
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HVN has been investigated and the optimum combination of parameters was
determined from the ANOVA analysis presented in Tables 22 and 23 respectively.

HVN being higher-the-better type of quality characteristic, the tendency of
deviation of the response curves as shown in Fig. 14, demonstrate that the optimal
setting of parameters for HVN is the third level of parameters of Cp, third level of
Ip, first level of Ton, first level of DC and third level of Vg. The response table for all
the process parameters is shown in Table 24.

3.4 Multi-objective Optimization Using TOPSIS

The normalized matrix, weighted normalized decision matrix, separation of alter-
natives from positive and negative ideal solutions and preference values for
TOPSIS obtained for experimental runs with ranks are represented in Tables 25, 26,
27 and 28 respectively. The weights given to different parameters are MRR, TWR
and SR = 0.2, EWR = 0.1, RLT and HVN = 0.15 (Sum = 1).

It may be observed that the experimental run #21 has the most suitable multiple
performance characteristics having the highest preference order followed by #20

Table 21 Response table for
means of RLT

Level Cp Ip Ton DC Vg

1 18.40 16.09 20.34 20.13 19.20

2 20.10 20.01 20.40 20.94 20.22

3 21.99 24.39 19.75 19.43 21.07

Delta 3.59 8.29 0.65 1.51 1.87

Rank 2 1 5 4 3

(a) (b)

Fig. 14 Main effect plot for means and S/N ratio of microhardness. a Main effect plot for means
of HVN. b Main effect plot for S/N ratio of HVN
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and #19. The higher preference values are considered as optimum, therefore,
considering the preference values as higher-the-better type of quality characteristic,
the third level of parameters of Cp, first level of Ip, third level of Ton, second level of
DC and third level of Vg offer maximum grades and are considered to be the
optimum set of process parameters. The optimal parametric combination is
Cp3Ip1Ton3DC2Vg3.

Table 22 ANOVA table for means of HVN

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 395,513 395,513 197,756 636.42 0.000 87.73

Ip 2 38,012 38,012 19,006 61.16 0.000 8.431

Ton 2 5551 5551 2776 8.93 0.002 12.11

DC 2 4885 4885 2442 7.86 0.004 1.08

Vg 2 1888 1888 944 3.04 0.076 0.418

Error 16 4972 4972 311

Total 26 450,821

S = 17.63, R-Sq = 98.9%, R-Sq(adj) = 98.2%

Table 23 ANOVA table for S/N ratio of HVN

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 34.9657 34.9657 17.4829 825.92 0.000 90.13

Ip 2 2.7475 2.7475 1.3737 64.90 0.000 7.082

Ton 2 0.3203 0.3203 0.1601 7.56 0.005 0.825

DC 2 0.2922 0.2922 0.1461 6.90 0.007 0.753

Vg 2 0.1285 0.1285 0.0642 3.03 0.076 0.331

Error 16 0.3387 0.3387 0.0212

Total 26 38.7929

S = 0.1455, R-Sq = 99.1%, R-Sq(adj) = 98.6%

Table 24 Response table for
means of HVN

Level Cp Ip Ton DC Vg

1 796.3 921.1 984.3 980.4 956.7

2 1035.8 965.4 966.0 970.8 965.8

3 1067.4 1013.0 949.2 948.3 977.1

Delta 271.1 91.9 35.1 32.1 20.4

Rank 1 2 3 4 5
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3.4.1 Confirmatory Experiment for TOPSIS

After the evaluation of optimal parameter setting, prediction and confirmation for
the enhancement of quality characteristic using the optimal setting has been
examined. The results have been presented in Table 29.

Table 29 shows that the optimum set of parameters obtained from TOPSIS
gives an increased MRR with a rise in the value from 2.564 to 9.6 mm3/min. For
this subsequent rise in MRR, the TWR exhibits an increase from a value of
0.0172–0.0395 mm3/min. The EWR value decreases from 0.6718 to 0.4115%. The
surface roughness increases from 3.8 to 4 lm as more amount of material removal
leads to the formation of rough surfaces. The recast layer thickness reduces from
13.8 to 13.2 µm and the microhardness value shows an increase from 784 to 1105

Table 25 Normalized matrix

Run MRR TWR EWR SR RLT HVN

1 0.0581 0.0182 0.0730 0.1498 0.1293 0.1547

2 0.0601 0.0205 0.0798 0.1616 0.1349 0.1535

3 0.0620 0.0237 0.0893 0.1773 0.1424 0.1551

4 0.1027 0.0292 0.0664 0.1919 0.1758 0.1569

5 0.1241 0.0324 0.0610 0.2148 0.1803 0.1586

6 0.1512 0.0387 0.0598 0.2310 0.1852 0.1574

7 0.2133 0.4115 0.4502 0.2562 0.1929 0.1596

8 0.2327 0.5144 0.5159 0.2944 0.2024 0.1582

9 0.2482 0.5539 0.5209 0.3626 0.2084 0.1600

10 0.0708 0.0182 0.0600 0.0764 0.1475 0.1896

11 0.0836 0.0260 0.0728 0.0890 0.1424 0.1951

12 0.0984 0.0199 0.0472 0.1095 0.1466 0.1904

13 0.1466 0.0652 0.1038 0.1430 0.1712 0.2003

14 0.1643 0.0481 0.0684 0.1383 0.1861 0.2076

15 0.1719 0.0670 0.0910 0.1639 0.191 0.2026

16 0.1744 0.1002 0.1341 0.1742 0.2268 0.2121

17 0.2371 0.1435 0.1413 0.1978 0.2359 0.2182

18 0.2693 0.1602 0.1388 0.2227 0.248 0.2234

19 0.1470 0.0280 0.0445 0.095 0.1537 0.1945

20 0.1736 0.0296 0.0399 0.1088 0.1773 0.1997

21 0.1825 0.0282 0.0360 0.1214 0.1831 0.203

22 0.2141 0.0984 0.1073 0.1470 0.1804 0.2088

23 0.2234 0.1580 0.1650 0.1659 0.1988 0.204

24 0.2644 0.1339 0.1182 0.1919 0.2189 0.2182

25 0.2900 0.1972 0.1587 0.2215 0.2420 0.2224

26 0.2978 0.1742 0.1365 0.2408 0.2475 0.22

27 0.3103 0.2473 0.186 0.244 0.2532 0.2249
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by adding graphite powder. The concentration of graphite powder causing more
amount of material removal is 6 g/L. The improvement in preference value for ideal
solution = 0.1021.

3.4.2 ANOVA for TOPSIS

The influence of process parameters on performance characteristics may be deter-
mined by ANOVA. The result for preference solution using ANOVA is given in
Table 30. The results of factor responses are considered by using higher-the-better
criteria by means of MINITAB software. Table 31 indicates that Cp, Ip, Ton and DC
are parameters which have a significant contribution towards improvement in the
value of preference solution while the role of Vg is insignificant.

Table 26 Weighted normalized decision matrix

Run MRR TWR EWR SR RLT HVN

1 0.0116 0.0036 0.0073 0.0299 0.0194 0.0232

2 0.012 0.0041 0.0079 0.0323 0.0202 0.023

3 0.0124 0.0047 0.0089 0.0354 0.0213 0.0232

4 0.0205 0.0058 0.0066 0.0383 0.0263 0.0235

5 0.0248 0.0064 0.0061 0.0429 0.0270 0.0238

6 0.0302 0.0077 0.0059 0.0462 0.0277 0.0236

7 0.0426 0.0823 0.04502 0.0512 0.0289 0.0239

8 0.0465 0.1028 0.0515 0.0588 0.0303 0.0237

9 0.0496 0.1107 0.05209 0.0725 0.0312 0.024

10 0.0141 0.0036 0.0060 0.0152 0.0221 0.0284

11 0.0167 0.0052 0.0073 0.0178 0.0213 0.02927

12 0.0196 0.0039 0.00472 0.0219 0.022 0.02856

13 0.0293 0.013 0.0104 0.0286 0.0256 0.03004

14 0.0328 0.0096 0.0068 0.0276 0.0279 0.0311

15 0.0343 0.0134 0.0091 0.0327 0.0286 0.0304

16 0.0348 0.02005 0.01341 0.0348 0.034 0.0318

17 0.0474 0.0287 0.01413 0.0395 0.0353 0.0327

18 0.0538 0.03205 0.0138 0.0445 0.0372 0.0335

19 0.0294 0.0056 0.0044 0.0190 0.023 0.0292

20 0.0347 0.0059 0.0039 0.0217 0.0266 0.0299

21 0.0365 0.0056 0.0036 0.0242 0.0274 0.0305

22 0.0428 0.0196 0.0107 0.0294 0.027 0.0313

23 0.0446 0.0316 0.0165 0.0332 0.0298 0.0306

24 0.0528 0.0267 0.0118 0.0383 0.0328 0.0327

25 0.058 0.0394 0.0158 0.0443 0.0363 0.0334

26 0.0595 0.0348 0.0136 0.0481 0.037133 0.033

27 0.062 0.0494 0.0186 0.0488 0.03799 0.03375
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The response table for all the process parameters is shown in Table 31. The table
demonstrates the ranks based upon the delta statistics which compare the relative
magnitude of effects.

3.5 Microstructure Analysis

The SR has been observed to be dependent on the recast layer distribution. The
existing thermal conditions damage the surface and make it irregular. The mech-
anism of melting and mixing of powder in proper concentrations vary the surface
properties of the material resulting in its modification. The presence of foreign
particles if added in appropriate quantities reduces the SR of the machined parts.
Figure 15a, b represent the microstructures obtained at the optimum set of process

Table 27 Separation of
alternatives from positive and
negative ideal solutions

Run S+ S−

1 0.0537 0.1251

2 0.0541 0.1235

3 0.0549 0.1215

4 0.04923 0.1202

5 0.04821 0.119

6 0.0465 0.1179

7 0.0988 0.0486

8 0.1205 0.0391

9 0.1323 0.0386

10 0.0484 0.1310

11 0.04584 0.1284

12 0.04329 0.1287

13 0.0379 0.1172

14 0.0336 0.1221

15 0.0359 0.1165

16 0.0413 0.1086

17 0.0424 0.1032

18 0.0464 0.1017

19 0.0334 0.1295

20 0.0293 0.1288

21 0.0285 0.1285

22 0.0307 0.1141

23 0.0411 0.1015

24 0.0375 0.1080

25 0.0507 0.0972

26 0.0498 0.1011

27 0.0616 0.0900
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parameters with the addition of graphite powder to the dielectric fluid. The surface
quality of the machined sample tends to improve as the recast layer thickness and
microcracks formation reduce in comparison to machining without the addition of
powder. The increase in plasma flushing efficiency during PMEDM results in the
ejection of molten material and resolidification. Under constant flushing pressure,
with the increase in Cp the SR increases. This is due to the formation of carbide
layers resulting from the increased level of carbon from the graphite powder par-
ticles. The experimental findings depict that adding powder reduces the SR to a
huge extent, but multi-objective optimization helps to determine the most suitable
set of parameters with simultaneous optimization of chosen parameters to resulting
in improved surface properties of the machined surface.

Table 28 Estimation of
preference value with rank
order

Run Preference value Order

1 0.6997 18

2 0.6954 19

3 0.6887 20

4 0.7096 16

5 0.7117 14

6 0.7171 15

7 0.3297 25

8 0.2449 26

9 0.2260 27

10 0.7306 11

11 0.737 10

12 0.7483 8

13 0.7557 7

14 0.7841 5

15 0.764 6

16 0.7245 12

17 0.7086 17

18 0.6867 21

19 0.7948 3

20 0.8145 2

21 0.81835 1

22 0.7881 4

23 0.7118 13

24 0.7425 9

25 0.6570 23

26 0.6704 22

27 0.5938 24
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Table 29 Results of confirmatory experiment

Initial factor setting Optimal condition

Experimental

Level Cp1Ip1Ton1DC1Vg1 Cp3Ip1Ton3DC2Vg3

Concentration of graphite powder (g/L) 0 6

Peak current (A) 3 3

Pulse on time (µs) 100 200

Duty cycle (%) 7 8

Gap voltage (V) 30 50

MRR (mm3/min) 2.564 9.6

TWR(mm3/min) 0.0172 0.0395

EWR (%) 0.6718 0.4115

SR (lm) 3.8 4

RLT(lm) 13.8 13.2

HVN 784 1105

Value of preferred solution 0.732 0.8341

Improvement in preference value for ideal solution = 0.1021

Table 30 ANOVA table for preference solution

Source DF Seq SS Adj SS Adj MS F P P (%)

Cp 2 0.188 0.1880 0.0940 127.55 0.000 29.67

Ip 2 0.2575 0.2575 0.1287 174.71 0.000 40.64

Ton 2 0.0524 0.0524 0.0262 35.60 0.000 8.28

DC 2 0.1215 0.1215 0.0607 82.43 0.000 19.17

Vg 2 0.0023 0.0023 0.0012 1.58 0.237 0.366

Residual error 16 0.0117 0.0118 0.0007

Total 26 0.6337

S = 0.02715, R-Sq = 98.1%, R-Sq(adj) = 97.0%

Table 31 Response table for
means of preference value

Level Cp Ip Ton DC Vg

1 0.5581 0.7475 0.7162 0.7009 0.6877

2 0.7377 0.7427 0.6973 0.7429 0.6753

3 0.7323 0.5379 0.6146 0.5843 0.6650

Delta 0.1797 0.2095 0.1016 0.1586 0.0227

Rank 2 1 4 3 5
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4 Conclusion

The present investigation aims to determine the optimal setting for the process
variables to increase the MRR and HVN and minimize the TWR, EWR, SR and
RLT simultaneously for H-11 hot work tool steel by adding graphite powder to the
dielectric fluid. Taguchi’s technique has been implemented to perform the experi-
ments by altering Cp, Ip, Ton, DC and Vg. Single-objective optimization has been
carried out and an optimum set of process parameters have been identified for the
response parameters. Further, multi-objective optimization has been performed
using TOPSIS to identify the optimum set of input parameters that improve the
process performance. The findings from the present work are as follows:

1. Maximum MRR can be achieved at Cp3Ip3Ton3DC2Vg3 when machined using
PMEDM. Ip, powder concentration, Vg and Ton are the parameters which have
significant contribution toward improvement in MRR while the role of DC is
insignificant.

2. Minimum TWR can be obtained at Cp2Ip1Ton2DC2Vg1. Parameters which have
significant contribution toward improvement in TWR are Cp, Ip, Ton and DC are
while the role of Vg is insignificant.

3. Cp2Ip1Ton2DC2Vg1 offer minimum EWR when machined using PMEDM. Cp,
Ip, Ton and DC are parameters which have significant contribution toward
improvement in EWR while the role of Vg is insignificant.

4. Minimum SR is obtained at Cp2Ip1Ton1DC2Vg1. Parameters which have a
significant contribution towards improvement in SR are Cp, Ip and Vg are while
the role of Ton and DC is insignificant.

(a) (b)

Fig. 15 SEM of surfaces and sub-surfaces for the machining with graphite powder-mixed
dielectric. a Optical microscopy image of recast layer. b SEM micrograph of recast layer
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5. Minimum RLT is obtained at Cp1Ip1Ton3DC3Vg1. Parameters which have sig-
nificant contribution towards improvement in RLT is Cp, Ip and Vg are while the
role of Ton is insignificant.

6. Maximum HVN can be achieved at Cp3Ip3Ton1DC1Vg3 when machined using
PMEDM. Ip, powder concentration, DC and Ton are the parameters which have
significant contribution toward improvement in HVN while the role of Vg is
insignificant.

7. The multi-objective optimization results show that Cp of 6 g/L, Ip of 3 A, Ton of
200 µs, DC of 80% and Vg of 50 V i.e. Cp3Ip1Ton3DC2Vg3 is the optimal
setting using TOPSIS. The optimal setting obtained can develop the perfor-
mance of the quality characteristics under consideration.

8. Confirmatory test shows improvement of 0.1021 in the preferred values for the
optimum set using TOPSIS as compared to the initial setting, which is
satisfactory.

9. The significant machining parameters affecting the process characteristics at
95% confidence interval were determined using ANOVA. The adjusted R2

value was found to be 98.1% which means that 98.1% of the response variables
fit the linear model.

10. The microstructure analysis was done for the optimal setting which shows
improved properties due to less crack formation, lower roughness values and
small thickness of recast layer.

11. The model is appropriate for use to identify the most suitable set of input
parameters for the required performance characteristics. The outcome of the
present research work will be a substantial aid to the industries concerned with
the use of materials processed through PMEDM.

12. Adding powder particles to the dielectric widens the gap, improves the flushing
and makes the process stable. However, powders should be added in appro-
priate concentrations as they tend to settle down in the tank and cause difficulty
in stirring.
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Optimization of Single Pitch Error
and MRR in a WEDM Gear Cutting
Process

Kasinath Das Mohapatra and Susanta Kumar Sahoo

Abstract Gears are the key elements to the manufacturing processes. Gears having
teeth or wheels mesh together with other gears to transmit torque. Accurate motion
transfer and minimum running noise are the two most important features for these
gears which depend on the amount of errors, i.e. the errors present in the pitch of the
gears. Gears can be manufactured by different manufacturing processes such as
shaping, forming, hobbing, milling and broaching. Gears are one of the crucial
components of the highly accurate miniaturized devices such as pumps and motors,
electronics, business machines, home appliances, automotive parts, measuring
instruments, timing devices, MEMS, etc. It is also used in the scientific, industrial
and domestics areas. Gear cutting by WEDM finds its application in many indus-
trial areas of aeronautical and electrical industries that requires precise finishing and
appropriate accuracy. Geared devices can change the torque, speed and direction of
the power source. Copper, bronze, brass, stainless steel and aluminium are the most
frequently used materials for these gears. In the present investigation, miniature
copper gears of 2 mm thickness are cut by WEDM and the machine parameters are
optimized.
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Nomenclature

D Pitch circle diameter
F Fisher’s value
Fpt Single pitch error
Fp Theoretical pitch
h Workpiece thickness
K Diameter of the wire
l Length of cut
m Alternatives
N Number of teeth
n Objectives
P Probability value
Pd Diametric pitch
R2 Regression coefficient
Ton Pulse on time
Toff Pulse off time
t Time between the cutting length
VC Cutting speed
Wf Wire feed rate
Wi Weight of the criterion
Wt Wire tension
Xij Response
Yi Modified coefficient ratio

1 Introduction

Wire EDM or Wire Electric Discharge Machining process is an unconventional
machining process used for cutting of different complex shapes of a conductive
material. Till today, manufacturing industries face difficulties to design and cut
intricate shapes using other conventional processes. Wire EDMmakes it easier to cut
different types of conductive materials making it much faster using altered parameter
settings. The mechanism of the wire EDM is the involvement of vaporization and
melting in which the materials are removed by thermoelectric erosion process by an
electric spark created between a very thin wire (usually brass of diameter 0.25 mm)
and an electrically conductive workpiece material. The wire in the spool is contin-
uously fed to the workpiece to cut the material from the workpiece and the process
occurs in an optimized speed such that there is a less chance of breakage in the wire.
A high-frequency DC pulse power is used in the spark gap between the wire and the
workpiece. This causes the existence of tiny sparks and the energy contained in it
removes a fraction of workpiece material. The machine uses distilled water as a
dielectric as it acts also as a coolant to the material and wire. Wire EDM is used for
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cutting many complex geometries and 3D shapes which are difficult to machine by
other conventional and non-conventional processes.

The present work deals with the cutting of small miniature gears made of copper
with thickness 3 mm. The machining is carried out using brass wire as the tool
electrode having a diameter of 0.25 mm and distilled water as the dielectric fluid.
The experiment was carried out using four input parameters at two levels each
repeated twice. Pulse on time, wire feed rate, pulse off time, and wire tension are
taken as the process parameters and material removal rate and single pitch error
were taken as the output parameters for the experiments. Totally 32 teeth have been
obtained by conducting 32 sets of experiments, each parameter being machined
considering two gear teeth. Totally four gears have been obtained each having 16
numbers of teeth and the responses, i.e. material removal rate and pitch error have
been obtained and assessed from these experiments. A Multi-objective optimization
technique using MOORA (Multi-objective Optimization using Ratio Analysis)
method has been performed to know the optimum settings out of the 32 combi-
nations obtained for the experiment. ANOVA (Analysis of Variance) table and
response table has been obtained to know the significant process parameters
affecting the output responses. The effects of response parameters on different
process parameters have been analysed. Microstructural analysis has been carried
out using SEM (Scanning Electron Microscope) for the wire (brass) and the
workpiece (copper) to study and investigate the various defects, microstructures and
surface characteristics of the cutting surface of the machined gear. Electron
Dispersive Spectroscopy (EDS) was carried out to know the particular compound
and composition present in the material. The optimum settings obtained for the gear
can be used for manufacturing and production of large quality miniature gears.

2 Literature Review

Many works on WEDM, in general, gear cutting by WEDM in particular, have
been carried out by the different researchers. On surface integrity of miniature spur
gears by WEDM was carried out by Gupta and Jain (2014). They found that the
combination of low discharge energy parameters leads to better accuracy and
surface finish of the miniature gears. Gupta and Jain (2014) analysed and optimized
the micro-geometry of miniature spur gears by wire EDM. Menz (2003) developed
a 3D micro-structuring of ceramics and materials for high aspect ratio in micro-wire
EDM process. The micro-geometry of miniature spur gears by wire EDM process
were studied by Taylor et al. (2013). They suggested that in order to manufacture
high-quality miniature gears, the use of pulse on time and voltage should be low.
Yeh et al. (2013) studied the surface characteristics of polycrystalline silicon using
phosphorous dielectric on wire electric discharge machining process.
A multi-objective optimization was carried out for a 3D surface topography by
Ming et al. (2014) in machining of YG 15 in WEDM. The spark erosion machining
of miniature gears was studied by Gupta et al. (2015). Mandal et al. (2015)
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modelled and optimized C-263 superalloy using multi-cut strategy in wire EDM.
They used the desirability function for the prediction of the optimal settings. Habib
and Okada (2015) studied the movement of the wire electrode in WEDM process.
They found the backward deflection of the wire in fine WEDM process. Wentai
et al. (2015) investigated the change in the wire tension in high-speed wire electric
discharge machining. The wire tension was found to be capable enough to remain
stable during the machining process. Kuriakose et al. (2003) studied the data mining
applied to the wire EDM process. They conducted the experiments collected from
the conducted data and they also tested it on additional data. They arrived at a
conclusion that the model that was built using data mining provides good results
with desired accuracy. With the improvement in the surface roughness, the material
removal rate was a major concern for the wire EDM process. A development of the
cylindrical wire EDM process, surface integrity and roundness was studied by Qu
et al. (2002). The accuracy improvement in the wire EDM by real-time wire tension
control was examined by Yan and Huang (2004). They attached dynamic absorbers
to the idle rollers of wire transportation mechanism so that the vibration of wire
tension is reduced during wire feeding. They concluded that with the attachment of
the dynamic absorbers, small steady-state error and fast transient response can be
obtained with geometrical contour error of corner cutting reduced to approximately
50%. Miller et al. (2004) investigated the spark cycle on material removal rate in
wire EDM of advanced materials. They used metal bond diamond grinding wheels
and porous metal foams in their experiment. They identified five types of con-
straints developed during machining, i.e. wire breakage, machine slide speed limit,
MRR due to short circuit and pulse on time upper and lower limits. Further the
capability of WEDM process was also established by them to machine different
advanced materials. In the meantime, several researchers tested the wire EDM
parameters. Liao et al. (2004) conducted Analysis of Variance (ANOVA) and
Fischer test (F-test) in order to obtain a fine surface finish in wire EDM. They
found that low conductivity of dielectric should be amalgamated for the discharge
spark to take place with the best surface finish of 0.22 µm. They further concluded
that the traditional circuit should be modified using low power for ignition in order
to achieve a good surface roughness during machining. The cutting parameters
were still a major concern when Kanlayasiri and Boonmung (2007) investigated the
effects of wire EDM machining parameters on surface roughness of newly devel-
oped DC53 die steel. They investigated on the machining parameters such as pulse
on time, pulse off time, wire tension and pulse peak current. Further they employed
quantitative testing methods in place of qualitative testing techniques on residual
analysis. Their findings concludes that based on ANOVA, pulse peak current and
pulse on time were the significant variables to affect the surface roughness of
wire-EDMed DC53 die steel. As the wire deforms resulting in the deviations in the
inclination angle of machined parts, Plaza et al. (2009) developed some original
models for the prediction of angular error in WEDM taper cutting. The two original
models were developed by them for the prediction of angular error to decrease the
experimental load and contribute a general approach to the problem. Their findings
showed that the taper angle and the part thickness were the most influencing
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variables in the problem. The angular error in wire EDM taper cutting was studied
by Sanchez et al. (2008) when he designed a new approach to the prediction of
angular error in taper cutting. They derived a quadratic equation for the prediction
of angular error in taper cutting. They reported that the influence of the angular
error is mostly due to the angle and the part thickness determining wire’s
mechanical behaviour. Soon with the advancement of the taper cutting, the corner
cutting were also given importance and hence the corner cutting accuracy of thin
parts using wire electric discharge machining was carried out by Dodun et al.
(2009). Their results disclosed that the outside corners can be obtained with a small
thickness and corner angle having the shape of post-yield bending when accom-
panied by the machining error. Yan and Liu (2009) designed, analysed and
experimented the study of a high-frequency power supply for finish cut of wire
EDM. They developed a high-frequency power supply for the improvement of
surface quality in wire EDM. Their findings revealed that the electrolytic effect of
tungsten carbide can be reduced by pulse duration ratio in a high discharge fre-
quency of more than 500 kHz.

From the literature review, it was observed that very few works have been
carried out in gear cutting of copper by wire EDM process. In view of it, the
objective of the present work is to focus on producing spur gears made of copper, to
maximize the MRR and minimize the error present in the gears by optimizing the
responses and to obtain a best combination from the present settings so that the time
can be reduced. In addition to it, the machining of copper gear by wire EDM
process at the obtained optimized setting will be an advantage in producing copper
gears by achieving faster machining rate.

As the machining of gears by copper have an application in various trans-
portation oils such as diesel, petroleum, semiconductor industries, lubricant oils,
clocks, radiators, aerospace, printing, papermaking, mining industries, electric
motors, trucks, air brakes, etc., the obtained optimized setting can be an advantage
over other combinational settings to produce high-quality miniature spur gears
made of copper.

3 Experimental Setup

3.1 Machines, Materials and Specifications

The experimental work is carried out using an ELECTRONICA EPULSE 15®

machine. As copper gears have important applications in many industries men-
tioned above, so copper was chosen as the workpiece material of thickness 3 mm.
A brass wire of diameter 0.25 mm is taken as the tool electrode for the machining
operation. Distilled water is used as the dielectric fluid for carrying out the present
work. Figure 1 displays the schematic diagram of wire EDM process. The com-
position of the brass wire is a pure brass of 65% copper and 35% of zinc. The
machine uses a high-voltage DC servo stabilizer of 400 V.

Optimization of Single Pitch Error and MRR … 289



3.2 Parameter Settings and Gear Specifications

The machine parameters are chosen according to the machine restraints and past
literature survey. To conduct the experiment, four input parameters were chosen at
two different levels repeated twice. The combinations were obtained from Minitab
16® software with 32 numbers of setting combinations. Pulse on time (Ton), pulse
off time (Toff), wire tension (Wt) and wire feed rate (Wf) were taken as the process
parameters.

The other wire EDM parameters such as peak current, servo voltage, peak
voltage, water pressure and servo feed rate were kept constant for the experiment.
The response parameters such as Material removal rate and single pitch error
(SPE) were obtained after the machining operation.

The model of the gear is constructed using ELCAM® software giving necessary
geometric parameters. The gear model was designed giving required pressure angle
of 20°, pitch circle diameter (D) of 10 mm and number of teeth (N) as 16. Table 1
depicts the parameters and range considered for conducting the experiment.

Fig. 1 Schematic diagram of
wire EDM process

Table 1 Parameters and
range considered for the
experiment

Input parameters Units Symbol Levels

I II

Pulse on time μs Ton 105 110

Pulse off time μs Toff 53 58

Wire feed rate m/min Wf 3 5

Wire tension Kg-f Wt 5 7
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Figure 2 shows the different gears obtained after the machining operation, its
specifications and terminologies. The experiment was carried out for all the 32 sets
of the combinations considering each two teeth’s as one set. So an all total of 4
gears were obtained having sixteen numbers of teeth on one gear. So in one gear
eight sets of combinations were carried out. The gears obtained were measured for
calculating the single pitch error produced in the teeth. Table 2 depicts the speci-
fication of gears obtained for the machining process.

3.3 Calculation of the Response Parameters

The response parameters obtained were measured for the experimental investigation
and analysis. The material removal rate is obtained by taking the cutting speed, wire
diameter and workpiece thickness into consideration. Cutting speed is calculated by
taking length and time into consideration. Higher the pulse on time, more is the
removal of material. The material removal rate (mm3/min) is calculated by the
following formula:

MRR ¼ VC � h� k; ð1Þ

Fig. 2 Gears obtained after the machining operations a specifications of the gear and b gear
terminologies

Table 2 Gear specifications
obtained for the machining
operation

Material Copper

Profile Involute

Pressure angle 20°

Number of teeth 16

Pitch circle diameter 10 mm

Face width 2.45 mm

Tooth width 0.916 mm
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where Vc is the cutting speed in mm/min, K is the diameter of the wire (0.25 mm)
and h is the workpiece thickness (3 mm).

Similarly, the cutting speed is calculated by the following formula:

VC ¼ 60� l=t mm/min, ð2Þ

where l is the cut length of two teeth’s of the gear in mm and t is the time between
the cutting length.

The machining time was calculated by using stopwatch from the starting point of
the one tooth to the ending point of the same tooth for one gear tooth.

During the machining of the gears by wire EDM, some deviations occur while
cutting of the gear tooth. These are nothing but the type of errors produced in the
gear tooth during the machining operation. These errors arise due to noise and
certain environmental condition during machining. Single pitch error is one of the
pitch deviation error occurs during the machining of the gear tooth.

Single pitch error is calculated by taking two teeth into consideration. It is the
difference between the theoretical and actual measured values of a pitch for a given
pair of teeth or the deviation between the actual measured pitch values between any
two adjacent tooth surfaces and the theoretical circular pitch.

Single pitch error FPtð Þ ¼ Theoretical Circular Pitch� Actual measured pitch values

ð3Þ

The actual measured values of pitch were obtained after the machining by taking
the average of the two left flanks and right flanks distance into consideration.

The theoretical circular pitch (FP) is calculated by the following formula:

Fp ¼ p=Pd ¼ pD=N; ð4Þ

where D is the pitch circle diameter in mm (10 mm), N is the number of teeth and
Pd is the diametric Pitch.

Figure 3 depicts the image scale legend for 20× magnification zoom, where
magnification 20× corresponds to 14.537 μm for 0.5 mm length. Similarly, the
measurement of single pitch error for one combination (L21) out of 27 combinations
is depicted in Fig. 4. The measurement of single pitch error in Fig. 4 is measured in
microns. The micron is then converted to millimetre according to the 20× scale.

The readings for the single pitch error were measured by using suitable software
Caliper pro 4.2. From the Fig. 4a, A to B signifies the measurement of left flank and
right flank for one gear tooth. A to a signifies the measurement of left flank
measured from the software. Similarly, b to B signifies the measurement of right
flank measured from the software. The readings were assessed and averaged thrice
for the measurement and the average of the left flank and right flank were calculated
for the measurement of the pitch error.
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4 Multi-objective Optimization Using MOORA

The experiment was conducted for all the 32 sets of combinations. The output
parameters, i.e. MRR and single pitch error were optimized using ratio analysis and
is called multi-objective optimization using ratio analysis (MOORA). This method
was first introduced by Brauer (2007), in order to solve various conflicting
decision-making problems. The multi-objective response parameters are converted
to single-objective response parameters by this method. In the present work, the
MRR should be maximized and the single pitch error should be minimized. The
decision matrix showing the performance of different alternatives can be written in
the form:

X ¼
X11 � � � X12 � � � X1n

X21 � � � X22 � � � X2n

� � � � � � � � � � � � � � �
Xm1 � � � Xm2 � � � Xmn

2
664

3
775 ð5Þ

The method starts with a matrix of responses of different alternatives to different
objectives:

Xij
� �

MRR and Xij
� �

Fpt ð6Þ

where Xij is the response of the ith objective to the jth alternative, i = 1, 2, …, n are
the objectives, j = 1, 2, …., m are the alternatives.

To achieve the problem, normalization is done so that the values transforms into
a dimensionless number [0, 1].

Fig. 3 Image scale legend
while measuring the single
pitch error at 20×
magnification zoom
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The summation for MRR and Fpt were calculated as follows:

Xij
� �

MRR¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i¼1

X2
ij

s
and Xij

� �
Fpt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

X2
ij

s
: ð7Þ

Fig. 4 Measurement of single pitch error at 20× magnification zoom
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Step 1: The normalized decision matrix by vector method is calculated by the
formula:

Xij;MRR;Fpt ¼ XijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1 X

2
ij

q ; i ¼ 1; . . .; n; j ¼ 1; . . .;m: ð8Þ

The MOORA method has two different components, ratio system and
reference point approach. The responses are added in case maximization
(MRR) and subtracted in case of minimization (single pitch error) for
optimization.

Step 2: The ranking value according to ratio system is as follows:

Yi ¼
Xg
i¼1

X�
ij �

Xn
i¼gþ 1

X�
ij ; ð9Þ

where
Pg

i¼1 X
�
ij and

Pg
i¼gþ 1 X

�
ij are for the benefits and non-benefits

criteria respectively.
i = 1, 2,…, g are the objectives to be maximized and i = g+1, g + 2,…,
n are the objectives to be minimized and Yi is the normal assessment of
the alternative j with respect to all objectives.
If there are some attributes more important than others then the Ranking
value becomes

Yi ¼
Xg
i¼1

WiX
�
ij �

Xn
i¼gþ 1

WiX
�
ij ð10Þ

where Wi is the weight of the ith criterion.
Step 3: The Yi values are ranked and the alternative with the highest value is

chosen as the best alternative.
Step 4: The modified coefficient ratio is given by the following formula:

Yi ¼
Xg
i¼1

X�
ij=

Xn
i¼gþ 1

X�
ij : ð11Þ

Table 3 depicts the experimental design values of both input and output
parameters obtained by using L32 orthogonal array and the optimization
was carried out by combining the output responses using Ratio analysis.
The multi-objective responses, i.e. MRR and single pitch error were
optimized to single-objective response MCR (Modified Coefficient
Ratio) using ratio analysis. From the above table, the highest coefficient
rank corresponds to the 24th setting of the combinations which is con-
sidered as the best alternative. So Ton 110-Toff 53-Wf 5-Wt 7 is chosen
the best combination of the gear made of copper to be manufactured in
the field of wire EDM within these settings.
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Table 3 MOORA Optimization of L32 orthogonal array

S. No. Input parameters Output
parameter

MOORA

Ton Toff Wf Wt MRR FPt MOORA
coefficient rank

1 105 53 3 5 1.26 1.2 0.6841 24

2 105 53 3 5 1.24 1.08 0.7510 18

3 105 53 3 7 1.31 1.14 0.7498 19

4 105 53 3 7 1.30 1.18 0.7205 21

5 105 53 5 5 1.34 1.22 0.7182 22

6 105 53 5 5 1.37 1.22 0.7343 20

7 105 53 5 7 1.35 1.13 0.7783 17

8 105 53 5 7 1.23 1.16 0.6947 23

9 105 58 3 5 1.04 1.09 0.6228 25

10 105 58 3 5 1.08 1.25 0.5629 32

11 105 58 3 7 1.06 1.16 0.5981 30

12 105 58 3 7 1.10 1.14 0.6298 26

13 105 58 5 5 1.04 1.12 0.6018 28

14 105 58 5 5 1.03 1.12 0.6004 27

15 105 58 5 7 1.05 1.15 0.5948 29

16 105 58 5 7 1.02 1.14 0.5788 31

17 110 53 3 5 2.25 1.07 1.3700 3

18 110 53 3 5 2.10 1.06 1.2914 8

19 110 53 3 7 2.13 1.02 1.3650 5

20 110 53 3 7 2.23 1.08 1.3452 4

21 110 53 5 5 2.35 1.11 1.3793 2

22 110 53 5 5 2.26 1.21 1.2125 12

23 110 53 5 7 2.06 1.14 1.1784 15

24 110 53 5 7 2.18 1.03 1.3802 1

25 110 58 3 5 2.09 1.04 1.2993 7

26 110 58 3 5 2.03 1.06 1.2489 10

27 110 58 3 7 2.08 1.11 1.2172 14

28 110 58 3 7 2.02 1.05 1.2493 11

29 110 58 5 5 1.87 1.09 1.1125 16

30 110 58 5 5 2.28 1.15 1.2839 6

31 110 58 5 7 2.09 1.08 1.2620 9

32 110 58 5 7 1.98 1.04 1.2341 13
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5 Analysis of the Experiment

5.1 Microstructural Study of Material and the Wire

The objective of carrying out the material analysis is to investigate and analyse the
various surface defects of the copper plate material at the optimized settings
obtained from the wire EDM parameters. The surface metallography needs to be
investigated as wire EDM is a thermal dominant process and the very high tem-
perature has a significant impact on the process-induced surface integrity including
microstructure change, surface characteristics and grain structure.

The experiment was conducted and the output parameters, i.e. MRR and single
pitch error were optimized using MOORA method to get the best alternative. The
material and the wire with the best alternative Ton 110 µs, Toff 53 µs, Wf 5 m/min
and Wt 7 kg-f are now analysed for the various qualitative and microstructural
analyses of the study.

5.1.1 Study of Grain Structure

The optimized setting of the teeth was first seen under the optical microscope and
then the image is viewed under scanning electron microscope to know the presence
of grains after etching. In order to see the grain structure, proper etchant should be
applied to the machined gear tooth. The etchant used for copper is distilled water
(50 ml) and Nitric acid (50 ml).

Figure 5a, b depicts the optical image of the gear visualized at the surface at
400× zoom and Fig. 5c depicts the SEM image of the gear at 300× zoom after the
etchant has been applied. From the figures, it can be observed that some grains like
structures or grain boundaries are formed on the machined material surface after
etching. The formations of grains are due to the structure, composition or phase of
the metal that creates electrochemical potentials when exposed to an etchant.

Fig. 5 Optical and SEM image of the copper at 400× and 300× zoom
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5.1.2 Study of Surface Characteristics Using Scanning Electron
Microscope (SEM)

The gear tooth is placed under scanning electron microscope and the micrographs
were studied for both the material and the brass wire. Figure 6 describes the SEM
image of the workpiece material at 10,000× zoom. It can be observed that there are
some voids and cracks formation on the surface of the workpiece material. Some
dark regions spots such as pores were clearly visible on the work material.
High-speed spark energy density and wire feed rate were the reasons for the
occurrence of such voids and cracks due to the sparks generated from the wire. It is
clear that the surface characteristic of the WED machined surface depends upon the
applied discharge energy.

Figure 7 depicts the SEM analysis of the copper material at 5000× and 50,000×
magnification zoom. From the Fig. 7a, it can be observed that some holes and
heat-affected zone (HAZ) were formed on the material surface. The heat-affected
zone is associated with grain growth, high tensile residual stress, porosity, and
dielectric fluid. The formation of the hole is due to the high discharge energy of the
spark with a high spark on time. The heat-affected zone formation is due to the
change in temperature, rapid heating, continuous high sparks and quenching in the
WEDM process. The bull eye was also marked as shown in Fig. 7a and the
occurrence of bull eye is due to the presence of oxygen-rich layer. A lump of debris
was also identified at high discharge energy settings as depicted in Fig. 7b. The
dielectric carries out some of the molten material at high discharge energy settings.
The leftover molten material re-solidifies to form lumps of debris.

Figure 8 depicts the SEM analysis of the copper material at 10,000× magnifi-
cation zoom. Pores and holes were formed on the material surface as shown in
Fig. 8a. The pores are formed due to the frequent melting expulsion on the wire

Fig. 6 Micrographs of the
copper material at 10,000×
zoom
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surface due to high pulse on time. High spark energy density at high wire feed rate
causes the material to form surface holes during machining operation. Similarly,
Fig. 8b shows voids and craters due to high spark energy density at high pulse on
time causing the sparks to create such formations on the material surface.

Figure 9 depicts the SEM analysis of the copper material at 20,000× magnifi-
cation zoom. Craters and voids were visible on the material surface as displayed in
Fig. 9. The violent sparks with high-energy density and the various forces occurring
in the wire lag lead to the formation of voids and craters on the material surface.
Similarly, the melted debris was identified on the material surface as shown in
Fig. 9b due to the deposition of the melted material formed due to the solidification
of the spark at high discharge energy settings. The high discharge energy of the

Fig. 7 SEM analysis of the copper material at a 5000× and b 50,000× magnification zoom

Fig. 8 SEM analyses of the copper material at 10,000× magnification zoom
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plasma channel results in melting of the material but it is not sufficient to produce a
high exploding pressure which can spray all the molten metal away from the
machined surface. The gas bubbles banish from the molten material when the
remaining molten material solidifies on the surface resulting in micro-voids.

Figure 10 depicts the microstructural analysis carried out for the wire at the
optimized setting of the response Ton 110 µs, Toff 53 µs, Wf 5 m/min, and Wt
7 kg-f. Figure 10a displays the affected damaged zone indicating that the wire is
being affected by the sparks produced from the wire at high discharge rate. Some
cracks and melted deposits were also marked over the wire surface as shown in
Fig. 10b. High discharge energy at high servo voltage and wire feed rate results in
the formation of such cracks. Moreover high peak current and induced stresses
exceeding the wires ultimate tensile strength are the reasons for the formation of
cracks.

Fig. 9 SEM analyses of the copper material at 20,000× magnification zoom

Fig. 10 Microstructural analysis of the wire
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5.2 Elemental Analysis

The very high temperatures of the sparks (up to 45,000 K) subsequently melt and
vaporize the surface of the workpiece material during the discharge process. As a
result complex chemical reactions take place between wire material, workpiece
material, and the dielectric. The analysis is measured by using EDS so that the
element composition of the machined surfaces and wires can be analysed.

5.2.1 EDS of Copper Material

EDS or Energy-Dispersive X-ray Spectroscopy is used for analysing chemical
characteristics of the material.

The EDS of the copper plate is shown in Table 4.
The elements present on the workpiece material are indicated by the peaks

corresponding to their energy levels. The weight percentage of the carbon was
found to be 20.68 and that of the copper was found to be 79.32% in the Kth shell.
The EDS of the copper material is shown in Fig. 11. The presence of carbon and
oxygen are negligible due to significantly reduced discharged energy.

5.2.2 EDS of Brass Wire

The EDS analysis of the brass wire electrode at the optimized settings (Ton 110 µs,
Toff 53 µs, Wf 5 m/min and Wt 7 kg-f) was exposed at high discharge energy
settings to know the presence of foreign elements such as Cu, O, and Zn on the
WED machined surface migrated in considerable quantities. Figure 12 depicts the
EDS analysis of brass wire electrode.

The section of the machined wire surface scanned was subjected to EDS and the
weight % and atomic % of the elements formed was analysed. Table 5 shows the
EDS analysis of brass wire electrode. It was concluded that the elements present in
the brass wire after machining were Cu and Zn with the weight % of Cu as 54.66%
in the Lth shell and Zn as 45.34% in the Lth shell. The presence of copper was
detected due to the diffusion of the material between the brass wire electrode to the
workpiece material.

Table 4 EDS of the copper
material

Element Weight % Atomic %

C K 20.68 57.99

Cu K 79.32 42.01

Total 100
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6 Results and Discussion

6.1 ANOVA Table for Means

Table 6 shows ANOVA for the means. The factors affecting the response can be
determined by the ANOVA table.

If the probability (P) value <0.05, the factor is said to be significant. From
Table 6, it was observed that pulse on time and pulse off time are the most crucial
factors contributing the most in the prediction of the output responses. The
R-Square also corresponds to 97.52% of the total value for the experiment.

Fig. 11 EDS of the copper material

Fig. 12 EDS of brass wire electrode

Table 5 EDS analysis of
brass wire electrode

Element Weight % Atomic %

Cu L 54.66 55.36

Zn L 45.34 44.64

Total 100
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6.2 Response Table for Means

The rank of the process parameters are determined by the response table. The
response table of the process parameters is shown in Table 7.

From the response table, it was analysed that the pulse on time is the most
determining parameter followed by pulse off time, wire feed rate and wire tension.

6.3 Statistical Models for MRR and Single Pitch Error

Kanlayasiri and Boonmung (2007) suggested some multiple linear regression
models that are suitable in predicting various performance measures in wire EDM
process. The regression equations of the statistical models of the responses were
obtained by using suitable software by selecting the input and output responses of
the model. The experimental results were obtained after the gear has been machined
by wire EDM process. Regression coefficient (R2) 0.975 and 0.942 in MRR and
pitch error, respectively, indicates a good sign of statistical model values with the
experimental. The statistical regression models for MRR and single Pitch error can
be given by the following equations:

MRR ¼ �16:5þ 0:190 � Ton � 0:0389 � Toff þ 0:0056 �Wf � 0:0136 �Wt ð12Þ

and FPt ¼ 2:79� 0:0141 � Ton � 0:00258 � Toff þ 0:0127 �Wf � 0:0111 �Wt:

ð13Þ

Table 6 ANOVA table for
means

Source DF SS MS F
(Fisher’s)

P

Ton 1 3.006 3.006 1031.5 0.000

Toff 1 0.085 0.085 29.41 0.000

Wf 1 0.004 0.004 1.40 0.248

Wt 1 0.0003 0.0003 0.11 0.739

Error 27 0.078 0.0029

Total 31 3.175

Table 7 Response table for
means

Level Ton Toff Wf Wt

1 0.6638 1.0221 0.9816 0.9671

2 1.2769 0.9186 0.9591 0.9736

Delta 0.6131 0.1035 0.0226 0.0064

Rank 1 2 3 4
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Figure 13 displays the comparison between statistical and experimental model
values of MRR. Similarly, the comparison between the statistical and the experi-
mental values for single pitch error is displayed in Fig. 14. Both the graph confirms
a good agreement of the results between the statistical and the experimental model
values.

Fig. 13 Comparison
between statistical and
experimental values of MRR

Fig. 14 Comparison
between statistical and
experimental values of single
pitch error
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6.4 Various Plots Obtained During Analysis

6.4.1 Main Effect Plot

Figure 15 depicts the main effect plot diagram for the modified coefficient ratio
(MCR). Figure 15 depicts the main effect plot diagram for the modified coefficient
ratio (MCR). The MRR should be maximized so that the cutting speed and the
machining rate should be higher while machining of the materials. Similarly, the
errors in the pitch should be lower or in other words, the single pitch error should be
minimized. The obtained MCR after optimizing the multi-objective responses
should be considered as highest the better and the combinations for the best
alternative can be evaluated by ordering their ranks. The mean for each input factors
with respect to the MCR was analysed and is depicted in Fig. 15. From the
Fig. 15a, the MCR increases with the increase in the pulse on time. The modified
coefficient ratio has the highest impact on pulse on time 110 µs rather than pulse on
time 105 µs. High values of pulse on time results in high discharge energy of the
spark which further results in higher values of MCR.

Fig. 15 Main effect plot for modified coefficient ratio
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Similarly from the Fig. 15b, the MCR decreases with the increase in the pulse
off time. With the increase in the wire feed rate, the MCR decreases as shown in
Fig. 15c. Similarly the MCR increases with the increase in the wire tension as the
discharge energy drawn from the wire is more at low wire feed rate and is shown in
Fig. 15d.

6.4.2 Surface and Contour Plots

Surface plots and contour plots are designed to express the potential relationship
between the input and output variables. The contour plot is a substitute of 3D
surface plot. The contour plot and surface plots can hold two continuous factors at a
time. The contour plots can be represented in terms of area, contour lines and area
and contour lines.

Figure 16 depicts the 3D surface plot analysed for the MCR with respect to the
input variables. The region with the darkest colour indicates highest MCR while the
region with the lightest colour indicates lowest MCR. Figure 16a depicts the 3D
surface plot of MCR versus Ton and Toff. From Fig. 16a, it can be concluded that the
highest MCR corresponds to Ton 107 µs and Toff 53 µs. Figure 16b depicts the 3D
surface plot of MCR versus Ton and Wt. Similarly from Fig. 16b, it can be resolved
that the highest MCR corresponds to Wt 5 kg-f and Ton 110 µs.

Figure 17 depicts the contour of MCR versus Ton and Toff of areas only. The
contour plot displays a stationary ridge topographical map with the rows increasing
in a uniform manner. The darkest region corresponds to highest MCR (>1.35)
which reveals that the MCR is highest in the region of Ton 110 µs and Toff 53 µs.
With the increase in the pulse off time, the MCR goes on decreasing in between the
range of Ton 109–110 µs. This indicates that a higher material removal rate and
lower single pitch error can be achieved at low values of pulse off time and high
values of pulse on time.

Fig. 16 3D surface plot for modified coefficient ratio
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6.5 Effects of Response Parameters on Process Parameters

6.5.1 Effect of Material Removal Rate

Figure 18 depicts the effect of MRR on process parameters. Figure 18a depicts the
effect of MRR at increasing pulse on time and pulse off time at constant wire feed
rate and wire tension. With the increase in the pulse on time at increased pulse off
time, the MRR tends to increase. With the further increase in the wire tension at
constant wire feed rate, the MRR increases as shown in Fig. 18b. The increase in
the MRR is due to the high pulse on time at high discharge energy settings causing
the spark intensity to increase thereby increasing the cutting speed and machining
rate. With the further increase in the wire feed rate, the MRR also increases as
shown in Fig. 18c. This is due to the fact that at high pulse on time and due to
higher wire feed rate, the cutting time is reduced with the occurrence of high sparks
thus increasing the material removal rate. With the further increase in the wire
tension (Fig. 18d), the MRR increases due to the high reaction forces cause the
spark to create more heat and temperature thereby increasing the machining rate and
cutting speed.

6.5.2 Effect of Single Pitch Error

Figure 19 depicts the effect of single pitch error on process parameters. Figure 19a
depicts the effect of single pitch error at increasing pulse on time and pulse off time
at constant wire feed rate and wire tension. There is a decrease in the single pitch
error as depicted from Fig. 19a. High discharge energy at low wire feed rate and
wire tension result in uniform machining of the gear tooth without any deviation.

Fig. 17 Contour plot for modified coefficient ratio
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With the further increase in the wire tension at low wire feed rate, the wire is
stretched more tightly in between the upper and lower guide providing uniform
cutting of the gear tooth with little/no deviations. Hence, the error tends to minimize
or decrease (1.17) even if the pulse on time is increased as displayed in Fig. 19b.
The sparks produced from the wire remains unchanged at high discharge energy
and high pulse off time at low wire feed rate. With the increase in the wire feed rate
(Fig. 19c) and at low pulse off time (53 µs), the error slightly increases (1.21) due
to the rapid movement of the wire resulting in the irregular cutting of the gear
profile at high discharge settings. With the further increase in the wire tension
(Fig. 19d), at high discharge energy and low pulse off time, the pitch error tends to
increases. The increase in the pitch error is due to the fact that at high discharge
energy, wire feed rate and wire tension the occurrence of the spark is more but due
to the low pulse off time (53 µs), the spark termination time and voltage for the gap
is reduced for the period and this results in the plasma channel to draw more
discharge energy from the wire resulting in an increase in the spark efficiency thus
leading to irregularity of the gear tooth and deviations in the profile.

Fig. 18 Effect of MRR on process parameters
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Figure 20 depicts the error graphs obtained for both MRR and single pitch error
in machining of the gear profile. As the replication is made twice, the error graphs
were obtained considering the output responses of the first and second run and it

Fig. 19 Effect of single pitch error on process parameters

Fig. 20 Error graphs obtained for MRR and single pitch error
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was observed from both the figures that the error variation for both the responses
differs by a very small amount satisfying the stability and accuracy of the model.

7 Conclusions

The study focused on the effect of machining parameters on the output responses of
the gear cut copper material in the main cut operation and analysis of surface
characteristics by the wire EDM process. Key findings can be summarized as
follows.

• The experiment was conducted for the gear cutting process by wire EDM. The
response parameters were optimized using MOORA method and a combination
was obtained for the best alternative.

• Microscopic study of the material was carried out at the optimized setting of the
response and it was found that some grain like structures were formed on the
workpiece material after the material has been etched by the etchant, i.e. distilled
water and nitric acid.

• Microstructural study also reveals that voids and craters were formed on the
surface of the workpiece as viewed under SEM at higher magnification zoom.
Micro-voids were formed due to the solidification of the molten material on the
material surface. Furthermore holes, debris and cracks were also identified due
to high discharge energy settings resulting in high intensity of the spark. Some
cracks and melted deposits were also marked over the wire surface at high
discharge energy, servo voltage and wire feed rate due to the increase in the
induced stresses and peak current exceeding the wires tensile strength.

• EDS characterization was done to know the elemental composition of the
machined surfaces and wires. The percentage of copper was found to be 79.32 in
the workpiece material. Similarly, the EDS characterization was also performed
for the brass wire depicting the weight percentage of copper to be 54.66% and
Zznc to be 45.34%.

• ANOVA table and response table were depicted showing that pulse on time and
pulse off time were the most significant factors affecting the responses. The
regression equations were obtained and the experimental model was validated
with the statistical model values illustrating a good sign of stability of the model.

• Various plots like main effect plot for means, surface plots and contour plots
were analysed to describe the potential relationship between the variables. The
effects of different responses on individual process parameters were plotted and
investigated. The graph reveals that the MRR increases and single pitch error
decreases with the increase in the pulse on time. The MCR decreases with the
increase in the wire feed rate and increases with the increase in the wire tension
due to low wire feed rate and high discharge energy drawn from the wire.

• The error graphs were obtained for both MRR and single pitch error and it was
observed that the error variation for both the responses differs by a very small
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amount satisfying the stability and accuracy of the model. The optimized setting
or combination obtained in the present work can be further used in machining
and manufacturing of high-quality copper gears.
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Novel Finishing Process Development
for Precision Complex-Shaped
Hemispherical Shell by Bulk Plasma
Processing

D. Sam Dayala Dev, Enni Krishna and Manas Das

Abstract It is not uncommon that inertial sensor technology demands ‘zero’ sur-
face and subsurface defects on sensing element microstructures, which are polished
to very fine surface finish. Non-contact type unconventional finishing techniques
are being developed to augment or replace chemo-mechanical polishing
(CMP) technique for finishing such microstructures to remove subsurface damage.
The aim of this study is to develop an atomistic material removal mechanism by
chemical vaporization process. The novelty of this process is combining the merits
of low-pressure plasma etching by ion such as isotropic material removal on all the
surfaces simultaneously and merits of atmospheric plasma process such as chemical
vaporization rather than physical bombardment by ions. This achieves defect-free
extremely fine-polished surfaces. A finite element based Comsol® software package
is used to model dielectric barrier excited RF discharge for helium and oxygen gas
as processing gas and reactive gas, respectively. The gas composition, pressure,
electrode configurations and power of RF excitation are studied with respect to
oxygen radical formation and their uniformity of distribution in the chamber.
Accordingly, plasma chamber is designed and built with Zerodur material with an
optical window to achieve a deterministic process, which is capable of simulta-
neously polishing entire complex 3D surfaces including cavities where no tool or
beam can reach. Plasma is established with helium as processing gas and oxygen
and SF6 are used as reactive gases at medium pressure of 20 mbar. The atomic
emission spectroscopy is used to monitor the various oxidation states of silica and
established correlation with respect to material removal rate and oxidation states of
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silica Si II and Si III. Fine-tuning of these parameters is done while polishing
hemispherical shell based on atomic emission spectroscopy observations and
established process with material removal rate of 0.008 mm3/min. After repeated
polishing cycles with cumulative 48 h of material removal, surface roughness
(Ra) of 3.6 nm is achieved from as-machined shell of Ra = 903 nm.

Keywords Nanofinishing � Plasma polishing � Atomic emission spectroscopy
Fused silica polishing

1 Introduction

The state-of-the-art inertial sensors demand on sensing microstructures,
ultra-fine-surface finish with ‘zero’ surface or subsurface damage (SSD). Mostly,
these microstructures of complex surfaces are realized in silica or fused silica
materials. Fused silica has been used heavily in laser systems and optical systems
which demand very high precision and complex shape. The most challenging task
in optical component fabrication is achieving surface accuracy and surface finish.
The need for shape accuracy and extreme surface finish is to be accomplished at the
same time which demands innovative process for finishing optical glasses. The
material processing technology has advanced to such an extent that 3D homoge-
neous fused silica is readily available with impurities limited to tens of parts per
billion (ppb). Hence, the bulk material is not limiting the performance of the
microstructures but the surface does. When the surface becomes thinner and thin-
ner, zero surface and subsurface damage can totally modify the performance of
these components. Therefore, the major challenge is to regain the bulk material
properties on the surface to atomistic level while ensuring zero defects on the
surface and subsurface. The normal line of manufacture of these brittle materials is
through machining using diamond-coated milling cutter with/without ultrasonic
assistance and further wet etching of the surface to eliminate all cracks and defects.

Wet etching invariably degrades the topography significantly while removing
microcracks. Microcracks/bond strain gets removed but surface topography chan-
ges as shown in Fig. 1. As surface topography and surface finish get poor and
subsurface defects are not completely removed, precision grinding is adopted to
correct the topography and surface finish before resorting to conventional polishing
technique such as chemo-mechanical polishing (CMP). Optical industries are able
to achieve sub-nanometer surface finish with variance of CMP process.

In CMP process, apart from the chemical effect of the slurry on the surface, each
abrasive makes a brittle machining for material removal. By the very nature of the

Fig. 1 Schematic of
a machined surface, and
b wet-etched surface
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CMP process, the surface defects are submerged and redeposited layer forms which
is chemical and mechanical property wise distinctly different from the bulk mate-
rial. Also, these processes are not deterministic resulting in poor and inconsistent
yield hiking the cost of these components. Typical surface and subsurface defects
occur in CMP process as shown in Fig. 2. Therefore, processes such as magne-
torheological finishing (MRF), elastic emission machining (EEM), etc., are devel-
oped as alternate finishing methods with least contact forces. Even though MRF is
able to achieve very high surface finish with low SSD, it does not fully eliminate.
Their applicability in finishing complex shape is very limited. Therefore, a
non-contact type alternate line of finishing for glass or brittle components like
plasma polishing is conceived in the present work, which is capable of
atom-by-atom material removal from the surface at different material removal rates
to replace wet etching and fine polishing processes.

1.1 Plasma Polishing

The plasma is known as a wide variety of macroscopically neutral substance having
many interacting free electrons and ionized atom or molecules. In other words,
plasma, which is called the fourth state of matter, is a partially ionized gas having
same number of +Ve and −Ve particles. Ion is having positive charge and it is a
molecule or atom of gas with a removed electron. Radical is a neutral particle (atom
or molecule) that exists in a state of incomplete chemical bonding, and therefore it
is chemically reactive. It is generated due to the fracture of a gas molecule by a
high-energy electron collision. Equation (1) shows the oxygen radical ð _oÞ
formation.

Fig. 2 Typical surface and subsurface defects occur in CMP process. With permission from
Shena et al. (2005), copyright (2005) Elsevier
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O2 þ e� �! 2 _O ð1Þ

There can be different forms of O2 radicals such as O2a1d, O2b1s, O1d and O1s
depending on the orbital position of the colliding electron. A typical plasma for a
given neutral molecule of density 10 � 1016/cm3 contains typically the following
species as shown in Table 1.

Therefore, more number of radicals (million times) than electrons or ions are
available in the plasma. Radicals are formed more easily and also their lifetime is
higher than electrons or ions. Ions do not etch or remove material. Ions affect the
process by energetic (physical) bombardment on the surface, influencing the
chemical process of atom-by-atom material removal. Radicals take part in dry
etching or material removal process. Another property of radicals is their chemical
activeness. Also, radicals react with the workpiece surface and volatile products are
generated. Table 2 shows the wide spectrum of plasma material removal mecha-
nisms for wide range of plasma gas pressure. The medium pressure of 1–100 mbar
has the unique feature of being cold chemical plasma with a capability to act on the
bulk of the specimen resulting in isotropic material removal. Table 3 lists the merits
and demerits of existing low pressure and atmospheric plasma processing tech-
niques with respect to the proposed medium-pressure plasma process. The gener-
ation of uniformly distributed plasma in a suitably designed chamber is possible
with medium-pressure plasma process.

Also, in situ passivation and cleaning can be carried out on the specimen. All
surfaces of 3D complex objects can be simultaneously and uniformly treated

Table 1 Plasma species for
neutral molecules of density
10 � 1016/cm3

Radicals 10 � 1014/cm3

Electrons 10 � 108/cm3

Positive ions 10 � 108/cm3

Table 2 Plasma material removal mechanism spectrum

Decreasing
pressure

Plasma characteristics Increasing energy

<0.1 mbar Physical (sputtering) momentum transfer
directional etching

High energy and surface damage
is high

0.2 mbar Reactive ion etching physical and
chemical variable anisotropy

Low energy

0.5 mbar Chemical plasma etching, fast and
isotropic material removal

1–100 mbar Cold chemical plasma, bulk acting and
isotropic material removal

Low-energy cold plasma model
assumes zero plasma
temperature

1 bar Atmospheric pressure plasma, cold
chemical isotropic jet plasma (small
aperture)

Very low energy, high surface
integrity
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provided the shape, size and configuration of the plasma chamber and electrodes are
suitably designed.

Plasma can be generated by either high DC voltage excitation or capacitive
coupled radio frequency (CCRFD) excitation. CCRFD consists of two typically
plane parallel electrodes of either same or different surface areas. The electrodes are
placed inside the vacuum chamber in direct contact with the plasma or isolated from
the plasma by a dielectric medium. If the electrode is behind a dielectric barrier,
then it is called ‘Dielectric barrier RF excitation’. Generally, the chamber is
grounded. One electrode is joined to an RF generator via an impedance matching
network and another electrode is connected to an RF high voltage waveform.

Due to difference between electron mass (me) and ion mass (mi) (mi/me � 1),
the ion inertia is much higher than the electron inertia. Therefore, electrons have
much higher energies than ions, and electrons will be lost in the walls quickly, if the
plasma gets in contact with the boundary wall. As a consequence, a sheath of
positive space charge will develop adjacent to the wall. In the sheath, an electric
field accelerates ions towards the wall and repels electrons confining them in the
discharge. In the sheath, quasi-neutrality is violated. In the quasi-neutral bulk, an
ambipolar field coupled ion and electron diffusion. Depending on the choice of
electrode surface area (chamber geometry) electrode gap, applied voltage wave-
forms, gas mixture, pressure and power, a variety of capacitively coupled dis-
charges can be generated. Each type provides unique features useful for particular
application. The gas mixture and pressure play the major role in defining the plasma
characteristics. The choice of processing gas is essential for chemical processes in
the plasma itself and at surfaces in contact with the plasma. Depending on the gas,
the discharge might be electropositive or electronegative. Capacitive coupled
dielectric barrier RF discharges can be operated at low pressure to less than
10−2 mbar for an isotropic etching process or at a high pressure, e.g. atmospheric
pressure plasma jets. High-pressure micro-discharges can provide high radical
density which is essential for material removal.

In the present study, a low power medium-pressure ‘cold’ plasma atomistic
finishing process is conceived to achieve isotropic polishing of complex 3D sur-
faces concurrently including inside surfaces where no tool or beam can reach.

1.2 Literature Survey

The literate survey on plasma-based polishing methods done by different
researchers is given below. Optical media is polished by the Gerhard et al. using
dielectric barrier discharge gas plasma (DBDG) at atmospheric pressure (Gerhard
et al. 2013). They achieved approximately 20% reduction in surface roughness
along with 80% improvement in waviness with increased surface energy on optical
materials including fused silica. The material removal is explained by ion bom-
bardment and de-excitation of argon species. It is explained that the plasma dis-
charge causes high electric field strength at roughness peaks. Hence, the waviness
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improves distinctly. Wang et al. studied the surface changes in terms of surface
modulus and hardness using atmospheric pressure plasma polishing (APPP) and
they demonstrated improved surface mechanical properties (Wang et al. 2011).
They reported that there is a decrease in surface residual stresses as the deformed
layer is removed atom by atom from the surface. Jin et al. investigated the
impacting factors on the surface roughness of Zerodur material by atmospheric
pressure plasma jet (APPJ) polishing using He, O2 and SF6 (Jin 2010). Yao et al.
(2010) reported the chemical machining of Zerodur material using APPJ. Wang
et al. (2011) reported a novel non-thermal APPP for polishing SiC optics. Reactive
gas such as CF4 was introduced into the plasma area to react with the molecules at
the surface of the SiC optics. Wang et al. (2009) developed highly stable SF6 and
Ar/O2 capacitive coupled RF discharged method. Atmospheric pressure plasma
with different working gases has been successfully developed to achieve
sub-nanometer surface finish without surface damage but on a small aperture/area
on the workpiece. However, this process is not suitable for bulk polishing of
complex-shaped or freeform surfaces and inaccessible areas in precision
microstructures. Inside surfaces, where the plasma torch cannot reach, atmospheric
plasma fails to be useful.

Liu et al. (2009) reported the low-pressure plasma polishing process in the range
of 10−2–0.5 mbar and it is capable of reducing/removing the subsurface damage on
complex freeform surface. However, there is no appreciable improvement in the
surface finish but surface integrity is enhanced in terms of surface residual stresses.
Enough literature is available with respect to the low-pressure plasma etching with
available custom-built industrial equipment and machines.

Wang et al. (2006) developed a novel non-thermal atmospheric pressure plasma
for polishing SiC optics. Reactive gas such as CF4 was introduced into the plasma
area to react with the molecules at the surface of the SiC optics. As the interaction is
a pure chemical process, the material removal is at the atomic and no surface
damage is caused.

Dev et al. (2016) targeted to develop an atomistic finishing process combining
the best of low-pressure plasma processing capabilities such as removal of surface
and subsurface damaged layer simultaneously on all the surfaces of the component
and atmospheric pressure plasma polishing capabilities such as fine polishing and
isotropic material removal. The process is novel from the fact that it is capable of
polishing simultaneously entire complex 3D surfaces including cavities where no
tool or beam can reach.

There is numerous application of freeform optics in reflective, refractive and
diffractive optical system which demand finishing multiple surfaces on a single
microstructure or inside surfaces which cannot be accessed by any tool or jets
(either abrasive jets or plasma jets). Freeform optics are designed to improve the
optical performance by removing the optical aberrations, improving the perfor-
mance level many folds. Nanofinishing of such freeform surfaces in optics and
sensor microstructure realized from glass or glass-like materials is thought to be not
achievable. However, newer and innovative processes are being developed for
nanofinishing such components.
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Low-pressure plasma is known for the high MRR, and anisotropic plasma
machining has been effectively used for such application. As the pressure of the
plasma is increased, the isotropic property is gained and the energy level keeps
coming down. The atmospheric pressure plasma is a low-energy isotropic plasma
polisher. Inside surfaces or where the plasma torch cannot reach, atmospheric
plasma fails to be useful.

Enough literature is available with respect to low-pressure plasma etching/
polishing and custom-built industrial equipment and machine are also being
available. Also, a very active research is being carried out in atmospheric pressure
plasma polishing for wider applications. However, there is no literature available in
medium-pressure isotropic cold plasma polishing.

1.3 Motivation of the Present Work

The navigation grades inertial sensors such as gyros and accelerometers have
sensing microstructures which demand high order of precision and surface finishing
to enhance the surface integrity which has direct impact on the performance of the
sensors. The motivation behind the present work is to develop a finishing process to
enhance the surface integrity of the polished surface up to 2–3 Å. Variants of
conventional chemo-mechanical polishing are adopted to achieve such surface
finish but the yield has been poor as the processes are not deterministic to achieve
‘Zero defects’ in critical locations. Most of such optics passes through stringent
inspection with white light. However, when inspected in laser light, the subsurface
damage (SSD) shows up as spots of light scattering resulting in rejection. The
typical yield in laser light inspection is of the order of 10–12% and is primarily due
to the contact mode of polishing which results in molecular level distortions/
strained bonds. The laser gyro components and hemispherical resonator gyro
(HRG) components are shown in Figs. 3 and 4, respectively.

Fig. 3 ISRO laser gyro components
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Hence, a non-contact type surface finishing method in which the surface
integrity is enhanced while maintaining or improving the surface finish is studied.
The expected surface material removal is limited to 10–1000 nm. Another appli-
cation is where the microstructures display complex and/or freeform surfaces which
needs to be polished to sub-nanometer finish from as-machined or ground work-
piece while maintaining very high surface integrity level with respect to subsurface
damage and residual stresses. Added to above requirements, the process shall not
damage/degrade the topography and geometrical tolerances. The scope of present
activity is focussed towards the development of a non-conventional non-contact
type surface finishing process applicable to glass, fused silica and similar brittle
materials.

2 Comsol Simulation

The primary aim is to identify the electron density and uniformity of distribution
and O2 radical’s distribution with respect to the shape of the chamber, position and
shape of the electrodes. Study the electron temperature to confirm the electron
temperature is benign and ‘cold’ plasma conditions are maintained. Also, the
Comsol model is validated with experimental atomic spectroscopy results and
analytical model. The following objectives are identified:

• Investigate the effect of mixture of helium and oxygen gas on the SiO2 specimen
inside the plasma chamber by varying the volume concentration and pressure.

• Study the effect of shape, size and position of specimen inside the plasma
chamber.

Fig. 4 Hemispherical
resonator gyro
(HRG) components
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• Also, design the shape, size and position of electrode outside the plasma
chamber to get homogeneous distribution of reactive species and ions.

In the present case, a two-dimensional frequency transient study under micro-
wave plasma (MWP) is used for simulation. Electric field is setup using
out-of-plane vector considering the signal in transverse electric mode. Reduced
electron transport properties are considered to account for the heavy species
transport. The pressure and temperature of the plasma are taken as 25 mbar and
300 K, respectively, and are considered to be constant throughout the operation of
the plasma. Plasma setup is made considering the plasma to be static. The different
species used for current simulation are, in molecular state: He and O2, ions: He

+, e,
O, O+, O2

+, and radicals: O2a1d, O2b1s, O1d, O1s, He
*. To study the plasma

chemistry, the main reactions occurring inside the plasma chamber are shown in
Table 4.

For each of the heavy species, the molecular weight, potential characteristic
length and potential energy minimum are required to compute the correct diffusivity
and mobility. The initial number density for electron is considered as 1 � 1017/m3.
Considering the plasma to be neutral consisting of ions and electrons, the initial
number density and initial mole fractions of different species (ions and electrons)
are to be equal. Since the radicals (excited species) are formed at a later part during
reaction, the initial mole fraction of the radicals is considered very small (negli-
gible), i.e. 1–5 � 10−8.

2.1 Computational Domain and Boundary Conditions

The geometry of the two-dimensional computational domain as shown in Fig. 5 is
prepared similar to the proposed experimental setup. The cross-sectional area of the
setup is prepared into three domains, i.e. dielectric, plasma and electrode (Fig. 5).

Table 4 The main reactions occurring inside the plasma chamber

Electron impact reactions Heavy species transport reactions Surface reactions

e + He => e + He He* + O2 => O2
++ He + e He* => He

e + He => e + He* He+ + O2 => O+ + O + He He+ => He

e + He => 2e + He+ He+ + O2 => O2
+ + He O2

+ => O2

e + O2 => 2e + O2
+ 2O+ => O2

e + O2 => e + O2a1d

e + O2a1d => e + O2

e + O2 => e + O2b1s

e + O2b1s => e + O2

e + O2 => e + O + O

e + O2 => e + O + O1d

e + O2 => e + O + O1s
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The electrodes are placed at the extreme boundaries on both left and right sides of
the setup. The setup dimensions considered are (55 � 40) mm2, and the thickness
of the dielectric chamber is 5 mm. A specimen of SiO2 (quartz) is taken at the
bottom of the chamber. The dimension of the specimen is (10 � 8) mm2.
A physics-controlled mesh of finer nature is used to carry out the simulation. The
mesh at the boundaries is made finer to accommodate the collision of the charged
particles. Free triangular mesh is considered.

The four boundaries of the plasma chamber are considered as the four walls in
the model containing the plasma within the domain. The four boundaries of the
chamber are grounded so as the surface reactions to take place at the boundaries.
The plasma is excited using an RF frequency as a port applied to one electrode
while another electrode opposite to the first electrode is grounded. Square-wave RF
signal is used for exciting the plasma, and the power level considered is 40 W.

2.2 Comsol Simulation Results and Discussion

It is a transient analysis and steady state is reached before one second. The plasma
condition at 1 s is taken for comparison study for all cases. The electron density and
O2 radials such as O1s and O2b1s are studied. In Fig. 6a, b, the electron density is
shown without and with the specimen, respectively, inside the plasma chamber. The
electron density varies from 1 � 1016 to 6 � 1016 1/m3 for both the cases.
However, the distribution profile is altered while the specimen is placed inside the
chamber. Hence, it is understood that the shape and position of the fused silica
influence the distribution of electron density inside the polishing chamber.

After that a cylindrical fused silica specimen of varying sizes with respect to the
plasma chamber is placed inside the plasma chamber to understand the effect of

Electrodes

Plasma 
chamber

Specimen

Fig. 5 2D computational domain of the plasma chamber
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specimen size inside the plasma chamber (Fig. 7). In Fig. 7a–c, the specimen sizes
are approximately three-fourth, half and one-fourth of the chamber size, respec-
tively. As shown in Fig. 7, the electron density distribution is not uniform when the
specimen is large (Fig. 7a) compared to the cross section of the chamber. In other
words, when the free volume is less, the electron density is lower and non-uniform.
As the specimen size reduces, i.e. free volume of the chamber increases, the uni-
formity of the electron density distribution improves distinctly and electron density
also increases. The same is true for the distribution of O2 radials such as O1s and
O2b1s (results not shown here). However, there is no variation in the number
density of radicals irrespective of the size of the specimen.

Fig. 6 Electron density a without, and b with specimen inside plasma chamber
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From Fig. 8, it is observed that as the O2% increases, the number density of O1s
radicals increase. However, the distribution of O1s radical is unsymmetrical with
respect to the specimen up to at 1% and symmetrical at 2% and it loses its sym-
metrical distribution on further increase of O2%. Therefore, 2% O2 composition
may be optimum for processing fused silica components.

Based on the Comsol simulation results, the plasma chamber along with elec-
trodes is modified to suit target specimen of hemispherical shell made of fused
silica. Figure 9a shows the plasma chamber with two parallel electrodes with
respect to the position of the HRG shell. Figure 9b shows the same plasma chamber
with four-sided electrodes. The corresponding distribution of O2b1s radicals is
shown in Fig. 10. The number density of O2b1s radicals is more by 18% for
four-sided electrode configuration than electrode placed at top and bottom. Hence,
more material removal is expected while polishing with four-sided electrodes.

Fig. 7 Electron density when specimen sizes are a three-fourth, b half and c one-fourth of
chamber size
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Fig. 8 Number density variation of O1s radical with increasing O2 concentration (%) a 1%,
b 1.5%, c 2%, d 5%

Fig. 9 2D computational domain of the plasma chamber with a two parallel electrodes at top and
bottom, and b four-sided electrodes
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3 Design and Development of Experimental Setup

The configuration of the experimental setup developed based on simulation results
of plasma analysis using finite element based software package Comsol®. The basic
requirements of the present plasma polishing set up are as follows:

• The setup should have hermetically sealed chamber to maintain required
vacuum/low pressure.

• The chamber should have interface to vacuum system and multiple gas feed
lines for processing and reactive gases.

• The body of the plasma chamber shall act as a dielectric for RF excitations for
the plasma with electrode placed outside the chamber.

• The chamber shall have optically transparent window for wavelengths 200–1200
nm in order to characterize the plasma by optical emission spectroscopy.

Based on above requirements, the plasma chamber is fabricated using Zerodur
material body with fused silica cap as shown in Fig. 11a. The fused silica lid plate
is optically transparent in the required wavelength. The chamber is connected to the
vacuum system and gas feed lines through glass tubes. The glass tube feed lines are
connected to the chambers by glass blowing technique. The schematic diagram of
the experimental setup is shown in Fig. 11b.

3.1 Optical Emission Spectroscopy

It is required to interpret the mechanism of material removal, i.e. the generation of
reactive species and generation reacted products with time during plasma polishing.
The optical emission spectroscopy is a very useful tool to continuously monitor the
relative spectroscopy densities of plasma species in the excited electronic states.

Fig. 10 Distribution of number density of O2b1s radicals inside plasma chamber with a two
parallel electrodes at top and bottom, and b four-sided electrodes
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In a plasma, the excited atoms obtain enough energy, so that outer shell electron
will transit to an excited state with higher energy. Since it is unstable in that state, it
settles to a low energy level emitting electromagnetic radiation giving rise to an
optical emission spectrum. The wavelength and energy change of the spectrum are
related as

k ¼ hc=DE ð2Þ

where ΔE is the energy difference between two levels of atomic state, k is the
wavelength of emission, h is the Plank’s constant, and c is the speed of light. The
transition and hence relative densities of the species are identified based on mea-
sured spectral line (k) in the plasma and National Institute of Standards and
Technology (NIST) atomic spectra database. The fibre optic probe head of atomic
emission spectrometer (Ava spec ULS 2048 from Avantes Inc. Netherland) is
placed at the fused silica cap of the experimental setup. The optical emission
spectroscopy and its probe positioned at plasma chamber are shown in Fig. 12a, b,
respectively.

The plasma chamber shall enable generation of reactive species uniformly
covering the components to be polished. The preliminary experimental setup was

(a) (b)

Fig. 11 a Actual photograph, and b schematic diagram of plasma polishing experimental setup

Fig. 12 a Optical emission spectroscopy set up, b its probe positioned at plasma chamber
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targeted to finish components of size ranging between 5 and 30 mm. The schematic
diagram of experimental setup is shown in Fig. 12b. For a plasma polishing process
to happen, generation of the reactive species and their adsorption at the component
surface is essential. Then, the chemical reaction of the radicals (reactive species)
and physical bombardment of the ions results in material removal atom by atom.
The reacted volatile product diffuses away from the surface to be flushed out.
Hence, it is very important of higher generation of the reactive species and their
homogeneity over the component (all over the surfaces) for uniform material
removal from complex freeform surfaces. The medium range pressure level is
chosen to eliminate the damaging effects of ion impingement. In addition, RF
excitation is used to limit electron heating while allowing chemical interaction of
free radicals with surface atoms of workpiece. The RF excitation frequency of
40.68 MHz is chosen to minimize ion bombardment. The exact shape and size
of the electrodes are configured based on information from simulation study using
Comsol®. The specification of plasma processing setup is given in Table 5.

3.2 Experimental Procedure

The first step followed is to characterize the processing gas and reactive gas mix-
tures and fine-tune the gas mixture ratio and pressure. Preliminary experiments are
conducted by characterizing the plasma with He, Ne and O2 as processing gases,
and O2 and SF6 as reactive gases at different pressures, different gas mixture ratios
and RF excitation power level. Based on the observed experimental results by the
optical emission spectroscopy, the selected gases are He as processing gas, oxygen
as catalyst cum radical donor, and SF6 as radical/ion donor (Liu 2009).

3.2.1 Characterization of Plasma for Reactive Gases

Reactive radicals such as fluorine are to be present for sustained material removal
by plasma. The chemically active neutral substances (i.e. free radicals) of the F*
which is dissociated from SF6 will react with silica to form volatile products as per
the following equation:

Table 5 Specification of plasma processing setup

Discharge volume Gap between the
electrodes

Discharge
frequency

Substrate
used

Processing and
reactive gases

30 cc (D = 40 mm,
H = 25 mm)

50 mm 40.68 MHz Fused
silica

He, Ne and O2

and SF6
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SiO2 þ 4F� �! SiF4 " þO2 " ð3Þ

Another possible chemical reaction, i.e. the positive F+ ion, reacts with the
substrate to form volatile products as per the following equation:

4Fþ þ SiO2 þ 4e� �! SiF4 " þO2 " ð4Þ

Accordingly, SF6 gas is introduced as reactive gas. With this chemistry of gases,
the silica and fluorine peaks are predominant between 440 and 520 nm as shown in
Table 6 from NIST database.

Plasma processing is done at 20 mbar pressure and 40 W power, where uniform
plasma distribution is obtained. Experiments are carried out to study the effect of
SF6/O2 ratio on material removal rate (MRR) of the shell and it is shown in Fig. 13.
MRR is the highest when the ratio of SF6/O2 is 2. The rate of material removal is
1.1 mg/h. The mean material removal rate of 0.008 mm3/min is achieved for the
optimized reactive gas mixture. The gas mixture selected after a series of experi-
ments is He: 19.25 mbar, O2: 0.25 mbar and SF6: 0.5 mbar.

For further experiments, each cycle duration is fixed to 20 min and the chamber
is evacuated to flush out the volatile products. After that the chamber is refilled for

Table 6 Observed silica ion, fluorine and SiF transition lines

Element Line (nm) I-rel Energy Ev
Lower–Upper

Transition
Lower–Upper

Quantum no
Lower–Upper

II 450.7152 1996 33.04–35.79 3d′ 3P0–4f′ 2[5/2] 2–3

F III 449.5077 7763 55.12–7.88 4f 2 (Jin 2010) 0–5 g
2 (Wang et al. 2011)

9/2–11/2

SiF 449.58 600 0.00–2.84 X2Pi–A2Sig+ 3–3

Si III 482.897 12303 25.99–28.55 4f 3F0–5 g 3G 4–5

Si IV 480.1437 132 39.08–41.67 6f 2F0–8d 2D 7/2–5/2

Si II 519.286 2512 16.36–18.75 4p′ 4D–4d′ 4F 5/2–7/2

Si II 518.525 1259 16.35–18.74 4p′ 4D–4d′ 4F 3/2–5/2

Si II 518.19 1000 16.34–18.73 4p′ 4D–4d′ 4F 1/2–3/2
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Fig. 13 Weight loss versus
ratio of SF6/O2
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next cycle of experiments. Multiple such cycles are performed and the silicon ion
and SiF transitions are plotted with time (Fig. 14). For a weight loss of 1.1 mg/h for
the given specimen, the mean material removal rate is 0.01 mm3/min. Compared to
the MRR for atmospheric pressure plasma reported in the literature, the present
MRR is low.

3.3 Initial Stage Polishing of Hemispherical Shell

Based on the parameters optimized during preliminary experimental study, plasma
processing of fused quartz hemispherical shell is carried out. Different views of the
shell as compared with Indian one rupee coin are shown in Fig. 15. After one level
of plasma processing with three cycles of 20 min duration, the surface roughness
profile is recorded as shown in Fig. 16b from its initial as-machined condition
(Fig. 16a). When the number of cycles is further repeated, the MRR is reduced
drastically. It is suspected that certain polymers are forming on the specimen sur-
face and due to which MRR is reduced for further cycles. The surface residual stress
or molecular level strained bonds are expected to be better with plasma-processed

Fig. 14 Silicon ions and SiF
transitions with time

Fig. 15 Fused silica shell (two different views)
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surface. The surface finish is improved from 0.90 to 0.38 lm only. However, the
surface cracks and damages are effectively removed from the plasma-processed
surface as shown in atomic force micrograph (AFM) image (Fig. 17b) from the
as-machined surface as shown in AFM image in Fig. 17a.

Fig. 16 Surface profiles a as machined (Ra = 0.90 lm, Rz = 6.44 lm), b after three cycles of
20 min duration plasma polishing (Ra = 0.38 lm, Rz = 2.81 lm)

Fig. 17 AFM surface image a as machined, and b after three cycles of 20 min duration of plasma
processing
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3.3.1 Fine Plasma Polishing of Hemispherical Shell

The shell is subjected to cumulative plasma polishing for 48 h and the product is
shown in Fig. 18. After multiple sessions of plasma polishing cycles, the compo-
nent is left with patches of opaque regions apart from transparent surface.

The surface finish is measured by non-contact Brooker contour GTK-A surface
profilometer. The 3D surface roughness profile of the shell from areas having
non-transparent patches and transparent region is shown in Fig. 19a, b, respec-
tively. In Fig. 19b, the surface finish is improved to 3.6 nm from the shell’s initial
surface roughness value of 902 nm. It is also observed from Fig. 19a, i.e. from the
areas of non-transparent patches, that the surface finish has improved to 32 nm and
it is due to the presence of few fine digs, i.e. crater-like defects. These defects are
primarily due to the ultrasonic-assisted brittle machining, i.e. milling operation
adopted to shape the job from a cylindrical bar. Suitable process modification is
required for further improvement of the shell surface. This gives confidence that
medium-pressure plasma polishing is capable of polishing complex surface such as
hemispherical shell.

Fig. 18 Hemispherical shell
of fused silica after plasma
polishing
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4 Conclusions

Comsol® finite element simulation of the plasma is used to analyse the distribution
of the radicals inside the plasma chamber with and without specimens and for the
ratio of free volume to the total available volume of the chamber for uniform
distribution of radicals. The ratio of processing gas and reactive gas is identified for
optimum distribution of radicals. In the presence of hemispherical shell component,
the four-sided electrode provides higher density of radicals. The experimental setup
is designed and built based on preliminary inputs from Comsol® analysis, and
four-sided electrode is used for shell processing. The gas mixture is fine-tuned to
get best MRR of 0.008 mm3/min. The atomic emission spectroscopy is used to
monitor the various oxidation states of silica and to establish correlation with
respect to MRR and intensity of oxidation states of silica Si II and Si III. With
initial plasma processing for one-hour duration, the surface finish is improved from
Ra = 0.90 nm to Ra = 0.38 nm. The AFM images after pre- and post-plasma
polishing confirms elimination of large cracks/indents. The plasma process could
efficiently play the role of wet etching in removing the surface cracks and damages
without degrading the surface topography. Cumulative plasma polishing of 48 h
has resulted in surface finish of the order of 3.6 nm (Pa) in most of the locations.
However, in the areas with patches, the surface roughness of 32.82 nm (Pa) is
obtained which is attributed to the excessive damaged surface due to ultrasonic
milling process adopted for shell shaping prior to polishing.

Fig. 19 3D contour surface profiles on curved shell (Fig. 18) surface a with defects
(Pa = 0.0328 lm, Pt = 0.448 lm), and b on transparent surface (Pa = 0.0036 lm, Pz = 0.045 lm)
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Ultrasonic Assisted Turning:
A Comparative Study of Surface
Integrity

Varun Sharma, Pulak M. Pandey, Uday S. Dixit, Anish Roy
and Vadim V. Silberschmidt

Abstract The surface integrity of machined sample has detrimental effects on the
product’s life. The machining parameters have been found to significantly affect the
surface integrity during the turning operation. Surface roughness, residual stresses
and microhardness are the most commonly used parameters to study the surface
integrity. In this chapter, an attempt has been made to present a comparative
analysis of conventional turning (CT) and ultrasonically assisted turning
(UAT) processes with plain and textured cutting tools. The effect of ultrasonic
power (measured in terms of amplitude) on surface roughness has been studied
during UAT process. An increase in the amplitude improved the surface finish of
the machined specimen, significantly. The surface residual stresses generated in the
machined part during UAT have been compared for plain and self-lubricating
cutting inserts using XRD analysis. An attempt has been made to evaluate the
residual stresses generated during the process by using commercially available
finite element method package, ANSYS. The generation of a large compressive
residual stresses during UAT process with self-lubricating cutting inserts signifies
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better fatigue life of the component. The microhardness measurements are used to
demarcate the Machine Affected Zone (MAZ) for UAT and CT process.
A comparative analysis between CT and UAT has also been presented in terms of
surface integrity to demonstrate better machining regime found in UAT using
self-lubricating cutting inserts.

Keywords Surface integrity � Vibration � Conventional turning
Ultrasonic assisted turning � Self-lubricating inserts

1 Introduction

High cutting forces are generated during machining of difficult-to-cut materials.
These forces are said to have detrimental effects not only on cutting tool life but
also on surface integrity of the machined specimen. Research in recent past has
been focused on eliminating adverse impacts of the use of lubricants and coolants.
Thus, in order to reduce the carbon footprints of machining, dry machining is
preferred (Dixit et al. 2012; Sharma and Pandey 2016e). Researchers have also
observed that application of high-intensity ultrasonic power causes a favourable
reduction in machining forces. This is often attributed to reduction in material
hardness due to acoustic softening (Siddiq and Sayed 2011; Maurotto et al. 2012).
This effect of ultrasonic vibrations on hard-to-cut materials is useful in turning,
drilling and milling operations.

The work reported in this chapter primarily focuses upon presenting a com-
parative analysis between CT and UAT process by primarily focussing on the
surface integrity (surface roughness, microhardness and residual stresses) of the
machined specimen. In the following sections, a brief introduction to UAT process
has been presented followed by the research done so far, in this regard.

2 Ultrasonic Assisted Turning

From a review of the literature, ultrasonic-vibration assisted machining of metals
first started in the late 1950s (Skelton 1969; Brehl and Dow 2008). Over the years,
ultrasonically assisted turning (UAT) has been improved upon significantly.
In UAT, high-frequency and low-amplitude vibrations are superimposed on the
cutting tool. This vibratory tool movement, in turn, allows for a periodic separation
between rotating workpiece and tool. The tool movement may be in one direction
(1D-UAT; Fig. 1a), or in a combination of two directions (2D-UAT; Fig. 1b) to
yield linear or elliptical motions of cutting edge, respectively (Sharma 2017).
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The following paragraphs highlight the schematic of 1D-UAT and 2D-UAT
setups developed by various researchers and the mechanism involved in UAT
process, which makes it a better alternative to CT for machining of hard-to-cut
materials.

2.1 One-Dimensional UAT

One-dimensional UAT (1D-UAT) was introduced in late 1950s and was introduced
for machining materials that could not be easily turned using a diamond cutting
tool. In the mid-1980s 1D-UAT was used to machine steel, glass and brittle
ceramics. It was observed that 1D-UAT lead to better surface integrity. Research in
1D-UAT gained popularity with the advent of difficult-to-cut materials like Ni- and
Ti-based alloys. 1D-UAT involves the use of piezoelectric or magnetostrictive
actuator to create a reciprocating harmonic motion of high-frequency and
low-amplitude vibrations. A suitably shaped acoustic booster and horn is generally
used to amplify this ultrasonic motion (Sharma 2017). The cutting tool is then
attached to the end of the horn as shown in Fig. 2. The amplitude at the horn end
varies from 3 to 20 µm.

Fig. 1 Schematic
representing relative
movement of tool and
workpiece for a 1D-UAT
(Patil et al. 2014), b 2D-UAT
(Nath et al. 2009)
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2.2 Two-Dimensional UAT

Two-dimensional UAT (2D-UAT) was introduced in the 1990s to achieve
enhanced force reduction and improved surface finish beyond 1D-UAT. This
process adds the vertical harmonic motion to the horizontal motion produced by
1D-UAT. The superimposition of two motions leads to an elliptical motion of the
cutting insert. The vibrational amplitude in each axis may or may not be same and is
defined as the amplitude of vibration in major axis (A) � amplitude of vibration
along minor axis (B). It is represented as A µm � B µm (Sharma 2017).

2.3 Resonant Two-Dimensional UAT Systems

The resonant 2D-UAT system creates circular or elliptical motion by making the
supporting structure to vibrate at a resonant frequency. By mounting the centre of
mass of tool away from midpoint, a two-dimensional motion may be achieved.
Brinksmeier and Gläbe (1999) found a bending vibration of supporting structure in
direction of depth of cut. When this mode of vibration was combined with hori-
zontal mode of vibration, an elliptical tool path was obtained. Moriwaki and
Shamoto (1995) developed resonant 2D system as shown in Fig. 3. The piezo-
electric actuators attached to beam side face produced a bending in horizontal and
vertical directions on activation. The combination bending motions produced by
vibrations resulted in an elliptical path of tool attached at the opposite end.

2.4 Non-resonant 2D-UAT Systems

In this variant of 2D-UAT, a sinusoidal voltage signal applied to piezo actuators
resulted in an expansion and contraction of piezoelectric crystals. This motion was
then converted to an elliptical motion of the tool with the help of mechanical

Fig. 2 One-dimensional ultrasonic assisted turning setup (Brehl and Dow 2008)
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linkages. The piezoelectric actuators were oriented at a right angle to each other.
The tool was mounted on one side of the cross-shaped flexure to limit the crosstalk
between two tool motions (Fig. 4). Crosstalk is the transfer of energy back and forth
between two modes that results in a distorted tool path in resonant 2D-UAT sys-
tems. In order to reduce this effect, phase difference is provided by designing an
internal cross-shape which in turn results in an elliptical tool path.

From the above illustrations, it can be deduced that in 1D-UAT, there occurs a
linear motion of the cutting insert, whereas an elliptical motion of the cutting insert
occurs in 2D-UAT process. The present research attempt has been focused on

Fig. 3 Resonant 2D system (Brehl and Dow 2008)

Fig. 4 Non-resonant 2D system (Brehl and Dow 2008)
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enhancing the efficacy of dry UAT process by combining the dual benefits of
intermittent cutting of UAT and lubrication of textured cutting insert. The following
subsection highlights the processing mechanism of 1D-UAT process.

3 Mechanism of 1D-UAT Process

The mechanism of UAT may be divided into four stages during a single cycle of
vibration as shown in Fig. 5 (Patil et al. 2014). In stage 1, cutting tool approaches
workpiece material, while in stage 2, the cutting tool makes contact with workpiece.
The tool is in full contact with workpiece and starts penetrating into workpiece in
stage 3.

When highest level of stress is achieved, it marks maximum penetration depth
attained by cutting tool. This stage of UAT is similar to a conventional turning
(CT) process as tool is in full contact with workpiece. In the last stage, i.e. in stage
4, the direction of cutting tool is reversed and the tool disengages from the
workpiece. This stage of UAT results in a reduction of stress level attained in
workpiece. Thus, the stress is variable in UAT, ranging from the maximum in stage
3 to quite less in other stages. As a result, a reduction in the average cutting force is
obtained.

Vivekananda et al. (2014) highlighted that for intermittent cutting to occur the
following conditions must satisfy:

vC [V ; ð1Þ

where vC represents critical cutting speed and V denotes cutting speed. These
parameters may be calculated using the following equations:

vC ¼ 2paf ð2Þ

V ¼ pDN ð3Þ

where a is amplitude and f represents frequency of vibration, D is diameter and N
denotes rotational speed of workpiece.

The following paragraphs discuss the research attempts by various researchers
pertaining to the surface roughness and residual stresses during conventional and
ultrasonic assisted turning processes (Sharma 2017).

3.1 Studies on Surface Roughness

Wang and Zhao (1987) were the pioneers in studying the surface roughness by
providing ultrasonic vibration to cutting tool. It was reported that UAT results in an
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improvement of the surface finish over CT process. Silberschmidt et al. (2014)
reported a twofold improvement in roughness value of Inconel 718 and Ti 15-3-3-3
by UAT when compared to CT. A reduction in chatter and a stable cutting
mechanism were observed that resulted in a centre line average surface roughness,
Ra, of 0.505 µm during machining Inconel 718 with UAT.

Muhammad et al. (2014) reported 50% improvement in Ra value of (a + b)
Ti-based alloys. In another research attempt, Nath et al. (2007) found low feed rate
to help in attaining better surface finish during UAT. Gao et al. (2002) reported tool
tip to be located lower than rotating centre of workpiece by approximately three
times the amplitude of vibration, in order to have less ripples formation. A surface

Fig. 5 The schematic representation of four-stage mechanism followed by UAT (Patil et al. 2014)
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roughness of order of 30% less was found in machined specimen by providing
ultrasonic vibration to cutting tool (refer Fig. 6).

In another research attempt, Lin and Zhong (2006) studied the effects of ultra-
sonic and cutting parameters on roughness value. The authors reported that high
amplitude (3.7 µm) decreased surface roughness by 15% with reference to surface
roughness obtained by UAT with an amplitude of 2.2 µm (Fig. 7).

Patil et al. (2014) related improvement in roughness with tool workpiece contact
ratio (TWCR). The study indicates optimum cutting velocity, which provided best
surface finish. At cutting velocity of 20 m/min, 40% improvement in surface finish
could be achieved during UAT of Ti6Al4 V. However, average surface roughness
was observed to increase with a further increase in cutting speed (refer Fig. 8).

Fig. 6 Variation of surface finish with a cutting velocity; b feed rate; c cutting depth (Gao et al.
2002) (CC conventional cutting; UC ultrasonic cutting)
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3.2 Studies on Residual Stresses

Ahmed et al. (2006) measured residual stresses and hardness using nanoindentation
tests (Fig. 9). The machined specimens of CT and UAT were held in a plastic
mould and a number of indentations were made along the depth of the machined
specimen. In Fig. 9, the middle region indicated by ‘plastic’ implies the hardness of
plastic mould and is to be ignored in the analysis. It was found that average
hardness of the hardened layer in UAT was 60% less than that found during CT of
machined part.

Fig. 7 Surface roughness
variation for cutting and
vibration parameters for
aluminium-based composite
material (Lin and Zhong
2006)

Fig. 8 Effect of cutting speed
on surface roughness (Patil
et al. 2014)
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Numerical studies using the Johnson–Cook material model revealed that a high
value of compressive residual stresses in UAT is generated as compared to CT
(Fig. 9b).

In another research attempt, Silberschmidt et al. (2014) observed an increase in
hardness of the surface layer with variation in depth of cut (Fig. 10). It was found
that hardness of the CT machined part varied from the bulk (un-machined part).
Besides this, since in UAT, the strain rate is expected to be high (when compared to
CT), the hardness should have been more; however, Fig. 10 shows the reverse
effect. This indicates that the strain rate was not the only factor that affected
hardness of machined specimen.

Nestler and Schubert (2014) applied ultrasonic vibrations in radial direction to
generate compressive residual stresses in machined part as compared to vibrations
in cutting direction. Interestingly, ultrasonic vibration in the feed direction had no
effect on residual stresses (Fig. 11).

Fig. 9 Variation in a hardness and b residual stresses for UAT and CT process (Ahmed et al.
2006)
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To further enhance efficacy of dry UAT process, the intended research attempts
to use self-lubricating textured cutting inserts during UAT process. Sharma and
Pandey (2016a, b, c), Sharma et al. (2016) discussed the benefits of self-lubricating
cutting insert during UAT process. UAT with self-lubricating cutting inserts
resulted in minimum cutting forces accompanied with better surface finish as
compared to plane cutting insert. The most favourable method of enhancing the
fatigue life is by inducing compressive residual stresses. The present chapter
focuses on studying the surface integrity during conventional turning with plain tool
(PCT) as well as textured tool (TCT). Surface roughness, residual stress and
microhardness measurements at the machined specimen cross section have been
taken as criteria for studying the surface integrity of machined specimen.

4 Fabrication of Ultrasonically Assisted Turning Setup

Figure 12a shows the schematic of UAT setup fabricated for the experimentation.
The most crucial part in the setup fabrication has been the development of
ultrasonic horn (Fig. 12b). The ultrasonic vibratory tool assembly comprised an
ultrasonic generator, piezoelectric crystals, booster and a customized horn. The

Fig. 10 Surface hardness
variation in CT and UAT
(Silberschmidt et al. 2014)

Fig. 11 Amplitude effect on
generation of residual stresses
in UAT (Nestler and Schubert
2014)

Ultrasonic Assisted Turning … 347



ultrasonic generator (make: Chromtech, Taiwan) generated electrical signals
(1200 W, 20 kHz), which were then converted into mechanical vibrations through a
stack of piezoelectric crystals. A customized stepped horn (Fig. 13a) was manu-
factured to boost the vibrations. The ultrasonic generator (Make: Chromtech,

Fig. 12 a Schematic and b actual setup for UAT experimentation (Sharma and Pandey 2016d)
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Taiwan) used for present experimentation operated at a frequency of 20 kHz and
was with a variable power output source having maximum supply of 1200 W.

In order to analyze the modal and harmonic analysis of the stepped horn, a
commercially available FE package, ANSYS was used. The modal analysis
revealed that the 12th mode of vibration corresponded to the longitudinal mode
with a natural frequency of 19.8 kHz.

Figure 13b shows the calibration graph of amplitude with the percentage
intensity of ultrasonic power varied with the ultrasonic generator. Figure 13c pre-
sents the frequency of the horn measured using accelerometer. It could be inferred
that the horn had a natural frequency of 19.8 kHz.

The developed horn was then mounted on the dynamometer with the help of a
fixture. In order to prevent the resonance of fixture with the Kistler dynamometer,
the natural frequency of the fixture was measured using hammer test. The maximum
third natural frequency of the fixture was around 1000 Hz, which was far less than
the natural frequency of the Kistler dynamometer, i.e. 3.2 kHz. Thus, the condition
of resonance could be prevented during machining.
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Fig. 13 a Schematic of stepped horn; b calibration of amplitude with percentage intensity of
ultrasonic power; c natural frequency of stepped horn using accelerometer (Sharma 2017)
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4.1 Work Material

4340 hardened steel of dimensions 40 mm in diameter and 400 mm in length has
been used as the workpiece material. The elemental composition of the material as
measured by EDX analysis is 0.4%C, 1.05%Ni, 1.05%Cr, 0.65%Mn, 0.21%Si and
rest Fe. The material hardness was constant with a variation of ±1 HRC throughout
the cross section of the cylindrical workpiece.

4.2 Cutting Tools

CNMA 120404 THM was used for performing the turning experiments. The
selection of this cutting insert was made due to its lack of chip breaker or coating,
which facilitated an easy manufacture of a textured pattern. In order to create
texture pattern, femtosecond pulsed Nd-YAG laser (wavelength = 1064 nm, pulse
energy = 25 MJ, repetition rate = 20 kHz) was used. After texturing, the cutting
inserts were cleaned in an ultrasonic acetone bath for 20 min. Figure 14 shows the
SEM image of developed textured pattern filled with CaF2 solid lubricant under
microscopic observation.

4.3 Sample Preparation

The machined workpiece was cut into sample size of 10 mm � 5 mm � 5 mm
using wire-cut EDM. This method was used for the sample preparation, as it
resulted in least heat affected zone (HAZ) and thus, facilitated accurate readings for
microhardness profiles.

Fig. 14 SEM image of the
textured cutting insert (47�
and 100 lm scale) used for
present experimentation
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4.4 Microhardness Test

For microhardness measurement, cold mounting of samples was performed using a
resin powder. The samples were then polished using waterproof SiC paper with grit
size ranging from 200 to 1200. The microindentation was measured at a depth of
15, 30, 45, 60, 70, 90, 150 and 300 µm from machined surface to bulk of specimen.

4.5 Measurement of Residual Stress

Among the different techniques that are available for the measurement of residual
stresses, XRD is preferred. This is due to the high spatial resolution of XRD
accompanied with the measurement in all crystalline materials (Sharma and Pandey
2016d).

In the present work, Panalytical X’pert XRD unit has been used to evaluate the
residual stresses with sin2W technique. The XRD system was calibrated with
respect to the stress-free sample. CuKa was used as the target material with 220h i
plane. The other parameters for the measurement can be found elsewhere in other
publications of present researchers (Sharma and Pandey 2016d).

The three-dimensional strain tensor is represented as follows:

eij ¼
e11 e12 e13
e21 e22 e23
e31 e32 e33

2
4

3
5: ð4Þ

For calculating the stress tensor, Hooke’s law is used, providing

rii ¼ E
1þ l

eii þ lE
1þ lð Þ 1� 2lð Þ½ �D; ð5Þ

rij ¼ E
1þ l

eij; ð6Þ

D ¼ dV
V

¼
X3
i¼1

eii: ð7Þ

As per the ASTM standard, the stress components are represented by the tensor
rij given as follows:

rij ¼
r11 s12 s13
s21 r22 s23
s31 s32 r33

2
4

3
5: ð8Þ
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The stress strain relationship in any direction of a component with respect to the
azimuth phi (u) and polar angle psi ðWÞ is defined as follows (Sharma and Pandey
2016d):

ehkluW ¼ 1
2
shkl2 r11cos2usin2Wþ r22sin2usin2Wþ r33cos2W

� �

þ 1
2
shkl2 s12sin 2uð Þsin2Wþ s13cosusin 2Wð Þþ s23sinusin 2Wð Þ� �

þ shkl1 r11 þ r22 þ r33½ �

: ð9Þ

For measuring the residual stress, sample (5 mm � 5 mm � 7 mm) was
removed by wire EDM from the cutting length. The samples were then elec-
tropolished using 80:20 proportion of perchloric acid and ethanol as the electrolyte.

5 Results and Discussion

The following section highlights the trends in the variation of surface roughness,
residual stress and microhardness variation for PCT (CT: Plain tool), TCT (CT:
Textured tool), PUAT (UAT: Plain tool) and TUAT (UAT: Textured tool) to
analyze the surface integrity.

5.1 Surface Roughness

In order to quantify the surface characteristics produced by CT and UAT, an optical
profiler was used. Figure 15 shows the images from the optical profilometer of CT

Material side flow

(a) (b)

Fig. 15 Images of the machined surface using optical profilometer for a PCT; b TUAT surface
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and UAT machined specimen. It may be inferred that the material side flow is
predominant in CT. This, in turn, resulted in high surface roughness. However, due
to the ‘ironing effect’, suppression of material side flow was observed during the
UAT process. This decreased the peak-to-valley height, improving surface finish.

Figure 16 shows a clear visual difference between two processes, i.e. CT and
UAT. It can be seen that CT process resulted in a glossy finish, whereas matte finish
was observed during UAT process. This is in line with the research work of Patil
et al. (2014). To further improve the surface finish, UAT with self-lubricating
cutting insert was performed.

This technique was found to improve overall surface finish due to a formation of
thin layer of lubrication at the tool–chip interface. Essentially, during UAT the
penetration of lubricant to inaccessible areas of tool–chip contact is increased with
the use of self-lubricating tools, thus reducing the frictional forces (Zou et al. 2015).

Fig. 16 Machined surface analysis for conventional and ultrasonic assisted turned specimens
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Figure 17 shows the EDX map of the top surface of the textured rake face after
performing 3 min of cutting under UAT conditions. It can be clearly inferred that
Ca and F particles which were earlier embedded into the groove depth hahad now
risen above and formed a thin layer of lubrication on rake face. This, in turn, helped
to lower the frictional force between tool and chip back surface. This lubrication of
the self-lubricating cutting insert helped to attain better surface finish.

In order to study the effect of increase in percentage intensity of ultrasonic power
(i.e. amplitude) on surface roughness, experiments were carried out at constant
cutting parameters while varying ultrasonic power. Figure 18 shows the variation in
surface roughness values (Ra) for UAT process.

An increase in ultrasonic power leads to a decrease in surface roughness. This is
due to the fact that with an increase in the amplitude, the non-contact time of tool
with the workpiece decreases, which in turn decreases the TWCR and the cutting
forces (Gao et al. 2002).

Fig. 17 EDX mapping of textured rake face after 3 min of machining (scale: 40 lm)
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5.2 Residual Stress

Figure 19 shows the 2h plots as measured by Panalytical X’pert Pro stress software
for un-machined specimen (M1), conventionally turned specimen (M2), machined
specimen with UAT (M3) and machined specimen with self-lubricating cutting
insert during UAT process (M4). A gradual shift in the intensity peaks is observed
towards the right from M1 to M4. This clearly signifies that with an increase in 2h
angle there occurs a decrease in interatomic plane distance. This, in turn, helps to
generate more compressive residual stress. Under same cutting and vibration
conditions, UAT with self-lubricating cutting inserts results in more compressive
residual stresses as compared to UAT performed with plain tool.

5.3 FEM Modelling

In order to study the surface residual stress, a 2D finite element simulation was
carried out. Arbitrary Lagrangian–Eulerian method was used to model the process
in a commercially available FE package ABAQUS. The thermo-mechanical
properties of material undergoing plastic deformation is assumed to be adequately
represented by the Johnson–Cook material model. The constitutive relation of 4340
hardened steel is defined as follows:

�r ¼ AþBenp
� �

1þC ln
e
e0

� �� 	
1� T � Troom

Troom � Tmelt

� �m� 	
; ð10Þ

where �r is equivalent stress, A denotes initial yield stress, B represents hardening
modulus, ep is plastic strain, e is reference strain rate, e0 denotes operating
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temperature, Troom is room temperature and Tmelt denotes melting temperature, C is
strain rate coefficient and m is thermal softening coefficient. The Coulomb’s law of
friction has been used to define the coefficient of friction between tool–chip
interface. Four-noded bilinear plane strain quadrilateral (CFE4R) elements with
hourglass control and reduced integration were used for meshing the tool and the
workpiece. The workpiece was meshed with 12,000 elements with an approximate
global size of 0.005 mm, whereas 250 elements with a global size of 0.033 mm
were created in the deformable tool. The properties of tool and workpiece used
during the simulation process can be found elsewhere (Sharma 2017).

From Fig. 20, it can be inferred that the surface residual stress becomes more
compressive in nature during UAT process (c) as compared to CT process (a).
Pockets on rake face in a textured tool helps to remove the heat at a faster rate,
which results in more compressive residual stress generation in TCT (631.4 MPa)
as compared to PCT (899.9 MPa). Moreover, in order to further enhance the fatigue
life of the component the superimposition of ultrasonic vibration to textured cutting
insert was found to increase compressive residual stress generation in machined
specimen (587.1 MPa). The same has been experimentally validated from the
shifting of 2h peaks shown in Fig. 19.

Table 1 presents the experimental conditions for the residual stress measurement
during PUAT and TUAT process. It could be inferred that the extent of
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compressive residual stress generation was more during TUAT process as com-
pared to PUAT process. The mechanical loading due to UAT combined with
cooling effect due to lubrication was used to explain the generation of compressive
residual stress in the process.

5.4 Microhardness

Microhardness testing was performed to demarcate the machine affected zone
(MAZ) in machined specimen during CT and UAT process. LEICA VM HT AUTO

Fig. 20 Residual stress (in MPa) variation in a PCT, b TCT, c PUAT and d TUAT

Table 1 Experimental conditions for residual stress measurement

Exp. No. Depth of
cut
(mm)

Feed rate
(mm/
rev)

Cutting
speed (m/
min)

% intensity of
ultrasonic
power

Residual stress
(MPa)

TUAT PUAT

1. 0.2 0.15 70 40 −123.6 −78.09

2. 0.3 0.20 90 60 256.6 343.00

3. 0.5 0.20 50 60 −239.5 −197.00

4. 0.4 0.25 70 80 −61.7 20.31
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was used for measuring the microhardness variation along the material cross section
at 0.1 kg of indentation load. The sample preparation was carried out as discussed
in Sect. 2. Figure 21 depicts the microhardness variation along the depth from the
machined surface.

From Fig. 21, we observe that the material microhardness reaches the hardness
of the bulk specimen after a particular depth of the machined specimen. For PCT,
the MAZ is about 60 m from the top surface. However, the MAZ decreases to
40 lm for TCT, PUAT and TUAT turned specimen. This clearly signifies that UAT
process is more delicate to the machined specimen as reported by Babitsky et al.
(2004). However, the average hardness at the top surface for TUAT process
(622 Hv) is 12.86% less than the hardness of PCT turned specimen (702 Hv). This
is in line with research work of Babitsky et al. (2004) and Silberschmidt et al.
(2014) who proposed less deformed grains in UAT specimen as compared to CT
process.

6 Conclusions

A comparative study of conventional and ultrasonic assisted turning with plain and
textured tools was carried out. The following conclusions are drawn from the study.

• Ultrasonic assisted turning process generates better surface finish when com-
pared to CT process. An increase in the penetrability of lubricant to tool–chip
contact area due to vibration results in better surface finish during ultrasonic
assisted turning with textured tool. An improvement in surface finish of the
order of 47.5% has been found in PUAT process in comparison to PCT process.
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• Ultrasonic assisted turning reduces the tensile residual stresses on the surface,
which is helpful for enhancing the fatigue life of the machined component.
Sometimes, it may produce compressive residual stresses as well.

• The average hardness of the topmost surface of the machined specimen is less in
ultrasonic assisted turning than in CT. It has been found that the average
hardness in TUAT process is 12.86% less than PCT process.

• Ultrasonic assisted turning with textured tool results in less MAZ than in CT.
One can optimize the cutting and vibration parameters to attain minimum cut-
ting forces accompanied with better surface roughness with ultrasonic assisted
turning using self-lubricating cutting inserts.

• The present research has successfully attempted the use of textured cutting
inserts during UAT process. This has paved the future research to be intended in
the direction of sustainable manufacturing by combining different sustainable
techniques like minimum quantity lubrication, cryogenic cooling, etc. in con-
junction with UAT process.
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Pulsed Nd:YAG Laser Surface
Texturing of Pure Titanium Material

G. Kibria, A. Sen, H. M. Tariq Aziz, B. Doloi and B. Bhattacharyya

Abstract Laser surface texturing is one of the key technologies in micromachining
domain for generating defined surface features in micro-components in recent
times. In this process, highly focused laser beam is irradiated on the material surface
and laser scanning is carried out at different scanning patterns to alter surface
conditions for improving the tribological properties of that surface. In this research
study, an attempt has been made to carry out laser surface texturing on pure
titanium material having a thickness of 1 mm with the aid of a pulsed Nd:YAG
laser system. The various process parameters considered for the present research
works are laser beam average power, pulse frequency, laser beam scanning speed,
and transverse feed. Utilizing response surface methodology, experimentation has
been planned. The responses measured are surface roughness, Ra and Rz in lateral
and transverse directions and contact angle (h). The chapter also highlights
experimental results for validation of the developed empirical models. The test
results have been analyzed using various surface plots. Multi-performance
optimization has been conducted to obtain minimum values of surface roughness
and contact angle. Using optical microscopic images, influence of process
parameters on responses have also been discussed.
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1 Introduction

The present era belongs to the utmost demand of minimization of the products with
the requirement of stringent quality control. The margin of era for fabricating
miniaturized products almost tends to zero. The demand of micro-products in the
area of automotive, biomedical, and aerospace engineering is ever increasing.
Therefore, a number of micromachining processes have been developed success-
fully in order to meet those demands (Gentili 2005). Furthermore, several micro-
machining strategies have also been implemented successfully to manufacture
micro-parts with high accuracy, reliability, and durability. With the progress of
material science research, various high strength and temperature resisting (HSTR)
materials are being developed for successfully implementing them in product
manufacturing (Jackson 2015; Ali 2017). Laser beam micromachining processes
are being utilized for micromachining of superalloys to advanced newly developed
materials to meet the utmost demand from the industries like micro-reactors,
electronics, biomedical, chemical and sensors–actuators (Meijer 2004; Chang et al.
2012). The laser micromachining approaches toward generating precise
micro-features on the difficult to machine materials have a great potential to gen-
erate complicated featured micro-products with several unique characteristics such
as high potentiality and effectiveness, exclusion of finishing stages, better quality
products, higher material utilization and coverage, material processing regardless of
its electrical conductivity, etc. (Mishra and Yadava 2015; Chavoshi and Luo 2015).
In laser micromachining processes, highly intensive laser beam is transmitted on
desired location of surface of material to simultaneously melt and vaporize the
material. By utilizing assisted air or gas pressure, the melted and/or vaporized
materials are removed from the focused zone creating crater on the surface (Kibria
2015).

Surface texturing using high intense laser beam is a promising advanced
micromachining technology for the generation of defined surface features in
engineering materials to improve the tribological performance of metallic and
ceramic materials (Cunha 2016; Dunn et al. 2015; Toyserkani 2014). This process
is a viable technology for surface engineering that can produce significant
improvement of engineering components in various aspects such as wear resistance,
wetting characteristics, friction coefficients, load capacities, and part lubrication. In
laser texturing process, laser beam is focused and exposed on the workpiece surface
with defined patterns by relatively moving the workpiece in X and Y directions.
Thus, laser beam scanning was applied on the surface with overlaps between two
consecutive laser scan tracks. The amount of this overlap is controlled by the value
of transverse feed. In this way, laser surface texturing is carried out on workpiece
surface to obtain square or rectangular type scan area. With the change in the
number of scan passes during laser surface texturing process, a specific depth as
well as surface features can be achieved. In laser surface texturing process, the
controllable process variables such as laser beam power, pulse frequency or pulse
repetition rate, scanning speed, etc., have great effect to obtain quality and defined
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surface features. These process parameters are dynamic and most of the perfor-
mance criteria are expressively connected with instantaneous distinction of
parameters during processing of advanced engineering materials.

Titanium is an attractive material for numerous industries such as aerospace,
biomedical, sports, architecture, etc., for its diversified properties such as extremely
tough, lightweight, high strength to weight ratio, corrosion resistance, biological
compatibility, low density, low coefficient of thermal expansion, stability at ele-
vated temperature, etc. Pure titanium is one of the biologically inert biomaterials as
it exhibits property of high biocompatibility with tissue and blood. Due to this, this
material is largely used for fabricating biomedical implants. In the literature, limited
research work has been performed by various researchers and academia in the area
of laser surface texturing on different engineering materials using various types of
laser. Cunha (2016) carried out research on surface texturing process by means of
direct laser writing using ultrashort laser beam on titanium and Ti–6Al–4V alloy.
A wide range of created textures like laser-induced periodic surface structures
(LIPSS), nanorange pillars and columns and composite type textures have been
studied by the authors. The researchers also found that these specific generated
textures have an accumulation amount of ability of governing the wettability per-
formance for various biological fluids and other fluids on the material surface.
Kovalchenko et al. (2004) carried out tribological experiments on pin-on-disk
assessment device at a sliding speed of 0.15–0.75 m/s and minimal interaction
pressure of 0.16–1.6 MPa. The authors found that the surface texturing process
using laser prolonged the range of speed-load factors for hydrodynamic lubrication.
Li et al. (2016) established the manufacture of steady super-hydrophilic and
super-hydrophobic textured titanium surface using femtosecond pulsed laser. In
scanning strategy by laser in two perpendicular orders enclosed by nanometer-sized
ripples, are directed for the development of spikes of micrometer size. The results
show that textured hydrophilic or super-hydrophilic Ti surfaces became high
hydrophobicity or super-hydrophobicity after salinization. In Fig. 1, the
laser-textured surface of Ti material machined at laser fluence of 1.5 J/cm2 is shown
at two different magnifications (500� an 50000�). Soveja et al. (2008) investigated
the effect of working factors on laser texturing by means of two investigational
design approach (Taguchi and RSM methodology) on Ti–6Al–4V alloy. The
authors found that pulse frequency and pulse energy are the most significant factors.
The results also reveal that MRR is directly proportional to laser pulse energy and
pulse frequency. Moreover, it was seen that these values of surface roughness were
inversely relational to these process parameters. Tripathi et al. (2015) studied the
influence of laser surface texturing process on friction and wear behavior of gra-
phite cast iron. In this work, authors successfully produced dimples of dimension of
diameter 60 lm and depth 30 lm with a dimple pitch of 80–200 lm.

Velasquez (2013) investigated the effect of surface texturing on the surgical
blade by developing micro-dimples of diameter of 110 lm and depth of 30 lm on
the surface of cutting edge of blades (surgical) by a picosecond pulse Nd:YVO4
laser. A larger friction reduction is observed by production of an arrangement of
dimples with combined rims on a side of blade cutting edge in comparison with
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production of these dimples at both sides. Wang et al. (2015) carried out investi-
gational analysis to study the effect of overlap and overscan number and found that
both the factors have significant effects on results of depth achieved and surface
roughness values. It was found that machined depth has a linear relationship with
the axial overlap and circumferential overlap. The results also reveal that the
overscan number is mostly effective factor for machined depth compared to the
overlap factors. The 3D and 2D scan profiles of the micro-channel machined sur-
face are shown in Fig. 2 at axial overlap of 0.80, circumferential overlap of 0.88
and overscan number of 2. Yang et al. (2016) studied the modification of wettability
on titanium material. The results show that accumulation of carbon on the surface is
the key factor to improve surface hydrophobicity. The SEM images of three type of

Fig. 1 SEM images of laser texturing Ti surface at a 500� and b 50000� magnifications
machined at laser fluence of 1.5 J/cm2 (Li et al. 2016)

Fig. 2 3D and 2D profiles of machined micro-channels at axial overlap of 0.80, circumferential
overlap of 0.88 and overscan number of 2 (Wang et al. 2015)

364 G. Kibria et al.



patterns such as line, grid, and spot patterns are shown in Fig. 3a–c. From the
literature review, it was found that very few experimental researches have been
carried out in order to find out the influencing process variables on surface char-
acteristics and the effect of overlap factors on surface conditions during laser sur-
face texturing process. Furthermore, as the process involves a number of process
parameters, the selection of suitable process parameter setting is a very difficult task
for achieving the desired surface characteristics. Therefore, to meet the
micro-manufacturing demands and also to explore the influences of different pro-
cess parameters on surface characteristics, in the present chapter, attempts have
been made to conduct experiments in laser surface texturing process on titanium
material to analyze the effect of laser average power, laser beam scanning speed,
pulse frequency, and transverse feed on the response criteria. The research work
also attempts to develop empirical models for responses through response surface
methodology to analyze the effect of aforesaid process inputs. Finally, optimization
has been carried out to develop optimal parametric combinations to achieve desired
surface characteristics.

Fig. 3 SEM images of standard microstructures a line pattern b grid pattern and c spot pattern
under the irradiation of laser pulses (Yang et al. 2016)
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2 Laser Surface Texturing

One of the key technologies for manufacturing of defined and patterned surface
microstructures is laser surface texturing (LST). This process renders tribological
characteristics on the surface of work material to improve load capacity, wear rate
as well as to reduce coefficient of friction of the surface. In this process, relative
movements between the laser beam and work surface is given at different patterns to
create patterned microstructures such as crossed grooves, linear grooves, and
dimple-shaped impressions. In laser texturing process, lateral overlap and trans-
verse overlap are the major criteria for achieving qualitative and defined surface.
Therefore, the basic understanding of lateral overlap and transverse overlap of laser
beam scanning is very much needed. The schematic representation of laser beam
scan pattern with two overlaps is viewed in Fig. 4. The schematic representation
also shows the Gaussian energy distributions of laser spots as well as the craters
generated by these laser spots. The amount of lateral overlap and transverse overlap
should be chosen very carefully as these overlaps depend upon the various para-
metric settings of process parameters. The mathematical relationship between
various factors and the abovementioned overlaps can be calculated as follows (Vora
and Dahotre 2015):

Lateral overlap OLð Þ ¼ D� DL

D
� 100% ð1Þ

Transverse overlap OTð Þ ¼ D� DT

D
� 100% ð2Þ

Here, D is the laser beam spot diameter at focused zone in mm, DL (DL = Vin/f)
is lateral overlap distance in mm, Vin is the laser beam scanning speed in mm/s,
f corresponds to pulse frequency in Hz, and DT is the transverse overlap distance in
mm. According to Eq. (1), it is very clear that by increasing the pulse frequency or

Fig. 4 Schematic view of laser scanning strategy showing lateral and transverse overlap and
Gaussian energy distribution pattern for laser spots
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by reducing the laser beam scanning speed, the lateral overlap area can be incre-
mented. Equation (2) depicts the relation of transverse overlap with transverse feed.
It is theoretically very clear than the transverse overlap area, i.e., overlap of two
consecutive laser spot in transverse direction, can be increased by decreasing the
transverse feed or reducing the center distance between two consecutive spots.

3 Materials, Methods, and Machining Conditions

All the experimentation were carried out in CNC controlled pulse Nd:YAG laser
beam micromachining system of average power 50 W (make: M/S Sahajanand
Laser Technology Limited, Pune, India). In the present experimental investigation,
the process parameters, which have been selected for conducting laser surface
texturing process of pure titanium, are average power of laser, pulse frequency,
laser beam scanning speed, and transverse feed. The list of process parameters with
actual and coded values is shown in Table 1. Finally, a uniform rotatable central
composite experimental design based on response surface methodology (RSM) for
modeling of laser surface texturing process has been carried out and listed in
Table 2. The details of machine setup specifications and other parameters which are
kept constant during the present experimentation are shown in Table 3. Each of the
four process parameters having four levels requires a total of 31 numbers of
experiments. All the experiments have been performed randomly, i.e., without
following the order mentioned in the first column. Considering the ranges of pro-
cess parameters taken in this research study, the values of lateral overlap and
transverse overlap have been calculated using Eqs. (1) and (2). In Fig. 5, the
variation of lateral overlap with laser scanning speed at various pulse frequency
values is shown. From this figure, it is revealed that the values of lateral overlap are
more than 95%, which ensures that quality surface can be achieved by laser surface
texturing process. The variation of transverse overlap with transverse feed is shown
in Fig. 6. The calculated values of transverse overlap are in the range of 50–90%.
This wide range of overlap has been considered to study and analyze the effect of
these overlaps on surface characteristics to be obtained. Flat titanium workpiece of

Table 1 Process parameters and various levels of laser surface texturing experimentation

Parameters Symbol Unit Levels

−2 −1 0 +1 +2

Average power X1 W 4 5.5 7 8.5 10

Pulse frequency X2 Hz 600 800 1000 1200 1400

Scanning speed X3 mm/s 1 2 3 4 5

Transverse feed X4 mm 0.01 0.02 0.03 0.04 0.05
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dimension 50 mm � 50 mm � 1 mm is considered for carrying out the experi-
mentation. After conducting experiments, response criteria surface roughness (Ra
and Rz) both in lateral and transverse directions and wettability (in terms of contact
angle) were measured. Surface roughness values were measured using roughness
measuring instruments, Mitutoyo Surftest SJ-210. During surface roughness eval-
uation, the cutoff length was taken as 0.8 mm and total length of measurement was
5 mm. The values of surface roughness along the laser scan line (lateral direction)
are termed as surface roughness (Ra and Rz) in lateral direction whereas the values

Table 2 Experimental plan with various values of process parameters

Expt.
No.

Average power
(W)

Pulse frequency
(Hz)

Scanning speed
(mm/s)

Transverse feed
(mm)

1 7.0 1000 3 0.03

2 8.5 1200 4 0.04

3 8.5 800 2 0.04

4 5.5 800 4 0.02

5 8.5 800 4 0.04

6 5.5 1200 2 0.02

7 8.5 800 2 0.02

8 8.5 1200 2 0.02

9 7.0 1000 3 0.03

10 5.5 1200 4 0.04

11 5.5 800 2 0.04

12 7.0 1000 1 0.03

13 10.0 1000 3 0.03

14 7.0 1000 3 0.05

15 8.5 1200 2 0.04

16 7.0 1000 3 0.01

17 7.0 1000 3 0.03

18 7.0 1000 3 0.03

19 5.5 1200 2 0.04

20 5.5 1200 4 0.02

21 7.0 1000 5 0.03

22 7.0 600 3 0.03

23 7.0 1000 3 0.03

24 4.0 1000 3 0.03

25 7.0 1000 3 0.03

26 8.5 800 4 0.02

27 7.0 1000 3 0.03

28 5.5 800 4 0.04

29 7.0 1400 3 0.03

30 8.5 1200 4 0.02

31 5.5 800 2 0.02
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Table 3 Experimental conditions for laser surface texturing

Condition Description

Laser type Nd:YAG laser (pulsed)

Wavelength 1064 nm

Polarization of beam Random

Type of Q-switch Q-switched (pulsed)

Mode of operation Fundamental mode (TEM00)

Mode of laser beam Acousto optic

Pulse width, % of duty cycle Variable

Mirror reflectivity Rear mirror 100% and front mirror 80%

Air pressure (kgf/cm2) 1.3

Z feed rate (mm/s) 0.01

Fig. 5 Variation of lateral
overlap with laser scanning
speed at various pulse
frequency values

Fig. 6 Variation of
transverse overlap with
transverse feed
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of surface roughness obtained along the perpendicular of lateral direction (i.e.,
transverse direction) are termed as surface roughness (Ra and Rz) in transverse
direction. Wettability is another response criterion that was considered in the pre-
sent experimentation. Wettability is the effect of variation of contact angle on the
surface that decides whether the liquid drop over the surface is able to wet the
surface or not. As this is a direct function of contact angle (h), therefore, wettability
is calculated by the angle of contact of the liquid resting on the surface. If two
different fluids make contact with the surface of a solid, the configuration of balance
of these two different fluid segments (say air and water) relies on the comparative
value of the surface tension among every pair of these three phases. Each surface
tension executes toward its respective interface, and defines the angle (h) at which
the liquid contacts the surface. This is known as contact angle. The contact angle is
generally measured in the liquid side. When the contact angles are >90°, the
wettability characteristics of the liquid on the surface are very low, i.e.,
hydrophobic. At the same time, when contact angles are <90°, the wettability
characteristics are very high on the surface, i.e., hydrophilic. Even a contact angle
of more than 150° shows super-hydrophobicity. Wettability of the machined sur-
face was observed by measuring contact angle of pre-quantified distilled water
drop. The schematic view of measuring the contact angle using water droplet is
represented in Fig. 7. The wettability of the textured surface in terms of contact
angle, angle measuring setup is indigenously developed and the schematic repre-
sentation of this setup is viewed in Fig. 8. For each water drop on the machined
surface, contact angle is measured twice at both ends of water drop and for analysis;
the average value of these two angles is taken. MINITAB statistical software of
version 16.1 is used to analyze the responses.

Fig. 7 Schematic of contact angle of liquid drops in contact with solid surfaces (hydrophobic and
hydrophilic)
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4 Results and Discussion

Based on the results of laser surface texturing on pure titanium material, various
statistical analyses were conducted to validate the developed mathematical models
of responses. Moreover, various surface plots were analyzed to examine the para-
metric influences of process parameters on performance criteria.

4.1 Development of Predictive Models and ANOVA Test

According to the results of response criteria, i.e., surface roughness (Ra and Rz) and
contact angle achieved as shown in Table 4, mathematical models of responses
have been established to develop the relationship between various process
parameters and performance criteria. The details of developed mathematical models
of responses are shown below.

YRaL ¼ �59:44þ 10:35� X1 þ 0:05� X2 þ 5:83� X3 þ 262:35� X4

� 0:55� X2
1 � 1:25� X2

3 � 7203:72� X2
4 þ 0:08� X1X3

� 28:54� X1X4 þ 0:20� X2X4 þ 29:94� X3X4

ð3Þ

YRaT ¼ �24:08þ 6:79� X1 þ 0:01� X2 þ 4:13� X3

� 47:01� X4 � 0:36� X2
1 � 0:71� X2

3 � 3416:52� X2
4

� 0:23� X1X3 þ 5:96� X1X4 þ 0:10� X2X4 þ 34:31� X3X4

ð4Þ

YRzL ¼ �313:5þ 50:4� X1 þ 0:3� X2 þ 34:4� X3

þ 1604:7� X4 � 2:3� X2
1 � 6:1� X2

3 � 38642:1� X2
4

� 0:1� X1X3 � 143:0� X1X4 þ 1:2� X2X4 þ 28:1� X3X4

ð5Þ

Fig. 8 Schematic view of indigenously developed contact angle measuring arrangement
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YRzT ¼ �135:2þ 32:5� X1 þ 0:1� X2 þ 20:6� X3

þ 166:8� X4 � 1:7� X2
1 � 2:5� X2

3 � 22934:8� X2
4

� 1:2� X1X3 þ 37:2� X1X4 þ 0:6� X2X4 þ 100:0� X3X4

ð6Þ

Table 4 Experimental results of a total 31 experiments

Expt.
No.

Responses

Surface
roughness
(lateral), Ra
(µm)

Surface
roughness
(transverse),
Ra (µm)

Surface
roughness
(lateral), Rz
(µm)

Surface
roughness
(transverse),
Rz (µm)

Contact
angle, h
(degree)

1 11.75 6.91 61.06 37.49 52.60

2 5.02 4.99 29.86 25.60 115.10

3 6.98 7.11 42.46 35.99 76.55

4 8.68 6.32 47.05 33.03 25.00

5 11.50 8.25 59.66 41.66 102.00

6 3.68 3.62 21.54 20.11 15.10

7 13.66 9.91 72.54 48.15 67.30

8 7.32 4.56 40.50 23.55 30.30

9 12.70 7.73 65.42 38.95 53.30

10 4.91 4.55 31.62 23.80 132.45

11 7.53 5.22 40.15 25.63 82.40

12 6.07 4.86 36.60 29.20 38.90

13 12.06 7.35 72.18 37.43 26.70

14 9.84 7.41 53.13 34.30 75.15

15 5.13 5.32 33.60 31.14 31.40

16 10.23 7.57 53.91 35.80 25.90

17 11.10 7.62 55.45 39.12 71.55

18 10.25 8.62 60.59 40.54 51.25

19 3.57 3.58 24.16 18.48 95.95

20 6.25 5.32 40.50 27.22 73.20

21 9.73 7.18 52.22 39.17 117.85

22 10.64 9.53 57.04 45.85 48.65

23 11.93 8.18 68.73 42.35 55.10

24 3.82 3.95 24.27 20.94 80.50

25 13.86 9.65 74.94 46.47 22.10

26 12.88 7.07 72.90 39.37 26.60

27 14.64 9.62 75.54 48.81 31.10

28 6.97 7.08 38.36 35.41 82.70

29 5.70 5.82 32.43 28.82 91.90

30 7.50 4.70 42.53 25.50 32.20

31 10.25 7.17 53.76 34.08 21.30
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Yh ¼ 103:38þ 37:30� X1 � 0:20� X2 � 106:27� X3

þ 1525:91� X4 þ 0:60� X2
1 þ 7:54� X2

3 þ 5793:90� X2
4

� 0:04� X1X2 � 1:18� X1X3 � 376:04� X1X4

þ 0:6� X2X3 þ 0:65� X2X4 þ 768:44� X3X4

ð7Þ

Here, X1, X2, X3, and X4 are the actual values of laser beam average power,
scanning speed, pulse frequency, and transverse feed, correspondingly. The anal-
ysis of variance (ANOVA) test for these four empirical models was performed and
the calculated F-values are shown in Tables 5, 6, 7, 8 and 9 for surface roughness
(lateral and transverse), Ra and Rz as well as contact angle (h). The typical F-value
of lack-of-fit is 4.06 for confidence level of 95% as taken from F distribution table.
On the other hand, the evaluated F-values for surface roughness (lateral), surface
roughness (transverse), and contact angle are 1.43, 0.97, 1.51, 1.11, and 1.66,
respectively, at 95% confidence level. These calculated F-values are obviously
lower than the typical F-value. This entails that the RSM-based empirical models
are satisfactory at 95% confidence level and valid in the ranges of process
parameters. The p-values of lack-of-fit for these five response criteria are 0.344,
0.542, 0.317, 0.471, and 0.276, which indicate the models adequately fit. Based on
the developed empirical models of responses, further a total of eight validation

Table 5 Results of analysis of variance (ANOVA) for surface roughness (lateral), Ra

Source DF Seq SS Adj SS Adj MS F P

Regression 14 277.304 277.304 19.8074 6.63 0.000

Linear 4 156.766 47.670 11.9175 3.99 0.020

Square 4 111.445 111.445 27.8613 9.33 0.000

Interaction 6 9.093 9.093 1.5154 0.51 0.794

Residual error 16 47.800 47.800 2.9875

Lack-of-fit 10 33.651 33.651 3.3651 1.43 0.344

Pure error 6 14.149 14.149 2.3581

Total 30 325.104

Table 6 Results of analysis of variance (ANOVA) for surface roughness (transverse), Ra

Source DF Seq SS Adj SS Adj MS F P

Regression 14 84.828 84.8277 6.0591 5.80 0.001

Linear 4 47.363 20.9190 5.2298 5.01 0.008

Square 4 31.280 31.2797 7.8199 7.49 0.001

Interaction 6 6.185 6.1852 1.0309 0.99 0.466

Residual error 16 16.714 16.7143 1.0446

Lack-of-fit 10 10.321 10.3207 1.0321 0.97 0.542

Pure error 6 3.394 6.3935 1.0656

Total 30 101.542
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experiments are carried out within the range of the process parameters considered in
the present experimental work.

In Table 10, the process parametric settings considered for verification experi-
ments are enlisted along with experimental result of responses. The comparative
results between the experimental results and the RSM predicted results are shown in
Table 11. The prediction errors have been calculated according to the following
equation:

Table 7 Results of analysis of variance (ANOVA) for surface roughness (lateral), Rz

Source DF Seq SS Adj SS Adj MS F P

Regression 14 6796.22 6796.22 485.44 6.42 0.000

Linear 4 3953.21 1207.27 301.82 3.99 0.020

Square 4 2555.70 2555.70 638.93 8.45 0.001

Interaction 6 287.31 287.31 47.88 0.63 0.702

Residual error 16 1209.48 1209.48 75.59

Lack-of-fit 10 865.79 865.79 86.58 1.51 0.317

Pure error 6 343.69 343.69 57.28

Total 30 8005.70

Table 8 Results of analysis of variance (ANOVA) for surface roughness (transverse), Rz

Source DF Seq SS Adj SS Adj MS F P

Regression 14 1858.63 1858.63 132.759 7.01 0.000

Linear 4 1095.62 457.70 114.424 6.04 0.004

Square 4 644.14 644.14 161.036 8.50 0.001

Interaction 6 118.87 118.87 19.812 1.05 0.433

Residual error 16 302.97 302.97 18.936

Lack-of-fit 10 196.43 196.43 19.643 1.11 0.471

Pure error 6 106.54 106.54 17.756

Total 30 2161.60

Table 9 Results of analysis of variance (ANOVA) for contact angle, h

Source DF Seq SS Adj SS Adj MS F P

Regression 14 25543.9 25543.9 1824.56 4.78 0.002

Linear 4 17659.4 3886.7 971.69 2.55 0.080

Square 4 2283.4 2283.4 570.86 1.50 0.250

Interaction 6 5601.0 5601.0 933.50 2.45 0.072

Residual error 16 6106.2 6106.2 381.63

Lack-of-fit 10 4485.1 4485.1 448.51 1.66 0.276

Pure error 6 1621.1 1621.1 270.18

Total 30 31650.0
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Prediction error ð%Þ ¼ Experimental results� Predicted results
Experimental results

� 100% ð8Þ

As shown in the Table 11, the predicted average percentage errors of surface
roughness (lateral), surface roughness (transverse), and contact angle are 3.34, 3.19,
3.08, 3.10, and 3.19%, respectively. The calculated overall percentage of prediction
error considering the aforesaid responses is 3.18%. As the prediction errors are
below 5%, the result can be considered within acceptable range. In addition to this,
the predicted values of responses are closed to experimental results, which ensure
that RSM models developed can predict response results moderately acceptable.

4.2 Influence of Process Parameters on Surface Criteria

The various response surfaces have been plotted between one process criteria and
two process parameters at a time. The parametric analyses of surface roughness (Ra
and Rz) and contact angle with respect to process variables such as pulse frequency,
average power, scanning speed, and transverse feed have been discussed hereunder.

4.2.1 Parametric Effects on Surface Roughness (Ra)

The influence of surface roughness (Ra and Rz) in lateral and transverse directions
has been analyzed with the aid of various response surface plots. In Fig. 9, the
combined effect laser beam average power and pulse frequency on surface
roughness (Ra) in lateral direction is depicted when laser beam scanning speed and
transverse feed are kept as constant at 3 mm/s and 0.03 mm, respectively. The
surface plot reveals that an increment in laser beam average power, the surface
roughness (lateral) values are increasing at all pulse frequency settings. This is due

Table 10 Results of responses of verification experiments

Expt.
No.

Process parameters Responses obtained from experiments

Average
power
(W)

Pulse
frequency
(Hz)

Scanning
speed
(mm/s)

Transverse
feed (mm)

Surface roughness (lm) Contact
angle
(h)

Ra
(L)

Ra
(T)

Rz
(L)

Rz
(T)

1 7 800 2 0.02 6.12 7.25 38.26 21.28 109.12

2 5.5 900 4 0.04 5.23 6.86 42.15 38.52 76.29

3 8.5 1100 2.5 0.01 5.75 9.56 53.46 42.15 54.28

4 5 1300 3.5 0.05 9.86 8.62 68.54 25.14 113.81

5 8 1200 2.5 0.02 4.62 7.91 72.13 37.29 80.18

6 9 950 3 0.03 8.25 5.26 35.16 37.21 95.25

7 6 700 4 0.01 8.46 4.85 47.91 47.29 76.15

8 8 1050 4.5 0.02 5.92 6.34 52.38 36.21 82.65
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to the fact that with increase of laser beam average power, the peak power of the
beam is also increasing according to following equation (Kibria et al. 2012;
Thawari et al. 2005):

Peak power Pp
� � ¼ Average power ðPAÞ

Pulse frequency Fp
� �� Pulse duration ðlÞ ð9Þ

Thus, the material from the laser irradiated zone gets adequate energy to melt
and evaporate instantly and as a result, the machined surface has a lot of irregu-
larities. According to Eq. (1), the increase of pulse frequency for any change in
laser beam scanning speed results in increase of lateral overlap percentage. Thus,
the altitude of the micro-peaks on the generated surface is less, which further
decreases the surface roughness (lateral) value. It is also seen from this figure that
increment in pulse frequency first leads to increasing of the surface roughness
(lateral) values and later reversed back. It is because, when pulse frequency is
increasing, the laser beam interaction time with material surface is also increasing
subsequently and thus, the crater size is also increasing. Consequently, the
roughness values are increasing.

Figure 10 illustrates the influence of laser scanning speed and transverse feed on
surface roughness (lateral) values when other process variables remained constant
as beam average power at 7 W and laser pulse frequency at 1000 Hz. It is observed
from the figure that with increase of laser beam scanning speed, initially roughness
values have a tendency to increase and then follows a gradual fall. With increasing
values of scanning speed, as the spot overlap values decreases, therefore, the
roughness is increasing. At high scanning speed values, the laser beam and material
interaction time decreases. As a result of this, slight quantity of work material is
removed by laser beam irradiation and the surface has less irregularities. The same
plot also depicts that with the increase of transverse feed, the values of surface
roughness (lateral) are also increasing. This phenomenon is observed by the
increase of transverse feed, where the values of transverse overlap between two

Fig. 9 3D surface plots of
surface roughness (lateral), Ra
against of average power and
pulse frequency
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laser scanning track decrease. Therefore, the machined surface has a lot of irreg-
ularities which ultimately increases the roughness.

Figure 11 shows the influence of laser beam average power and pulse frequency
on surface roughness (transverse), Ra when other process parameters, i.e., scanning
speed and transverse feed were kept constant at a value 3 mm/s and 0.03 mm,
correspondingly. The figure reveals that surface roughness (transverse) shows an
increasing trend with the variation of laser average power. This is due to the fact
that when the average power is increasing, the peak power is also increasing
according to Eq. (9). Thus, the material from the laser irradiated zone finds suitable
thermal energy for melting and evaporation instantly and as a result, the machined
surface has a lot of irregularities. The same plot also indicates that the surface
roughness (transverse) values reduced with the variation of pulse frequency. This
trend can be understood by Eq. (9) that shows with increasing pulse frequency, the
peak power decreases, so the energy associated with the laser beam at the laser
irradiated zone also decreases and less amount of metal is melted and vaporized

Fig. 10 3D surface plots of
surface roughness (lateral), Ra
against of scanning speed and
transverse feed

Fig. 11 3D surface plots of
surface roughness
(transverse), Ra against of
average power and pulse
frequency
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from the zone. Therefore, irregularities with lower crater size are formed and the
surface roughness value decreases.

Figure 12 shows the effects of surface roughness (transverse), Ra with the
variation of scanning speed and transverse feed when the other two process
parameters, i.e., laser beam average power and pulse frequency are kept constant at
a value of 7 W and 1000 Hz. The figure depicts that surface roughness first
gradually increases and then steep decreases with the increase of scanning speed
parameter. This nature of the graph can be explained as when the scanning speed is
increasing with constant average power and transverse feed, the overlap distance
between the two consecutive lasers scanning track decreases. Therefore, the surface
roughness also decreases. The same graph also depicts that the surface roughness
(transverse) increases with the increasing of transverse feed. It is because according
to Eq. (2), with increase of transverse feed, the values of transverse overlap
between two laser scanning track decrease and thus, the machined surface has a lot
of irregularities which ultimately increases the roughness.

4.2.2 Parametric Effects on Surface Roughness (Rz)

Figure 13 depicts the variation of surface roughness (lateral), Rz with laser average
power and pulse frequency keeping other two process variables, i.e., scanning
speed and transverse feed constant at a value of 3 mm/s and 0.03 mm, respectively.
The graph indicates that the surface roughness values increase with laser beam
average power. It is because of the increasing of peak power with the increase of
laser beam average power according to Eq. (9). An increase value of peak power
generates more energy in the laser zone and as a result of this, subsequent melting
and vaporization takes place. Therefore, deeper layer of material is removed. This
causes an increment in surface roughness. The same figure also depicts that the
surface roughness (lateral) has a decreasing nature with the increment in pulse

Fig. 12 3D surface plots of
surface roughness
(transverse), Ra against of
scanning speed and transverse
feed
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frequency. Increased pulse frequency causes a decreasing peak power that further
causes decrement in surface roughness.

Figure 14 shows the variation of surface roughness (lateral), Rz with scanning
speed and transverse feed keeping the other two process parameters, i.e., laser
average power and pulse frequency constant at 7 W and 1000 Hz, respectively. The
figure shows a gradually increasing then followed by decreasing nature of the
surface roughness curve with scanning speed. This is because, at lower value of
scanning speed, the generated textured surface shows a decrease in overlap between
the two spots and increased surface roughness. But, at high value of scanning
speed, the duration of contact between laser beam and the material decreases sig-
nificantly and it does not get enough time to melt and vaporize the material and as a
result, the values of surface roughness decrease. The figure also shows that the
surface roughness increases with increasing transverse feed. It is because with the
increase of transverse feed, the values of transverse overlap between two laser

Fig. 13 3D surface plots of
surface roughness (lateral), Rz
against of average power and
pulse frequency

Fig. 14 3D surface plots of
surface roughness (lateral), Rz
against of scanning speed and
transverse feed
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scanning track decrease and thus, the machined surface has a lot of irregularities
which ultimately increases the roughness.

Figure 15 illustrates the variation of surface roughness (transverse), Rz with
beam average power and pulse frequency. The other two process parameters, i.e.,
scanning speed and transverse feed, are at constant at a value of 3 mm/s and
0.03 mm, respectively. The figure depicts that the surface roughness is increasing
with beam average power. This is because the increased laser beam average power
causes an increment in peak power and that generates more energy for melting and
vaporization the work material. This causes the increasing of surface roughness.
The same figure also shows that the surface roughness is decreasing when the pulse
frequency goes on increasing as the peak power decreases with the increase in pulse
frequency.

The variation of transverse surface roughness (Rz) with scanning speed and
transverse feed is shown in Fig. 16, while laser beam average power and pulse
frequency were kept constant at 7 W and 1000 Hz, correspondingly. The figure

Fig. 15 3D surface plots of
surface roughness
(transverse), Rz against of
average power and pulse
frequency

Fig. 16 3D surface plots of
surface roughness
(transverse), Rz against of
scanning speed and transverse
feed
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shows a gradually increasing then decreasing nature of the surface roughness curve
with scanning speed. This is because, at lower value of laser scanning speed, the
generated textured surface shows decrease in overlap between the two spots and
therefore, the surface roughness increases. But, at higher value of scanning speed,
the interaction time between the laser beam and the work material decreases sig-
nificantly without having enough time to melt and vaporize the material. As a result
of this, the surface roughness decreases. The very same figure also shows that the
surface roughness increases with increasing transverse feed. It is because with
increase of transverse feed, the values of transverse overlap between two laser
scanning track decrease and thus, the machined surface has lot of irregularities
which ultimately increases the roughness.

4.2.3 Parametric Effects on Contact Angle (h)

Figure 17 illustrates the variation of contact angle (h) with beam average power and
pulse frequency keeping other two process parameters, i.e., scanning speed and
transverse feed, constant at 3 mm/s and 0.03 mm correspondingly. It is obvious
from the surface plot that with increment of average power of laser, it has small
effect on contact angle when pulse frequency value is less. However, at high value
of pulse frequency settings, the contact angle sharply decreases. Consequently, the
wettability between water drop and machined surface increases. It is also observed
that at less value of laser beam average power, with increase of pulse frequency,
contact angle increases sharply and consequently the wettability of the surface with
water drop decreases.

Figure 18 illustrates the variation of contact angle (h) with pulse frequency and
scanning speed when laser beam average power and transverse feed remained
constant at 1000 Hz and 0.03 mm correspondingly. The surface plot reveals that
with the combination of low scanning speed and high values of pulse frequency, the
changes in contact angle are minimal. On the contrary, at high scanning speed with

Fig. 17 3D surface plots of
contact angle against of
average power and pulse
frequency

382 G. Kibria et al.



increasing pulse frequency contact angle increases and the wettability decreases.
Simultaneously, at low pulse frequency, increasing of scanning speed has a very
small effect on contact angle, but at high pulse frequency, increment in scanning
speed causes the contact angle to increase sharply. From the plot, it is optimized
that the contact angle has minimum value at higher value of pulse frequency and
lower value of scanning speed. On the other hand, the contact angle has a maximum
value at higher value of pulse frequency as well as scanning speed.

Figure 19 shows the variation of contact angle (h) with scanning speed and
transverse feed while remaining other process parameters such as laser beam average
power and pulse frequency constant at 7 W and 1000 Hz, correspondingly. The
surface plot of the contact angle against these two parameters shows that with the
increase of scanning speed, the contact angle increases sharply at all value of trans-
verse feed. This makes the surface hydrophobic in nature. At the same time, with
increase of transverse feed, the value of contact angle has an increasing nature at all
values of scanning speed. Thus, wettability of the surface against water drop decreases.

Fig. 18 3D surface plots of
contact angle against of pulse
frequency and scanning speed

Fig. 19 3D surface plots of
contact angle against of
scanning speed and transverse
feed
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5 Multi-objective Optimization and Validation
Experiments

For obtaining minimum values of surface roughness (Ra and Rz) and contact angle
(h), it is very essential to consider optimization statistical tool to achieve
multi-objective optimization parametric combination of considered process
parameters. Figure 20 shows the result of the optimized combination of the process
variables in order to achieve the optimized tribological characteristics. In the
aforesaid figure, process parameters and their ranges are considered in columns,
whereas the output responses are plotted in each row. Each cell in the figure also
represents how the output response varies with one of the process parameters, while
the other parameters are remained as constant. At an average power of 9.02 W,
pulse frequency of 1340 Hz, laser beam scanning speed of 2.04 mm/s, and trans-
verse feed of 0.0227 mm, the optimal settings of the process parameters are

Fig. 20 Multi-objective optimization results of responses
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achieved. The optimal surface roughness (lateral), Ra achieved was 2.93 lm,
surface roughness (transverse), Ra 3.32 lm, surface roughness (lateral), Rz
19.48 lm, surface roughness (transverse), Rz 18.89 lm, contact angle (h) 13.08°.
With the composite desirability (D) value of 1, all the responses have been suc-
cessfully optimized during multi-objective optimization.

Verification experiment of confirming the values of multi-objective optimization
was conducted at the closer achievable parametric combination of multi-objective
optimized setting. The RSM predicted and experimental results of responses with
the percentage of prediction errors are shown in Table 12. It has been found that the
optimum values of surface roughness (lateral and transverse) and contact angle (h)
were obtained as 3.01, 3.44 20.13, 19.45 lm, and 13.53° respectively. The cal-
culated values of prediction errors were 2.71, 3.43, 3.18, 2.87, and 3.31% as
obtained using Eq. (8). These values are within acceptable limit. Thus, the opti-
mized parametric combination is valid within considered range of process
parameters.

Table 12 Results of optimal parametric combinations and confirmation experiments

Optimization Experimental parameters
settings

Experimental results

Multi-objective
optimization

Average power = 9.02 W
Pulse frequency
= 1340 Hz
Scanning speed
= 2.04 mm/s
Transverse feed
= 0.0227 mm

Surface roughness (lateral),
Ra = 3.01 lm,
Surface roughness (transverse),
Ra = 3.44 lm
Surface roughness (lateral),
Rz = 20.13 lm
Surface roughness (transverse),
Rz = 19.45 lm
Contact angle (h) = 13.53°

RSM predicted results
Surface roughness (lateral),
Ra = 2.93 lm,
Surface roughness (transverse),
Ra = 3.32 lm
Surface roughness (lateral),
Rz = 19.48 lm
Surface roughness (transverse),
Rz = 18.89 lm
Contact angle (h) = 13.08°

Percentage of error (%)
Surface roughness (lateral),
Ra = 2.71
Surface roughness (transverse),
Ra = 3.43
Surface roughness (lateral),
Rz = 3.18
Surface roughness (transverse),
Rz = 2.87
Contact angle (h) = 3.31
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6 Analysis of Optical Microscopic Images of Laser
Textured Surfaces

Studies of optical microscopic images of textured surface machined at various
parametric settings have been done in depth for investigating the influences of
process parameters. Figure 21a–d show and compare the laser textured surfaces
machined at parametric combinations of (a) and (b) 5.5 W/1200 Hz/2 mm/s/
0.02 mm and 5.5 W/1200 Hz/4 mm/s/0.04 mm of average power, pulse frequency,
scanning speed, and transverse feed. By closely observing these optical micro-
graphs in Fig. 21a–d, it is seen that with the combination of higher value of laser
scanning speed and transverse feed, the values of surface roughness (lateral and
transverse) were increased from Ra = 3.68 lm and Ra = 3.62 lm to Ra = 4.91 lm
and Ra = 4.55 lm. The corresponding values of surface roughness (lateral and
transverse) were increased from Rz = 21.54 lm and Rz = 20.11 lm to Rz = 31.62
lm and Rz = 23.80 lm. The increase of surface roughness (both lateral and
transverse) is due to decrease in lateral and transverse overlaps with laser beam
scanning speed and transverse feed. Figure 22a–d shows and compare the laser

(a) magnification = 5x (b) magnification = 10x

(c) magnification = 5x (d) magnification = 10x

Fig. 21 Optical micrographs of laser textured surface machined at a, b 5.5 W/1200 Hz/2 mm/s/
0.02 mm, c, d 5.5 W/1200 Hz/4 mm/s/0.04 mm of average power, pulse frequency, scanning
speed and transverse feed
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textured surfaces machined at parametric combinations of (a) and (b) 5.5 W/
1200 Hz/2 mm/s/0.04 mm and 8.5 W/800 Hz/2 mm/s/0.04 mm of average power,
pulse frequency, scanning speed, and transverse feed. By closely observing these
optical micrographs, it is seen that with the increase of laser beam average power
and decrease of pulse frequency, the values of surface roughness (lateral and
transverse) were decreased from Ra = 6.98 lm and Ra = 7.11 lm to
Ra = 3.57 lm and Ra = 3.58 lm. The corresponding values of surface roughness
(lateral and transverse) were decreased from Rz = 42.46 lm and Rz = 35.99 lm to
Rz = 24.16 lm and Rz = 18.48 lm. The decrease of surface roughness (both in
lateral and transverse) with an increase in average power and decrease in pulse
frequency is due to increase in laser–material interaction time and eventually the
formation of craters on the textured surfaces.

Figure 23 shows the photographic views of water droplets on laser textured
surfaces machined at six different parametric combinations. These images have
been taken utilizing the indigenously developed contact angle measuring arrange-
ment as explained in Fig. 8. The figures also show the values of contact angle
produced due to contact of solid titanium machined surface as well as due to surface
tension for surrounding air. As the values of contact angle of water droplets shown

(a) magnification = 5x (b) magnification = 10x

(c) magnification = 5x (d) magnification = 10x

Fig. 22 Optical micrographs of laser textured surface machined at a and b 5.5 W/1200 Hz/2 mm/
s/0.04 mm, c, d 8.5 W/800 Hz/2 mm/s/0.04 mm of average power, pulse frequency, scanning
speed and transverse feed
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in Fig. 23b, c, e are 115.10°, 102.00°, and 95.95°, which are more than 90°,
therefore, these machined surfaces can be termed as hydrophobic surface (wetta-
bility low). However, the machined surfaces shown in Fig. 23a, d, f create contact
angles of water droplets as 76.55°, 15.10°, and 71.55°, which are less than 90°,
therefore, these machined surfaces can be termed as hydrophilic surface (wettability
high).

7 Conclusions

In the present chapter, the effect of various process parameters on laser surface
texturing tribological characteristics of commercially pure titanium sheet (thickness
of 1 mm) is investigated and analyzed subsequently. Further, development of
empirical models was conducted to correlate the process parameters and various
responses. Based on the experimental results obtained, the mathematical models of
the responses have been developed. With analysis of variance (ANOVA) test, these

Contact angle = 76.55° Contact angle = 115.10°

Contact angle = 15.10°Contact angle = 102.00°

Contact angle = 95.95° Contact angle = 71.55°

(a) (b)

(c) (d)

(e) (f)

Fig. 23 Photographic views
of water droplets on the laser
textured surface machined at
a 8.5 W/800 Hz/2 mm/s/
0.04 mm, b 8.5 W/1200 Hz/
4 mm/s/0.04 mm, c 8.5 W/
800 Hz/4 mm/s/0.04 mm,
d 5.5 W/1200 Hz/2 mm/s/
0.02 mm, e 5.5 W/1200 Hz/
2 mm/s/0.04 mm, and f 7 W/
1000 Hz/3 mm/s/0.03 mm of
average power, pulse
frequency, scanning speed,
and transverse feed
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models were validated statistically at 95% confidence level. Analysis of various
surface plots reveals that all the parameters, i.e., laser beam average power, pulse
frequency, scanning speed, and transverse feed have significant influences to
achieve quality surface and defined wettability. Scanning speed and pulse frequency
are the most significant and contributing parameters for surface roughness (Ra and
Rz) in lateral direction, whereas scanning speed and traverse feed are the most
relevant and contributing parameters for surface roughness (Ra and Rz) in trans-
verse direction. Multi-objective optimization parametric combination was also
obtained for achieving least surface roughness (Ra and Rz) in lateral and transverse
directions. Optimized response values are achieved such as surface roughness
(lateral), Ra of 2.93 lm, surface roughness (transverse), Ra of 3.32 lm, surface
roughness (lateral), Rz of 19.48 lm, surface roughness (transverse), Rz of
18.89 lm, and contact angle (h) of 13.08° at the parametric setting of average
power at 9 W, pulse frequency at 1400 Hz, laser beam scanning speed at 2 mm/s,
and transverse feed at 0.02 mm. The results of verification experiments show that
the prediction errors are within acceptable limits. The experimental results achieved
in this research will be useful in developing new strategies and guidelines for
research scientists and manufacturing engineers for more exploration in this area of
surface texturing process using laser beam on titanium material. Furthermore, this
research will provide great impetus for effective and successful utilization of pulsed
Nd:YAG laser during the tribological surface generation of specific surface prop-
erties for successful applications in the micro-parts manufacturing.
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Sheet Thinning Prediction
and Calculation in Incremental
Sheet Forming

Harish K. Nirala and Anupam Agrawal

Abstract Incremental Sheet Forming (ISF) technique is an emerging process for
die less forming. It has wide applications in many industries e.g., automobile and
medical bone transplants. In ISF, forming of the sheet is done using Numerical
Control (NC) single point forming tool, which incrementally deforms the sheet by
highly localized plastic deformation. It gives better formability when compared
with traditional forming processes, like deep drawing and spinning. ISF has few
limitations out of which sheet thinning is one of the most critical limitations. In ISF,
formability is generally measured by the limit of maximum formable wall angle and
maximum permissible sheet thinning. Formability of the sheet during ISF or tra-
ditional forming processes can be presented by a Forming Limit Curve (FLC). The
sheet thinning in ISF can be predicted through sine law. By assuming plastic
incompressibility, sheet thinning can also be predicted by considering volume
constancy concept. In this study, forming limit has been predicted for two wall
profiles, viz., circular and elliptical wall. Further, a methodology has been presented
as a way to predict and calculate sheet thinning during ISF. The developed
methodology has been validated through numerical simulations followed by
experimental investigations. An in-house Computer-Aided Manufacturing
(CAM) module for incremental toolpath is developed for both simulations and
experiments. The results are in correlation with considerable accuracy.
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Nomenclature

/, ø Wall angle
x, y, and z Coordinates
tf Final thickness
to Initial thickness
ft Forming limit
v Poisson’s ratio

1 Introduction

Single Point Incremental Sheet Forming (SPISF) is a widely known alternative to
traditional forming techniques. The sheet metal could be formed into desired
symmetrical or asymmetrical shape without using any die. In this process, the sheet
is clamped from its periphery on a suitable fixture mounted on a CNC machine and
a hemispherical end shape forming tool is clamped to the machine spindle. The
movement of forming tool over the sheet is controlled by the toolpath given as
numerical code to the machine controller. The tool induces localized plastic
deformation in the sheet (Young and Jeswiet 2004). These localized deformations
are responsible for the forming of required geometry with higher formability as
compared to conventional forming techniques. SPISF has drawn attention of
manufacturing arena because it is very suitable and effective for small batches in
production system (Jeswiet et al. 2005; Jackson and Allwood 2009). In 1967, a
patent filed by Leszak initiated research in ISF (Leszak 1967). In 1978, work done
by Mason at university of Nottingham gave a new direction to forming by ISF
(Mason 1978). In 2001, Matsubara developed a double point ISF technique to
improve its dimensional accuracy (Matsubara 2001). A comprehensive review of
ISF is very effectively given by Jeswiet et al. (2005). Schematic representation of
SPISF process is shown in Fig. 1.

Figure 1, briefly shows a SPISF process, a truncated cone geometry with a wall
angle ‘a’ is being formed by an incremental spiral toolpath. The area of sheet metal
which is in contact with the tool undergoes localized plastic deformation and results
in sheet thinning. An intermediate geometry is also shown in the figure to give an
idea of the deformation direction. A backing plate has been used in order to avoid
undesired bending near the periphery of the geometry. Rotation of the tool is given
in a clockwise direction with an angular velocity ‘x’.

This process has drawn the attention of many manufacturing research commu-
nities all around the world since last two decades. The reasons are greater process
flexibility, improved formability and reduced forming forces when compared with
conventional forming processes like deep-drawing, stretch forming and spinning.
Ford Motor Company has recently released Ford Free Form Fabrication
Technology (FFFFT) that uses Two-Point ISF (TPISF) for rapid prototyping of
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automobile parts.1 When in SPISF any full or partial die is used then the process is
termed as Two-Point Incremental Sheet Forming (TPISF). In SPISF there is only
one contact point between the sheet and the tool while in TPISF there are two
contact points. In TPISF, first contact point is in between forming tool and the inner
surface of geometry and other contact point is between outer surface of geometry
and die used during forming. ISF has potential application in the medical bone
prosthesis. Bone implants with some cavity can be formed by using ISF process.
Literature (Lu et al. 2015) shows its application in cranioplasty (Bagudanch et al.
2015), knee arthroplasty (Bhoyar and Borade 2015; Eksteen 2013; Eksteen and Van
der Merwe 2012), denture plate (Milutinovića et al. 2014), maxillofacial implant
(Araújo et al. 2013), heel bone replacement (Ambrogio et al. 2005) and many more.
These implants need a customized fabrication, which can be possible through a
flexible process like ISF. Figure 2, shows some application of ISF in different
manufacturing sectors. The deformation mechanism of ISF includes, biaxial
stretching at the start point, at the corners and at each increment in the negative
z direction. The deformation, when the tool travels horizontally or spirally along the
formed profile, is plain-strain stretching and shearing (Jackson and Allwood 2009).
The deformation mechanism in ISF also includes pure bending of the sheet while
forming (Jackson and Allwood 2009). Further, the deformation mechanism in
conventional drawing process is purely biaxial, due to which the stress triaxial
condition necessary for fracture is achieved far earlier in conventional forming than
in incremental forming. Process parameters like feed rate, spindle speed, tool
diameter, incremental depth, forming angle, sheet thickness and toolpath will have a

Fig. 1 Schematic representation of SPISF process

1http://corporate.ford.com/news-center/press-releases-detail/pr-ford-develops-advanced-
technology-38244, 10 August, 2014, 8:30 pm IST.
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significant effect on the formability achieved (Kim and Park 2002; Gatea et al.
2016). In SPISF, formability of the sheet is generally presented by a Forming Limit
Diagram (FLD). FLCs are generally plotted in a principal space of major and minor
strain ðe1; e2Þ. In Fig. 3, formability comparison between deep drawing and
incremental sheet forming is presented (Silva et al. 2008a). Figure 3, clearly shows
that ISF gives better formability than traditional forming techniques in a principal
strain space (Silva et al. 2008b). There are few limitations of this process also like
geometrical inaccuracy, sheet thinning, undesired bending and spring back. Out of
these limitations, sheet thinning is the most critical limitation. Hence, it becomes
very necessary to study sheet tinning in ISF. From literature, it has been found that
sine law can be used to predict the sheet thickness variation along the formed profile
(Duflou et al. 2008). The sine law can be utilized to predict the final part thickness
Tfinal from the unprocessed sheet thickness TInitial and the part wall angle a (Duflou
et al. 2008). From Eq. (1), one can conclude that, as the wall angle (a) of the
formed profile increases, the final profile thickness Tfinal decreases.

Tfinal ¼ TInitial sinð90�� /Þ ð1Þ

According to sine law, it is not possible to form vertical wall ða ¼ 90�Þ, as it
gives final sheet thickness as zero. However, researchers have successfully formed
vertical walls using multistage ISF. When the sheet is being deformed strain
hardening effect appears which reduces the deformation capability of the sheet.
There will be more strain hardening, when deformation imposed on the sheet is
large as in single-stage SPISF process. When few intermediate stages are intro-
duced then the strain hardening effect will reduce and formability will improve

Fig. 2 Some applications of ISF Bagudanch et al. (2015), Ambrogio et al. (2005)
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because the overall deformation will now be distributed among these intermediate
stages (Nirala et al. 2017). Young and Jesweit (2004), investigated a double pass
SPISF process. In double pass SPISF process, a preform geometry is formed before
forming the final desired geometry. The formability of geometry formed by using
double pass ISF process was higher than the single pass ISF process. The final
thickness in double pass ISF can be given by:

Tf ¼ Tp
sinð/Þ
sinð/Þ ð2Þ

In Eq. (2), TP is the thickness of preform obtained from sine law, ø is the wall
angle of preform geometry, / is the wall angle of final geometry, and Tf is the
thickness of final geometry. Liu et al. (2013, 2014), developed some strategies for
multistage ISF and conducted plane strain deformation analysis to analyze the strain
distribution in these strategies. Filice (2006), developed some analytical relations to
predict sheet thickness by the concept of volume constancy. Step features observed
while forming with multistage SPISF strategy (Liu et al. 2014; Xu et al. 2012).
Bambach (2010), given a more generalized sine law, which considers the evolution
of surface from the sheet blank (Bambach 2010). Mirnia et al. (2014) have done
modeling of SPISF using sequential limit analysis to predict the sheet thickness

ISF

Deep Drawing

Fig. 3 Forming limit diagram for conventional forming and ISF (Silva et al. 2008a)
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(Mirnia et al. 2014). Cao et al. (2015) have developed an efficient method to predict
sheet thickness in multistage incremental sheet forming. Lu et al. (2015) reinves-
tigate the deformation mechanism in ISF by the concept of stress triaxiality.
Ambrogio et al. (2017) proposed a robust meta-modeling technique for the crucial
problem of localized thinning. Skjodt et al. (2010), studied the formability of 1 mm
AA1050-O sheets, their study includes evaluation of strain paths and fracture
strains in single and multistage SPISF process. Silva et al. (2011), revisited the
failure mechanism in ISF, they considered the influence of process parameters like
tool diameter on fracture initiation and propagation. Silva et al. (2011), very
effectively presented the state of stress and strain in plane strain and biaxial strain
conditions, also the influence of tool diameter on localized deformation is pre-
sented. The strain evolution is then verified for truncated cone and truncated
pyramid by experiments and shown using Forming Limit Curves (FLC’s). Over the
time, several techniques have been developed to improve the formability of ISF
process like, laser assisted ISF (Jeswiet et al. 2005) and electrically assisted ISF
(Nguyen-Tran et al. 2015). There are many online thickness measurement tech-
niques available in the literature, like thickness measurement by using Digital
Image Correlation (DIC) (Hild and Roux 2006; Chu et al. 1985), Dejardin et al.
(2010), emphasized that for the industrialization and optimization of ISF, online
monitoring of sheet thinning is very necessary. Paniti and Paroczi (2011), devel-
oped a noncontact type thickness measurement device based on Hall-effect. The
methodology developed by these researchers is effective, but some are complex and
time taking, when it comes to implementation. The present methodology can pre-
dict and calculate sheet thickness of formed profile in an effective, simpler and easy
manner.

This research work presents a methodology to predict and calculate sheet thin-
ning in single-stage ISF process. The sheet is assumed to be isotropic and
incompressible, the deformation is only considered as plane strain, and the effect of
process parameters like feed, tool diameter, etc., is neglected. To predict the sheet
thinning in single stage ISF, a further improvement in the model proposed by
Hussain and Gao (2007) is proposed for better flexibility and implementation.
These analytical models are discussed in detail in further sections of this study.
Anon-contact-based technique is presented to calculate sheet thinning in single
stage ISF. This technique uses the strain distribution data after experiments and fits
that data into a theoretical relation (Sect. 3). The effectiveness of the abovemen-
tioned models is then verified through simulations followed by real experiments.

2 Thickness Prediction

In this section, analytical model to predict sheet thinning along forming depth in
ISF is discussed. In this model, the effect of elastic behavior of the sheet is
neglected and the sheet is considered as isotropic. The deformation is considered as
plane strain deformation. The thickness prediction results are then compared with
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experimental and FEA results, in results and discussion section, which describes the
effectiveness of the proposed model. Circular and elliptical wall profiles are formed
using ISF. In circular wall profile, wall angle varies from 30° to 75° and for
elliptical wall profile, wall angle varies from 20° to 85°. For simplicity, the elastic
behavior of the sheet is neglected, even it effects the sheet when unclamped from
the fixture. The overspinning of the sheet during forming is neglected, overspinning
refers to sheet thinning by compressive stresses applied by the forming tool. The
material behavior and friction between the sheet and tool are neglected. On the
whole, the problem is plane strain type. There are certain limitations of the model
proposed by Hussain and Gao (2007), it specifically calculates the thinning limit of
the formed geometry. It requires coordinate data points of the toolpath at every
incremental depth, hence, use of commercial CAM software is not advisable to
implement the concept. The quality of the formed part is very much dependent on
the toolpath strategy. At present, many existing CAM (Computer Aided
Manufacturing) software packages can be used to generate the toolpath for SPISF
process like CATIA, Siemens NX 8.0 and Delcam PowerMILL 10. To overcome
the abovementioned limitations an in-house CAM module is developed which is
capable of giving constant z toolpaths for any axisymmetric component. The CAM
module is subdivided into two sections. The first program calculates the wall angle
at every increment for a generalized equation driven curve by calculating the slope
at every incremental depth (Eq. 7). The second program, generates a 3D incre-
mental toolpath, for any choice of incremental depth, for the required geometry. In
order to calculate the wall angle of any profile, one needs to know the equation of
that curve first. Most of the equation driven curves like parabola, hyperbola, and
spline have their predefined equations. For free-form curves (asymmetric), rational
Bezier curves can be used for describing the 2D cross-section of the profiles to be
formed by ISF. A rational Bezier curve of nth degree can be defined as (Cao et al.
2015; Piegl and Tiller 1997):

cðuÞ ¼
Pn

i¼0 Bi;nðuÞxiPiPn
i¼0 Bi;nðuÞxi

0� u� 1 ð3Þ

where, Pi ¼ ðxi; yi; ziÞ are the control points, and xi is the scalar for each point. In
Eq. (3), the basis function Bi;nðuÞ is the Bernstein polynomial with nth degree.
However, in this research work, curvilinear geometric profiles with predefined
equations (circular and elliptical) for their curves have been used. A pseudo code
for incremental toolpath generation for any profile in MATLAB® is given in the
Appendix. Also, procedure to conduct numerical simulations and experiments from
this CAM module is shown in Fig. 4.

In Fig. 5, a circular generatrix profile is shown, A and C are the extreme ends of
the profile, while B is the point where crack has been occurred, h is the forming
depth of the profile. Thickness (tf) and amount of thinning (ft) at failure point ‘B’ are
given by following equations:

Sheet Thinning Prediction and Calculation in Incremental … 397



Fig. 4 Flowchart for toolpath generation, simulations and experiments
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tf ¼ t0
R

y2 � h� hdf gð Þ ð4Þ

ft ¼ 100 1� 1
R

y2 � h� hdf gð Þ
� �

ð5Þ

where, tf is the final thickness, t0 is the initial thickness and ft is the amount of
thinning. One can predict the thickness for overall profile, based on the modifica-
tions (Eqs. 6 and 7) in conjunction with abovementioned equations (Eqs. 4 and 5).
Based on the below modifications (Eqs. 6 and 7) in conjunction with abovemen-
tioned equations. Equations (6) and (7), give a modified version to the sine law,
which is capable of predicting sheet thickness of asymmetric curvilinear wall
profiles.

fy2 � h� hdf gg
R

¼ sinð90� /Þ ð6Þ

where,

/¼ tan�1 ðdy=dzÞ
ðdz=dxÞ ð7Þ

The major benefits of this model over other models are as follows:

• It is capable of predicting thickness of any geometric profile.
• It is basically an improved version of sine law for curvilinear profiles.
• It is capable of predicting thickness at any forming depth.
• Continuous thickness prediction throughout the profile.
• Predict thickness even when there is variation in step depth of incremental

toolpath.

Fig. 5 Illustration of a generatrix with MATLAB toolpath
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3 Thickness Calculation

The most common and effective methods of measuring strain or plastic deformation
are grid marking, extensometers, strain gauges and ultrasound thickness measure-
ments. Grid deformation analysis is a most common and easy method of measuring
the deformation of a formed sheet (Kim and Lee 1996). Grid marking consists of
marking square or circular grid pattern over the sheet metal blank (Diameter of
circle ranges between 1 and 8 mm, which depends on the size of the component)
(Hariharan and Balaji 2009).2 The incremental sheet forming process usually
considered as plane strain deformation process because the thickness of the sheet is
generally very less as compared to other dimensions of the sheet. Due to the plane
strain nature of deformation, surface strains measurement becomes very important.
Forming limit diagram can also be plotted using the calculated surface strains. In
this study, a simplified technique (Eqs. 8–11) is presented to measure thinning of
the sheet by using strains in meridional direction ðe11Þ, circumferential direction
ðe22Þ and through thickness direction ðe33Þ. In Eq. (8), E is the modulus of elasticity
and v is the Poisson’s ratio. In Eq. (11), t0 is the initial sheet thickness and tf is the
final sheet thickness. This method of thickness prediction is basically employed by
ABAQUS,3 it computes the lateral and longitudinal strain for every shell element
undergoing plane strain deformation. In this study, the present method has been
used in conjunction with the strain distribution data collected from the grid
deformation analysis.

Ev
ð1� 2vÞð1þ vÞ e11 þ

Ev
ð1� 2vÞð1þ vÞ e22 þ

Ev
ð1� 2vÞð1þ vÞ e33 ¼ 0 ð8Þ

e33 ¼ � v
1� v

� �
e11 þ e22ð Þ ð9Þ

ln
tf
t0
¼ e33 ð10Þ

tf ¼ t0e
e33 ð11Þ

The final sheet thickness (tf) of curvilinear profiles, calculated from the calcu-
lation model is then compared with FEA and experimental results. A comparison of
the effectiveness of this method is discussed further in this study.

2http://lectroetch.com/product-category/grid-marking-equipment/, 31st July, 2017, 1:45 am. IST.
3ABAQUS/Explicit Theory Manual Version 6.3, vol. 1–2, 2002.
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4 Finite Element Analysis

Finite Element Analysis (FEA) is a tool to approximately predict the results of a
process. The accuracy of results in ABAQUS depends on the quality of technical
data available as an input to the FEA model. Few parameters like E, v material
density, strain hardening exponent, friction coefficient and the material constant
need to be accurately known for any sheet metal forming simulation. Meshing
effects the accuracy of results and computational time. Generally, adaptive meshing
is preferred to optimize computational time with the accuracy of results. A 3D
elastic-plastic FEM (Finite Element Model) for ISF is established in ABAQUS
software suite. An isotropic sheet blank with ‘S4R’ shell elements is considered for
this study. The forming tool is considered as a rigid body. The elastic and plastic
properties of the sheet blank (Aluminium 6106-T6) are considered during simu-
lations. The thicknesses of the sheet and tool diameter are taken as 1 and 8 mm
respectively for the simulations and experiments. The interaction between the sheet
and forming tool is implemented by a pure master-slave contact algorithm.
Additionally, the coefficient of friction between blank and the tool is taken as 0.1 by
using Coulomb’s law of friction (Li et al. 2012). The forming tool moves in a 3D
path according to the boundary conditions assigned to it in x, y, and z coordinates.
The time series generation for the amplitude of these boundary conditions is based
on Eqs. (12) and (13); where x, y, and z are the coordinates of the toolpath are
extracted from MATLAB (Nirala et al. 2015).

Time step ðtÞ ¼ DðStep distanceÞ
Velocity of tool ðvÞ ð12Þ

Step distance ðDÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � x1Þ2 þðy2 � y1Þ2 þðz2 � z1Þ2

q
ð13Þ

The time step and step distance used during simulations are derived from
Eqs. (12) and (13). An array of time steps and x, y, z coordinates are established
while assigning boundary condition to the forming tool. As a result, the toolpath in
the real process is same as that in simulations. The velocity of forming tool in
simulations is generally taken more than the real process but below a critical value
in order to reduce computational time in simulations (Hirt et al. 2005; Hadoush and
Van den Boogaard 2008). A simple setup for carrying out simulations is shown in
Fig. 6. The toolpath designed in MATLAB and FEA results of thickness distri-
bution for circular and elliptical wall profiles are shown in Fig. 7. In Fig. 7, the
output variable (sheet thickness) values for shell elements are averaged within 75%
in correlation with each other (nodal averaging scheme in Abaqus).

The circular and elliptical wall profiles are simulated up to a designed forming
depth of 30 mm. From the results of the simulations, it is quite clear that the
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deformation in SPISF is plane deformation i.e., stretching in the radial direction and
compressing in the normal direction. The results of the simulations are well in
accordance with the previous studies (Nirala et al. 2015; Han and Mo 2008). In
previous studies, the authors have conducted similar simulations and found similar
decreasing trends of sheet thickness along forming depth. In all three cases, the
minimum thickness is observed near the base of the formed profile. From the
stress-strain relationship, it can be concluded and also observed in simulations that
over the formed profiles, where the strain is higher, stress will also be reported as

Fig. 6 Numerical simulation setup for ISF

Fig. 7 FEA results of shell thickness for a circular wall, b elliptical wall profiles
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higher (Fig. 7). Hence, in simulated profiles, maximum stress will be observed in
the region of maximum thinning (Fig. 7). The advantage of using numerical
analysis is to predict the sheet thinning (Nirala et al. 2017) in ISF before doing real
experiments. Fine meshing in simulations gives accurate results (percentage error
<5%) but fine meshing takes very long computational time. It takes few days or
even weeks to do the analysis of a geometry when very fine meshing is used (shell
element size <0.2 mm, for considered geometries).

5 Experimental Exploration

One cannot solely depend on simulation results because every solver of a numerical
analysis software gives different results for the same problem. This is primarily due
to the various assumptions considered while designing a numerical analysis
setup. Hence, the results from the simulations need to be verified by the experi-
ments for confirmation. The x, y and z coordinate extracted from the toolpath
program can be utilized to make an NC part program for a 3 axis vertical milling
machine (here, BFW, Model: VF 30 CNC VS). A fixture to conduct the experi-
ments is designed and fabricated as shown in Fig. 8. A backing plate is generally
used to avoid undesired bending near the periphery of the geometry (Duflou et al.
2008). For each of the experiments, a tungsten carbide made hemispherical end
shape forming tool with 8 mm diameter is chosen. The sheet blanks used in the
present study are 1-mm-thick aluminum sheets (70 � 70, Al 6101-T6). Al 6101-T6
is a commonly used alloy in aerospace, aviation, and marine industry. The
mechanical properties of Al 6101-T6 are shown in Table 1. Feed of 500 mm/min is
provided to the tool which is rotating at 500 RPM.

The sheet metal blanks of aluminum alloy are prepared by trimming operation
and then clamped over the fabricated fixture. Serigraphy method is used to print the

Fig. 8 Fixture for ISF. a Experimental setup and b CAD model
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grid pattern over the sheet. This method is one of the easiest and cost-effective
methods of grid marking (Hariharan and Balaji 2009). This is done in order to
measure the surface strains after deformation. The profiles are chosen so that crack
can be observed, which the most critical limitation of this process. Multiple
experiments were carried out for the different range of profiles, so that the crack
initiation could be observed at shallow forming depth. Formed components, circular
and elliptical wall profiles, by SPISF are shown in Fig. 9. To obtain the thickness
profiles, the formed geometries are mounted from the fixture and their cut sections
are prepared by using Electrical Discharge Machining (EDM). The thickness pro-
files are prepared by measuring the sheet thickness of formed geometries along
forming depth using a micrometer with least count ±1 µm.

6 Results and Discussion

In this section, results of thickness and strain distribution with forming depth are
presented and discussed. Also, a comparison based study of the formed components
(circular and elliptical wall profiles) is presented using Fracture Forming Limit

Table 1 Mechanical
properties of Aluminium
6101-T6

Properties Magnitude

Density 2.7 g/cc

Melting point 600 °C

Poisson’s ratio 0.33

Tensile strength 97 MPa

Modulus of elasticity 70 GPa

Yield strength 76 GPa

Fig. 9 Formed profiles. a Circular wall and b elliptical wall
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(FFL) diagram. From Figs. 10 and 11, it can be observed that the thickness of wall
reduces with forming depth. The main reasons for thickness reduction are
stretching, shearing and squeezing of the sheet in meridional, circumferential and
through-thickness directions respectively (Jackson and Allwood 2009). It has been
observed during experiments that the thickness near the base is slightly more than
the region where the crack has occurred. The possible reason for this can be the
accumulation of stretched material near the tool contact point. FEA and prediction
model do not consider this factor which results in higher average percentage errors.

Fig. 10 Thickness distribution comparison for circular wall profile (Nirala and Agrawal 2016)

Fig. 11 Thickness distribution comparison for elliptical wall profile (Nirala and Agrawal 2016)
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However, up to crack region, the values of percentage error remain below 10%.
From Fig. 10, circular wall profile, the average percentage errors of FEA, prediction
model and calculation model from experimental data are 11, 12, and 5% respec-
tively. From Fig. 11, elliptical wall profile, the average percentage errors of FEA,
Prediction model and calculation model on comparison with experimental data are
15, 29, and 10% respectively.

It took nearly 48 h to complete one FEA simulation of the single stage ISF. One
can clearly see (Figs. 10 and 11) that the prediction model can be used over FEA to
predict the approximate thickness distribution up to crack initiation. Calculation
model can be used over experimental method to calculate thickness distribution. On
comparing Figs. 10 and 11, it can be seen that the maximum forming depth
achieved before crack initiation for the circular and elliptical wall is 25 and 22 mm
respectively. Repeatability tests were also conducted to come to any conclusion.
Hence, it can be concluded from the available results that, the prediction and
calculation models fit better for the curvilinear profiles, where the wall angle
variation from top to bottom of the wall is less (circular wall profile). For curvi-
linear profiles, with the high variation of wall angle from top to bottom of the wall
(elliptical profile), the proposed models show high variance from actual experi-
mental results.

Figure 12, shows the Fracture Forming Limit (FFL) diagram containing the
Forming Limit Curve (FLC). The FLC is plotted from the data available in the

Fig. 12 FFL comparison for circular wall and elliptical wall (Nirala and Agrawal 2016)
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literature, which was collected by conducting a combination of simple tensile test
and Dome test (Silva et al. 2011). The reason of showing FLC in this study is to
highlight the higher formability in ISF. Sheet cracked in the case of circular and
elliptical wall profiles, whereas conical geometry successfully formed without any
fracture. The points where the crack is observed are shown above the FFL line. In
this study, analytical model available in the literature (Duflou et al. 2008; Hussain
and Gao 2007), for thickness prediction is modified. Also, the thickness calculation
model available in the literature (Filice 2006) is further derived and implemented
using grid deformation analysis. However, the developed methodology by which
this study has been conducted has not been found in the available literature.

7 Summary

In this work, a methodology is presented to predict and calculate the sheet thickness
for the components fabricated by ISF process. The prediction model is developed to
predict the sheet thickness before real experiments, while calculation model is
developed to calculate the sheet thickness after real experiments.

• Thickness prediction model can predict sheet thickness under acceptable limits
(approximate average % error—15%) up to crack initiation depth.

• Thickness calculation model can calculate the thickness within acceptable limits
up to full forming depth.

• For a curvilinear profile, when the range of angle between two extreme ends is
less and not very steep then the analytical models give better results. The range
of angle between two extreme ends of the circular profile is less than the
elliptical profile. Hence, results in the circular profile are better than the elliptical
profile.

• The results from analytical models and calculation models are in good agree-
ment with FEA and experimental results.

• For future study, material modeling using advanced material models like GTN,
to predict damage initiation and propagation in single stage can be implemented
in conjunction with developed prediction and calculation models.
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Appendix

Pseudo Code

clc; clear all; clear;

Decide a constant value of stretching / Scallop Height; %For variable increment in negative z direction

Create empty arrays for x, y and z values;

Create an array for calculating wall angle at every increment; 

Define initial constant step depth; 

Define major base radius=r;

Program of wall angle (theta) calculation                        % Based on equation 7

Forming Depth = 0; 

While (angle >initial wall angle && angle<final wall angle) 

 Call program of wall angle calculation; 

           Generation of profile contour with forming depth 

 Forming depth = Forming depth + step depth; 

 If (depth>required depth) 

Break;

End

End
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Optimum Machines Allocation
in a Serial Production Line Using
NSGA-II and TOPSIS

Masood Ashraf, Faisal Hasan and Qasim Murtaza

Abstract In the present scenario, manufacturing industries are witnessing large
fluctuation in the product demands. The need of the hour is to have a responsive
manufacturing system, which can cope up with these kinds of stochastic events.
Reconfigurable Manufacturing System (RMS) is considered as modern manufac-
turing paradigm that offers customised functionality and capacity as and when
required. The key enablers for this customisation in functionality and capacity are
the Reconfigurable Machine Tools (RMTs) or simply Reconfigurable Machines
(RMs). Selecting these multi-functionality and capacity machines along stations/
stages of a product flow line is an important aspect for operating RMSs as it has
direct implications on the operational performance of such system. In this paper,
optimal configurations are selected under conflicting objectives based on cost,
operation capability and reliability of the machines. The objective is to assign those
machine configurations that minimises the cost while maximising the operation and
reliability of the production line. The problem is framed as a multi-objective
optimisation problem and is solved using NSGA-II. The results so obtained are
discussed in terms of the performance of the reconfigurable system.
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1 Introduction

Until 1970s, minimising cost was the prime objective of manufacturing enterprises.
In 1970s, the Japanese industry confirmed that good quality products do not require
additional cost to produce. Thus, producing good quality products at inexpensive
price became a new aim of the manufacturing firms. However, in the early 1990s, it
was predicted that globalisation would turn into a most important factor for
industrial competition, with characteristics of short openings of market opportunity,
recurrent product introductions and swift alterations in product demand (Elmaraghy
2011; Koren 2013).

Over previous some years, this dynamic economic sector has met substantial
changes due to globalisation which includes lack of specialised and trained
workforce, its apprehension about the environs and necessity for high-class
custom-made products at competitively economical rates (Elmaraghy 2011).
Nowadays, the manufacturing enterprises have moved into a new era in which
customisation, on time delivery and adjustment for demands fluctuations are to be
looked upon. Amplified consumers’ purchasing power has led to increased
worldwide competition resulted in regular introduction of customised products
which causes large variations in product demands (Dashchenko 2006; Ashraf and
Hasan 2015). Besides this, short product life cycles, volatile demands, high demand
of custom-made products and fast moving process technology have compelled the
industries to acclimatise with the changeable manufacturing according to their
requisite (Ashraf and Hasan 2015; Al-Zaher and ElMaraghy 2013;
Haddou-Benderbal 2016). The progressively difficult market dynamics due to
shorter life cycles and unexpected forecasts requires higher flexibility in the supply
chain and in particular with the manufacturing systems (Matt and Rauch 2013).
Therefore, developing manufacturing systems with the capability to rapidly respond
to market variations has turn out to be a determined goal for the modern industry
(Elmaraghy 2011; Koren 2013).

At the early start of twentieth century, enterprises started implementing the
conventional manufacturing systems. These manufacturing systems have pro-
gressed from job shops productions, which are characterised by general-purpose
machines, high variety, low capacity and substantial human participation, to high
capacity, low-variety Dedicated Manufacturing Lines (DMLs) motivated by the
economy of scale (Koren and Shpitalni 2010). Specifically, in the 1900s, the way of
production had dramatically changed due to the implementation of mass production
and dedicated manufacturing lines (Gola 2012). DML is one of the conventional
manufacturing approaches that involve the production of identical items at a time,
though it is cost-effective for bulk production but with no variety at all (Koren and
Shpitalni 2010; El Maraghy 2006). Hence, the DMLs failed to respond to changes
as and when required and that ultimately led to losses to the organisation.
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1.1 Dedicated Manufacturing Lines

It is well known that the introduction of the dynamic assembly line in the year 1913
established the commencement of the mass production model. Yet, it is rarely
known that mass production was made conceivable only by the invention of
Dedicated Manufacturing Lines (DMLs) which are known for having high pro-
duction volumes for producing any single part type. Since, owing to large volume,
unit cost of production is less, thus providing large profits for the products having
high demand rates. Till 1990s, these DMLs were proved to be the most cost-
effective systems for making large quantities of identical products. These dedicated
lines tend to be cost-effective for the period when demand accords to the supply.
However, there may be situations in which DMLs may not operate at its full
capacity, thereby reducing profits or eventually loss occurs. Producing a range of
products in terms of variety is impossible with a DML, and therefore their role in
today’s manufacturing environment is decaying (Koren 2006).

1.2 Group Technology and Cellular Manufacturing Systems

In 1960s, the concept of Group Technology (GT) was introduced and consequently,
the idea of Cellular Manufacturing Systems (CMSs) was presented. The first article
was written on GT by Mitrofanov (1966) and the first journal article with the notion
of CMS was published in the year 1969 (Opitz et al. 1969). A statistical review
paper on GT and CMS over the period of 1965–1995 was also published (Reisman
et al. 1997). CMS is one of the utmost vital implications of GT principles to
manufacturing which emphasises on grouping of similar parts into families and
interrelated machines into clusters so that single or multiple part families can be
manufactured within one machine group. This process of defining machine groups
and part families is called as the Cell Formation (CF) problem (Yin and Yasuda
2006). The problem involved in validation of CM systems has received much
attention. Most of the works focused on the comparative performance measure
between cellular layout and functional layout (Yin and Yasuda 2006), though the
CMS fails in providing flexibility outside the part family domain. When machine
cells are designed for part families, it is hard to physically rearrange the facilities of
the cell as per new manufacturing requirements. This inflexibility inhibits CMSs in
dealing with contemporary challenges, e.g. dynamic part mix and demand fluctu-
ation, lead-time reduction which are the primary requisite of agile manufacturing
(Pattanaik et al. 2007).
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1.3 Flexible Manufacturing

With the invention of Numerically Controlled (NC) machines and later introduction
of computerised numerically controlled machines (Koren 1983) laid down the
foundation offlexible manufacturing. The concept offlexible manufacturing to some
extent answers the need of customisation and has some degree of responsiveness to
variations in products, production technology and market trends (El Maraghy 2006).
In second half of the twentieth century, FMS was introduced and in 1981, for the first
time a mathematical model and its corresponding solution were suggested for FMS
(Stecke and Solberg 1981). These systems were introduced to respond moderate
volume-variety production requirements. It anticipated the differences in parts and
built-in flexibility on priority basis; thus, they are more robust but have high initial
capital cost and the flexibility features are occasionally underutilised which lead to
the loss to the organisation (El Maraghy 2006; Hasan and Jain 2015).

All these conventional manufacturing systems failed to fulfil the modern man-
ufacturing objectives of flexibility and responsiveness (Hasan 2014), specifically
when dealing with the stochastic demands, high customisation and shorter product
life cycles. These volatile circumstances forced the industrialists to handle the
manufacturing systems more efficiently (Galan et al. 2007). Summarily, it can be
concluded that these traditional manufacturing systems cannot respond to these new
market challenges, and even the FMSs failed to cater these new requirements in a
profitable manner.

1.4 Reconfigurable Manufacturing Systems

In order to cope up these present-day challenges, the concept of RMS was proposed
(Koren 1997). RMS aims at joining the high throughput characteristic of DML with
the flexibility attribute of FMSs, conserving the capability for dealing with diversity
of products and volumes in a profitable manner. This is attained through rapid
modification in its structure, both in its hardware and software modules, for com-
plying rapid adjustment of the exact capacity and functionality as and when needed
(El Maraghy 2006). In a nutshell, it can be said that RMS is a new class of
manufacturing system which are characterised by adjustable capacity and func-
tionality in order to cope up with product variety and production volume (El
Maraghy 2006). Thus, RMSs have custom-built flexibility to handle product variety
and is open-ended so that it can be modified and reconfigured, rather than substi-
tuted in future (Mehrabi et al. 2000). Moreover, one of the distinguishing features
of these systems is that the focus is both ‘on part’ as in DMLs and ‘on machines’ as
in the case of FMSs. Thus, RMS can be viewed as systems which provides cus-
tomised capacity and functionality as and when needed and its configuration can be
either dedicated or flexible, or in between and can be modified as and when required
as depicted in Fig. 1.
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The essential and distinctive ingredients of RMSs are the reconfigurable
machines, which facilitate changes in the organisation structure to house new
product types and their required volume. The conceptualisation, design and
development of reconfigurable machines were proposed by Koren (1999), and later
contributions towards the development of modular machines were suggested by
Landers (2001) as well as Moon and Kota (2002) also. The different modules of
these machines are generally classified as basic and auxiliary modules (Goyal et al.
2012).

The structural elements of the machines like base, slideways, columns, bed, etc.
are termed as basic or essential modules while the auxiliary modules are taking care
of dynamic action of the machines; this comprises components like tool changers,
spindle heads, adapter plates, indexing units, angle structure, etc. These machines
are referred as Reconfigurable Machine Tools (RMTs) which involve basic and
auxiliary module library as shown in Fig. 2.

In a simple serial reconfigurable product flow line, the jobs are processed on
RMTs from one stage or station to subsequent stages or stations. The type of
operation required on stages is determined by the operation precedence. The con-
figuration of selected machines and other subsystems within the production system
may either contribute or impede the system’s receptiveness in terms of throughput,
responsiveness, convertibility and scalability (Koren 2013). For a serial production
flow line, various applied configurations can be re-adjusted relying upon (1) the
manner in which the machines are settled in the stages, and (2) which machine
configuration is used for the ideal operation on the stages. The selection of machine
configurations is crucial for the production in terms of throughput or production rate
(Hasan and Jain 2015). Thus, optimal selection of machine configurations plays a
vital role in deciding the performance of these systems. In the following section,
some relevant literature on RMSs are presented.

Capacity
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Fig. 1 Manufacturing systems: DML and FMS are non-dynamic systems, while an RMS is a
dynamic system
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In formulating an optimal configuration selection problem, (Xiaobo et al. 2000)
devised two algorithms and evaluated the efficiency of those algorithms. A work
(Goyal et al. 2012) based on the module interfaces and machine capability mea-
sured the machine reconfigurability, cost and operational capability of an RMT.
Similarly, another work (Ashraf 2016) selected optimal configurations on the basis
of cost maximisation, minimisation of operation capability and reliability of the
selected machine configurations which were taken as multiple objectives for the
optimal machine assignment for an SPFL allowing paralleling of alike machines.
These problems (Goyal et al. 2012; Ashraf 2016) were solved using NSGA-II.
Likewise, (Hasan and Jain 2015) proposed an optimal machine assignment model
based on a weighted objective function comprising reliability, cost, production time
and operational capability as performance parameters. The role of performance
parameters in selecting optimal machine configurations for different stages across
any SPFL was also demonstrated. A GA-based methodology (Hasan et al. 2014) for
optimal configuration selection in an SPFL was proposed, and it provided feasible
solution towards optimal configuration selection in RMS, based on throughput
maximisation. Other works, i.e. (Youssef and ElMaraghy 2007; Youssef 2006),
proposed the selection of the near-optimal alternative configurations for each fea-
sible demand scenario over the given configuration phases. Bensmaine
(Abderrahmane et al. 2012) proposed an approach of candidate selection of
reconfigurable machines amongst the available sets for the minimisation of the total
cost and the total completion time. Likewise, another problem of an SPFL (Maniraj
2015) used ant colony optimisation approach for minimising the capital cost of the
RMSs. Furthermore, a model (Hasan et al. 2014) was proposed for determining the
optimal configuration needed for multiple part family orders and their

2
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2mc

Basic Module Library

B1 B2 B3 B4 B5 B6 B7 B8

Auxiliary Module Library
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12

Fig. 2 RMT basic and auxiliary module library
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corresponding optimum sequence on the basis of maximum revenue earned for a
particular system configuration.

In the present work, the optimal configuration selection problem based on three
parameters namely cost, operational capability and reliability is formulated and
solved. These chosen parameters are linked to economic benefits, degree of
reconfigurability and failure rate respectively. For the optimal selection of machine
configurations, it is desired to select those machine configurations which would
maximise the operational capability of RMT as well as of system, reliability and
productivity of the system along with minimisation of the system cost. The problem
is solved by employing NSGA-II and solution are ranked using TOPSIS technique.

2 Problem Formulation and Notations

During the production phase, RMS behaves as DML and can readily be reconfig-
ured as per capacity and functionality needs (Koren 1997). The simplest layout for
any production system is a serial flow line layout, which is being considered here
too. Further, in literature, most of the RMS modelling approaches (El Maraghy
2006; Hasan and Jain 2015; Goyal et al. 2012; Dou et al. 2009) used serial flow line
for modelling and analysis, which is also one of the reasons it has been used for the
present problem. The following notations are used in the present work:

mcqp Machine p in its qth configuration 1\p�P and 1\q�Q

nqp Number of machines p in qth configuration required to satisfy the demand D

D Demand rate (parts per hour)

Fo A set of feasible alternative machine configurations to perform the oth (1\o\O)
operation, p1; q1ð Þ; p2; q2ð Þ; . . .; pf ; qf

� �
; . . .; pFo ; qFoð Þ� �

f Feasible alternative (1\f\Fo) is defined as (pf ; qf ), where pf specifies the feasible
machine and qf specifies the feasible machine configuration

Cq
p Cost of pth machine in qth configuration

prqp;o Production rate of machine p with qth configuration for performing oth operation

/q
p;o 1 if operation o is performed

0 otherwise

�
TCp;q Total cost of a pth feasible alternative machine in its qth configuration to perform oth

operation to satisfy a specific demand D

OCp;q Operational capability of a pth feasible alternative machine in its qth configuration

s Number of stages in flow line 1\s� S

Rp;q Reliability of a pth feasible alternative machine in its qth configuration

Rsystem Reliability of the overall system

The three performance parameters that are considered for the choosing machine
configurations on various stages/station of the product line are cost, operational
capability and reliability. The details of these performance measures are as under.
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2.1 Cost

Cost or capital cost is the price incurred while using a particular machine config-
uration for a desired operation on a job. Since cost is an economical parameter, this
non-beneficial attribute is to be minimised (Goyal et al. 2012). Cost depends on the
nature of operation to be executed on any feasible machine configuration, i.e. the
cost changes, if for the same operation any other feasible configuration is used. The
total cost (TCp;q) of a feasible alternative machine configuration for carrying out the
operation at a specified demand rate is determined using Eq. (1):

TCp;q ¼ nqp � Cq
p

where; nqp ¼
D

prqp;o

� � ð1Þ

The fraction D=prqp;o is approximated to higher integer, as the number of
machines cannot be a fraction.

2.2 Operational Capability

The operational capability of a machine configuration depends upon the range of
operations that can be readily executed by an RMT on a particular configuration.
The operational capability (OCp;q) of machine configurations is computed using the
following relationship (Goyal et al. 2012):

OCp;q ¼
XO
o¼1

/q
p;o

 !
� 1

" #a
ð2Þ

It is to be noted that a machine must perform at least two operations in a
particular configuration to have at least an operational capability of one.

2.3 Reliability

Reliability describes the system uptime. Reliability simply estimates the probability
that a given system is producing parts under given environment for a stated time
interval, i.e. working without failure. Higher probability results in less system
failure and consequently less downtime and loss of production. Reliability is a
beneficial attribute and is to be maximised. Reliability of serial configuration is
evaluated using Eq. (3)
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Rsystem ¼
Y
s

Reliability of sth station groupð Þ ð3Þ

3 Objective Functions

The objective functions for the present problem are presented in Eq. (4). The
overall optimisation problem is solved as a minimisation problem; therefore, the
objective functions F2 and F3 are multiplied by −1 to convert them into a min-
imisation problem.

Minimize;F1 ¼
PS
S¼1

TCp;q

Maximize;F2 ¼
PS
s¼1

OCp;q

Maximize;F3 ¼
QS
s¼1

Rsystem

9>>>>>>>=>>>>>>>;
ð4Þ

3.1 Multi-objective Optimisation Problem

Various day-to-day problems encompass various performance parameters or
objectives that are needed to be optimised simultaneously. These parameters are
called as objective functions and such kind of optimisation problems which entail
multiple objective functions are known as Multi-Objective Optimisation Problems
(MOOPs). The multiple objective functions in a MOOP may be optimised inde-
pendently from each other; however, suitable solutions for the overall problem can
seldom be found in this way (Fonseca and Fleming 1995). Hence, a MOOP must
involve concurrent optimisation of a number of objectives functions which are to be
either maximised or minimised. It may enfold multiple constraints where any viable
solution (i.e. all optimal solutions) needs to satisfy (Deb 2011). Since the formu-
lated problem is a MOOP with conflicting objectives, cost is to be minimised and
other two objectives are to be maximised. Hence, the MOOP for the present
problem is represented by Eq. (4).

For a MOOP, it is not feasible to have solely one solution which at once
optimises all objectives. Thus, NSGA-II is used in the present MOOP problem.
Most of the multi-objective problems use the idea of domination where two solu-
tions are picked and are compared on the measure that one dominates the other
solution or not. For a minimisation problem, a solution is assumed to dominate the
other solution if the following both conditions are followed:
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i. The solution x 1ð Þ is not inferior than x 2ð Þ in all objectives.
ii. The solution x 1ð Þ is strictly superior than x 2ð Þ in at least one objective.

4 Revised Non-dominated Sorting Genetic Algorithm

Due to some drawbacks of evolutionary algorithms (Coello 2007), a revised
Non-dominated Sorting Genetic Algorithm (NSGA-II) was introduced by Deb et al.
(2002), which is now established as an efficient algorithm for solving MOOPs. Deb
et al. (2002) noticed that in most of the problems, NSGA-II has ability to discover
considerably better spread of solutions and improved convergence that can be
achieved close to the true Pareto-optimal front in contrast to the other evolution
strategies. One of the significant features of NSGA-II is that the individuals having
higher finesses are chosen from a combined pool of parent and offspring solutions
(created after crossover and mutation of the parent population), and these solutions
become the parents for the succeeding generation (Deb et al. 2002). NSGA-II
preserves elitism which shrinks the diversity of the gene pool, i.e. the solutions
having higher fitness remain preserved over the generations along with the other
solution while the solutions with poor fitness get sweep out with growing number of
generations. Also, it is comparatively faster with reduced computational complexity
and gives better convergence of the solutions (Deb 2000). NSGA-II implements the
concept of selection of non-dominated solutions and then forms the Pareto-fronts,
the solutions obtained in the first front are the non-dominated solutions. Flowchart
of NSGA-II has been presented in Fig. 3 and the following steps are performed for
implementation of NSGA-II:

(1) A random population of size N is initialised.
(2) The initialised population is non-dominated sorted into different fronts.
(3) Individual chromosomes of each front are ranked based on front in which they

belong to. In addition to ranking, crowding distance is calculated for each
individual.

(4) Parents are chosen from the population by performing binary tournament
selection based on the rank and crowding distance. The selected population
produces offspring from crossover and mutation operators.

(5) The parent population is combined with offspring population to give a size of
2N and is sorted again based on non-domination criteria and ranked.

(6) The highest ranked fronts are used to create new parent population until
N individuals are reached. The last front is selected based on rank and the
crowding distance.

(7) Copy the new population to parent population and go to step 4 until stopping
criteria met.

(8) The first non-dominated front of the newly selected population is solution of
problem.
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5 Technique for Order of Preference by Similarity to Ideal
Solution (TOPSIS)

NSGA-II provides a large set of solutions that contains enormous number of
non-dominated solutions, so it becomes difficult to choose the best-ranked solution
along with good precision. Hence, an inclusive technique has been applied to rank
the non-dominated solutions using TOPSIS method.

TOPSIS is a practical and convenient method for ranking and choosing a number
of feasible alternatives (Hwang and Yoon 2011). The basic concept of TOPSIS is
the chosen alternative that should have simultaneously shortest Euclidean distance
from the positive ideal solution and the farthest Euclidean distance from the neg-
ative ideal solution. The positive ideal solution is obtained from a hypothetical
alternative that has the best values for all considered criteria, whereas the negative
ideal solution is identified with a hypothetical alternative that has the worst criteria
values. Further, the Shannon Entropy Weight Theory (SEWT) is used for calcu-
lating the weight of each objective under consideration.

Population 
Initialization

Non-dominated 
sorting Rank population

Selection

Non-dominated sorting

Population merging

Mutation

Crossover

Select best fit 
individuals

Rank population

Stopping criteria 
fulfilled

Report Final 
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Stop

Yes

NO

C
hild population

Elitism
 preservation

Fig. 3 Flowchart of NSGA-II
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5.1 Normalisation of Evaluation Matrix

The normalisation process makes over different scales and units among various
attributes into collective measurable units to allow the comparison of different
parameters. The decision matrix bX comprising normalised values is obtained from
non-dominated solutions Xij, which is further treated to assign the rank to the

non-dominated solutions. The element bXij of the decision matrix bX represents the
value of the jth attribute for the ith solution, where i ¼ 1; 2. . .m and j ¼ 1; 2. . .n.
Equations 5 and 6 are used to perform normalisation of the evaluation matrix, such
that for all the beneficial and non-beneficial attributes having higher values are
desirable. Thus, the normalised evaluation matrix can be formed which is repre-
sented by Eq. (7):

bXij ¼
max

i
Xij
� �� Xij

max
i

Xij
� ��min

i
Xij
� � ; for non-beneficial attributes

8<: ð5Þ

bXij ¼
Xij �max

i
Xij
� �

max
i

Xij
� ��min

i
Xij
� � ; for beneficial attributes

8<: ð6Þ

bX ¼ bXij

n o
m�n

ð7Þ

5.2 Parametric Weight Calculation by Shannon Entropy
Theory

Shannon (1948) introduced the model of entropy into information theory which is
called as Shannon entropy theory. Further, the concept of determining the objective
weights based on information entropy which can measure the amount of useful
information in the data was proposed by Zeleny and Cochrane (Zeleny 1973). In
order to evaluate the objective weights by the entropy measure, the decision matrix
elements in Eq. (7) need to be normalised for each attribute to obtain the projection

value bPij

	 

of each attribute fAjjj ¼ 1; 2. . .ng for all the alternative solutions

fSjjj ¼ 1; 2. . .mg as given in Eq. (8):

bPij ¼ 1þXijPm
i¼1 1þXij
� � j 8i 2 f1; 2. . .mg; 8j 2 f1; 2; . . .ng ð8Þ

Further, the normalised values from the decision matrix are used to calculate the
entropy using Eq. (9):
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Ej ¼ � 1
lnðmÞ

Xm
i¼1

Pij � lnðPijÞ j8i 2 f1; 2. . .mg; 8j 2 f1; 2; . . .ng
)

ð9Þ

5.3 Calculating Normalised Weight by Information Entropy
Theory (IET)

The normalised weight is calculated by determining the respective degree of
divergence Dj

� �
and objective weight bxj

� �
of the attribute Aj. It characterises the

essential contrast intensity of any attribute Aj. The larger will be the value of Dj, the
more will be the significance of that attribute Aj in the problem. The expression of
Dj for each attribute, the objective weight bxj

� �
and weighted normalised valuesbVij

	 

are represented by Eqs. (10)–(12):

Dj ¼ 1� Ej j8j 2 f1; 2; . . .ng ð10Þ

bxj ¼ DjPn
j¼1 Dj

j8j 2 f1; 2; . . .ng ð11Þ

bVij ¼ xj � bPij j8i 2 1; 2; . . .mf g; 8j 2 f1; 2; . . .ng
o

ð12Þ

5.4 Determining the Separation Measure

The distance of an alternative from the best and worst alternatives is computed by
determining the Positive Ideal Solution (PIS) and Negative Ideal Solutions (NIS).
The PIS (bV þ ) is the best desired alternative, while NIS (bV�) is the least desired
alternative for the particular criterion. Therefore, the values of PIS and NIS are
evaluated for all the attributes fAjjj ¼ 1; 2. . .ng as defined in Eqs. (13)–(14):

bX þ ¼ max Xi1ð Þ;max Xi2ð Þ; . . .max Xinð Þf g j8i 2 1; 2; . . .mf g; 8j 2 f1; 2; . . .ng
o

ð13Þ

bX� ¼ min Xi1ð Þ;min Xi2ð Þ; . . .min Xinð Þf g j8i 2 1; 2; . . .mf g; 8j 2 f1; 2; . . .ng
o
ð14Þ
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The overall performance measure of an alternative is acquired by calculating its
separation measure, i.e. the distance of each alternative fAjjj ¼ 1; 2. . .ng from PIS
and NIS which is given by Euclidean distance as defined in Eqs. (15)–(16):

bDjþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXj¼n

j¼1

bx j
bXij � Xjþ

	 
 !2
vuut j 8i 2 1; 2; . . .mf g; 8j 2 f1; 2; . . .ng; 0\bDjþ \1

9=;
ð15Þ

bDj� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXj¼n

j¼1

bx
j
bXij � Xj�

	 
 !2
vuut j8i 2 1; 2; . . .mf g; 8j 2 f1; 2; . . .ng; 0\bDj�\1

9=;
ð16Þ

5.5 Calculating the Relative Closeness and Ranking
the Priority

The relative closeness Cj
� �

of the jth particular alternative to ideal solution is
defined by Eq. (17) as follows:

Cj ¼ Dj�

Djþ þDj�
j8i 2 f1; 2. . .mg; 8j 2 f1; 2; . . .ng ð17Þ

After evaluating the relative closeness using Eq. (17), if jth alternative is the PIS,
then Cj ¼ 1; however, if the jth alternative is the NIS, then Cj ¼ 0. In other words,
if the value of Cj is closer to 1 or 0, the jth alternative will be closer to PIS or NIS,
respectively. The set of alternatives fAjjj ¼ 1; 2. . .ng can be ranked now according
to the descending order of values of Cj. Thus, how organisation may select the
top-ranked solution according to need of industry.

6 Optimal Machine Assignment for Serial
Production Line

Three performance indices considered for present study are applied to a serial
production line (SPL). SPL allows paralleling of identical machines. An SPL with
an operation sequence 1 ! 11 ! 20 ! 4 ! 13 is considered. Each operation is
consigned to a stage as per the precedence constraint of operations. After each stage
is assigned an operation, the machine type and its configuration are selected suitable
for that operation as per Table 1. The optimal machine assignment is tackled by
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NSGA-II, taking cost, operational capability and reliability as the considered
objectives. To apply NSGA-II in present study, the set of feasible alternative
machine configuration (Fo) for all the operations is recorded. Each member of set of
feasible machine configuration (Fo) is characterised by two parameters, one is the
machine type and the other is its configuration. To perform an operation o
(1\o\O), total number of alternative machine is Fo. The feasible alternative
machine configurations for all the operations are recorded for the constraints han-
dling by implementing the real encoded chromosomes.

6.1 Chromosome Encoding and Solution Mapping

The chromosome length is equal to the number of stages; an operation has to be
performed on each stage according to the prescribed operation sequence. A set of
feasible alternative machine configurations Fo for each operation is prior recorded
to limit the number of feasible machine alternatives on each stage/station of the line.
Now, at each stage, a feasible machine configuration is to be assigned which is
mapped in the present study through the coded chromosomes schema with
parameters shown in Table 2. The first production stage (Stage-1) gene value is
taken as 0.3401, and operation 1 is to be performed (Table 3). The set of feasible
alternative machine configurations for operation-1 at stage-1 (F1) can be read as
mc12;mc

2
3;mc

2
4;mc

1
5 and mc45

� �
, as presented in Table 1.

Table 3 shows the gene value that has to be multiplied to the number of feasible
alternative machine configurations (Fo) which are available to accomplish the
operation, as here in this case it is 5. The final value is rounded off to the higher
integer. This value represents the order of the selected machine configuration
alternative from the already recorded feasible alternatives. This technique guaran-
tees that for an arbitrary gene value, a feasible machine configuration is allocated to
each production stage at each time. The crossover and mutation will not alter the
feasibility of the solution due to the mapping scheme carried out in the present
work. The non-dominated solutions obtained after applying NSGA-II are quite
large in number, so the further ranking of the non-dominated solutions is performed
by applying the TOPSIS approach.

Table 2 NSGA-II parameters

Demand rate Population size Pc Pm η ηm
80 80 0.8 0.2 10 20
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6.2 Optimisation

The initial random population is generated as a set of five genes; the value of each
gene is random value which lies between 0 and 1. After initial population is created,
real-coded chromosomes are decoded for objective function calculation. Each gene
value of chromosome represents stages of flow line. At each stage, a set of feasible
alternative machine configuration is assigned. Number of alternative machine
configurations assigned for performing the operation at each stage are multiplied by
their respective gene value and rounded off to higher integer, which represent the
respective member from the set of feasible alternative machine configuration. After
feasible machines are selected, performance parameters are computed. Non-
dominated solutions are sorted based on the performance parameters, ranked in
fronts, and tournament selection operator is applied. Mutation and crossover
operators are applied which creates child population. After child population is
created, it is again decoded, mapped to feasible solution. Now both populations, i.e.
parent population and child population, are combined and non-dominated sorted
and ranked to preserve best solution from both populations. The procedure is
repeated until the stopping criteria are satisfied.

In the present study, the stopping criteria assumed are the number of generations
until nearly identical solutions are achieved. In our case, it is observed that 120
generations are enough to meet these criteria in each of the cases considered.

Briefly, the step-by-step procedure adapted in the problem is described under the
following points (Fig. 4):

a. The feasible solutions have been identified.
b. The non-dominated solutions have been determined by applying NSGA-II to the

feasible set of solutions.
c. Non-dominated solutions are ranked using TOPSIS.
d. Weights for the beneficial and non-beneficial objective functions are obtained

using SEWT.
e. The best optimal solutions are further chosen from the set of ranked

non-dominated solutions.

f2

f1

Non-dominated solutions

Potential solutions

f2

f1

Best Solution
TOPSIS

+
Shannon Entropy 

Weight Theoryf2

f1

Potential solutions

NSGA-II

Fig. 4 NSGA II, TOPSIS, and Shannon entropy weight applied to feasible solutions
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7 Results and Discussion

The proposed methodology has been implemented on a single operation sequence
for optimal machine assignment in an SPL. One level of demand is considered, i.e.
80 parts per hour with variable mutation probability. The example of a part family
processed on operation sequence 1 ! 11 ! 20 ! 4 ! 13 having demand rate 80
parts per hour is considered for the illustration of developed approach. The first step
is to identify and record set of feasible alternative machine configuration for each
operation. After each stage is assigned feasible alternative machine configuration,
NSGA-II is applied along with the decoding scheme as illustrated above.
Non-dominated solutions obtained from NSGA-II are too large to be decided
subjectively, i.e. which solution is better to which; therefore, further ranking is done
by applying TOPSIS ranking and Shannon entropy theory to avoid any imprecision.
The results obtained are shown in Tables 3 and 4.

Results show that the non-dominated solutions obtained are 37 in numbers
(Table 3). Since these solutions are large in numbers, it becomes difficult to choose
any one from among these solutions as all these solutions may have optimal value
of any one of the objective functions. Hence, the non-dominated solutions are
ranked using TOPSIS and the top five solutions are recorded which are presented in
Table 4. The cost of machine which is a non-beneficial attribute is found to be
minimum, while the operation capability which is a beneficial attribute is found to
be minimum in the set-5 solutions. The operation capability is found to be maxi-
mum for the set-4 solutions while the reliability of the system is found to be
minimum in the same set.

A similar problem (Goyal et al. 2012) considered performance measures, i.e.
cost, operation capability and machine reconfigurability for the optimal machine
assignment in a SPFL. The number of solutions found using NSGA-II in all the
cases was observed varying from 22 to 48 (Goyal et al. 2012), while in another
work (Ashraf 2016) it was ranged between 30 and 48 when cost, operation capa-
bility and reliability of machines were taken as objective functions.

The solutions obtained in other works [i.e. in (Goyal et al. 2012) and in (Ashraf
2016)] were ranked using TOPSIS technique. Other problems (i.e. Abderrahmane
et al. 2012 and Bensmaine 2014) related to the candidate selection of machines

Table 4 Best ranked non-dominated results after 120 generations

Set No. Solution (machine assigned) Fitness value xij
� 


S-1 S-2 S-3 S-4 S-5 Cost
(F1)

Operational
capability (F2)

Reliability
(F3)

1 4 2 4 3 1 22890 108 0.9581

2 4 3 4 3 1 21915 88 0.9769

3 2 2 4 5 2 25365 106 0.9725

4 4 2 4 3 2 23450 113 0.9569

5 4 2 2 5 1 21655 74 0.9771
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involving minimisation of total cost were solved by applying an adapted version of
NSGA-II which revealed a list of selected machines for each non-dominated
solution with their corresponding total costs. A similar kind of problem (Youssef
and ElMaraghy 2007) performed the selection of near-optimal configurations under
several demand scenarios for the continuous optimisation of capital cost, reported
the least amount of reconfiguration effort without sacrificing the system perfor-
mance objectives.

8 Conclusion

Based on the formulation of the problem and its subsequent analysis, the following
conclusions are drawn:

(1) The performance indices selected in this work are from the perspective of
economy (cost), system performance (reliability) and responsiveness (opera-
tional capability) which are directly related to throughput (productivity).

(2) The performance indices used in this study would help the management to
enhance the decision-making diversity while dealing with reconfigurable
manufacturing system by providing an apparent trade-off between economy,
responsiveness and performance.

(3) Since conflicting objectives are involved in the problem, therefore, NSGA-II
was first applied to identify Pareto frontiers generating large number of alter-
natives available for management. The real-coded chromosomes are used for
dealing with the sparse population of viable solutions along with enabling the
crossover and mutation.

(4) The non-dominated results obtained by NSGA-II are in the range of 30–48. It is
quite difficult for the selector to choose best alternative. Hence, non-dominated
results were further analysed using TOPSIS to rank the solutions based on their
distance from the best solution and worst solution.

(5) Shannon entropy concept is used for computing the weights for the attributes,
which is based on the information theory. Considering the ranking of the
solutions, the decision-maker may select a proper candidate amongst the
top-ranking solutions for corroborating the objectives set by the organisation
along with the current market state. Therefore, one can decide whether to select
a rapid but relatively expensive production system, or the opposite, i.e. a
low-cost system with a normal production output.

(6) Rather providing solely one solution to the decision-maker, this work provides
a solution set that gives more flexibility for selection.

(7) It is very much apparent that the application of reliability and cost parameters
along with operational capability will lead to a reduction in reconfiguration
efforts as well as selection of machines that will have lesser failure probability
and higher productivity while planning multiple period configurations in the
RMS.
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