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Preface

Smart learning environments are emerging as an offshoot of various
technology-enhanced learning initiatives that have aimed over the years at
improving learning experiences and outcomes by making learning more efficient
through creating learning space and atmosphere that meet the individual needs of
learners, while still enabling learners to access digital resources and interact with
learning systems at the place and time of their choice.

The concept of what constitutes smart learning is still in its infancy, and the
International Conference on Smart Learning Environments (ICSLE) is organized by
the International Association on Smart Learning Environments and has emerged as
the platform to bring together researchers, practitioners, and policy makers to
discuss issues related to the optimization of learning environments to enhance
learning. The focus is on the interplay of pedagogy, content knowledge, technology
and their interactions and interdepencies towards the advancement of smart learning
environments.

ICSLE will facilitate opportunities for discussions and constructive dialogue
among various stakeholders on the limitations of existing learning environments,
need for reform, innovative uses of emerging pedagogical approaches and tech-
nologies, and sharing and promotion of best practices, leading to the evolution,
design and implementation of smart learning environments.

The focus of the contributions in this book is on the challenges and solutions in
smart learning and smart learning environments that researchers have faced and
proposed. Various components of this book include but are not limited to:

• Assessment and gamification in smart learning environments
• Innovative uses of emerging and existing technologies
• Learning analytics, technologies and tools to support smart learning

environments.

ICSLE 2018 received 27 papers, with authors from 11 countries. All submis-
sions were peer-reviewed in a double-blind review process by at least 3 Program
Committee members. We are pleased to note that the quality of the submissions this
year turned out to be very high. A total of 7 papers were accepted as full papers
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(yielding a 25.93% acceptance rate). In addition, 5 papers were selected for pre-
sentation as short papers and another 4 as posters.

Furthermore, ICSLE 2018 features joint activities with US-China Smart
Education Conference and presents 5 distinguished keynote presentations. A Smart
Computing and Intelligence Summit is also included in the program. One workshop
is also organized in conjunction with the main conference, with a total of 3 accepted
papers (included at the end of this volume).

We acknowledge the invaluable assistance of the 42 Program Committee
members from 22 countries, who provided timely and helpful reviews. We would
also like to thank the entire Organizing Committee for their efforts and time spent to
ensure the success of the conference. And last but not least, we would like to thank
all the authors for their contribution in maintaining a high quality conference.

With all the effort that has gone into the process, by authors and reviewers, we
are confident that this year's ICSLE proceedings will immediately earn a place as an
indispensable overview of the state of the art and will have significant archival
value in the longer term.

Edmonton, Canada Maiga Chang
Craiova, Romania Elvira Popescu
Denton, USA Kinshuk
Kaohsiung, Taiwan Nian-Shing Chen
Tunis, Tunisia Mohamed Jemni
Beijing, China Ronghuai Huang
Denton, USA J. Michael Spector
January 2018
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A Gamified Approach to Automated Assessment of 
Programming Assignments 

Giuseppina Polito, and Marco Temperini 

 
Dept. of Computer, Control, and Management Engineering 
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Abstract. Tools delivering assessment, and feedback, for students’ programming 
assignments are important in computer science education. Approaches range from 
the static analysis of program correctness, to testing-based evaluation, through the 
application in frameworks of competitive programming. In this paper we describe 
a testing-based approach, provided in a gamified web-based environment. Students 
provide their solutions to assignments; such solutions are tested and graded, and 
their quality contributes to the contents of the student’s profile, where experience 
points, medals on assignments, assignment categories badges, and overall status 
allow students to monitor their achievements and have engagement and motivation 
increasing. Being at this time not possible a formal experimentation of the system, 
we provide an analysis of its actual capability of tracing students behavior and 
progresses.  
 
Keywords: Assessment, Programming Assignments, Gamification, 
Testing. 

1 Introduction 

Systems for the automated assessment of programs are significant educational tools 
in computer science teaching. Besides checking and evaluating student’s bare 
programming proficiency, they are important also as a means to improve teaching of 
algorithmic problem solving [1]. The approaches to the (real time) assessment and 
feedback for solutions to programming assignments are varied, and based on the two 
pillars of static and dynamic analysis of programs. In sum, about the importance, and 
effectiveness, of automated assessment, several analyses are available, concluding 
that the use of the above mentioned kinds of support is positively useful for students 
and should be fostered ([2], although in a particular form of code execution support; 
[1,3,4,5]). Moreover, the increasing attention to massive open on-line courses 
(MOOCs) is a reason for renewed interest in the area of automatic assessment of 
students' programs [6]. Although the approach presented in this paper can be applied 
to MOOC, here we are meeting the problem of automated assessment in a more 
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general view, characterized mainly by the use of gamification features. One 
significant aspect in a program assignment assessment system is in the fact that some 
degrees of competition is introduced into the learning process. As a matter of fact, 
several systems for automated assessment of programs are used in the framework of 
programming contests, and such contests are an active field of research also for the 
good return on competence that competition can enable among students [7,8]. 

On the other hand, competition can in turn be a negative spur for students, 
conducive to diminished engagement, especially when the system is used on a 
voluntary self-assessment basis by the students. A sustained engagement in solving 
exercises is needed, and can be made unavailable by boredom, lack of patience, need 
to get results in the quickest way, and in general lack for motivation. We thought that 
some of these engagement problems could be solved by injecting gamification in the 
process. Gamification is the process of modification of a non-game context (the 
learning environment), by the integration in it of game design elements and game 
mechanics. Context, quests, competition, leader board, fast feedback, experience 
points, achievements, levels, badges, are examples of devices used in a gamified 
approach, to gain engagement, motivation, and ultimately learning [9,10]. 

In this paper we present a system (2TSW), supporting automated 
assessment of programming assignments, in a gamified environment. In 2TSW the 
student can access a list of programming tasks, propose a solution for some of them, 
and have it assessed in real time. The assessment is based on unit testing, with tests 
devised by the teacher at task-definition time. The output of the assessment shows 
the tests done, the number of points gained (depending on how many tests were 
passed), and the medal granted for the solution. Tasks are grouped in categories, a
category being a set of tasks ranging over the same topic, such as the use of reference 
pointer, or of a particular data structure. Depending on the tasks solved in a category, 
and on the solutions’ quality, the student is granted a category badge. Several courses 
can be defined in 2TSW, each one with a teacher as administrator. The overall 
performance of the student in the course is witnessed by a Status indicator. The 
2TSW user interface allows the student to check on her profile achievements (status, 
category badges, task medals, experience points), to have a visual estimate of her 
position in the class (how many are her points with respect to the peers) and also to 
compare her performance with those of others. After the 2TSW presentation, we 
show a test designed to verify whether the system is fit for use with students. Namely, 
we are not showing a full experimentation, on whose sole basis the system 
effectiveness could be evaluated, yet we demonstrate the use of the system along a 
simulated experimentation: this is based on a sample of artificial students, modelled 
by defining their attitude and competence; solutions to tasks are submitted, on behalf 
of the students; quality of the solutions is made dependent on the associated students’ 
models. The simulated experimentation proceeds in two steps, assuming that from 
the first to the second step the students’ capabilities have increased according to their 
model. So, the aim of the simulated experimentation is to verify whether the system 
is able to trace the students behavior and the changes in their models, in view of an 
experimental use with real students.  

4 G. Polito and M. Temperini



2 Related Work

Various kinds of automated support to programming education are met in research 
since decades; work on the topic is, for instance, described in [11]. The widest area 
of investigation seems to be related to introductory programming courses, where 
students learn to write programs, according to a programming language syntax and 
semantics, and to solve problems [6,12].

In program assessment, errors may be uncovered basically by means of two 
types of program analysis. The first type is Static Analysis, that produces feedback 
without program execution, based on the program's syntax and static semantics. 
Approaches of this type can be based on compiler error detection and explanation 
[12,13], structured similarity between marked and unmarked programs [14], and also 
nonstructural analysis, with plagiarism detection and keyword search [15]. The 
second type of analysis works on the dynamic semantics, and possibly the logic, of 
the program, pointing out errors by means of testing. This means that the program is 
run over specific sets of input data, devised to unveil problems, with the output 
compared to the expected one. Competitive learning tools, used to manage 
programming contests [16] are based on this kind of analysis. Notably [17] combine 
the two approaches.

[3], describe the BOSS online submission and assessment system. BOSS is 
a composite system able to receive programming solutions by students and apply to 
them a collection of predefined tests, in order to assess them. Besides, or flanking, 
assessment are subsystems dedicated to maintain privacy of the solutions, frame 
programs in a safe execution environment (sandbox) and check about plagiarism 
issues. In [1] the system Kattis is described. It is deemed to propose students with 
programming exercises that can represent a means for both programming practice 
and access to theoretical aspects, besides allowing for assessment and grading. Kattis 
is also used to support programming competitions (such as the ACM-ICPC finals). 

Approaches based on test driven development (TDD) are also studied, 
where students are to devise tests to check the correctness of their own programs. 
[4,18] show that TDD had a positive effect on the ability of students to test their own 
programs, basing on the use of the system Web-CAT, in the framework of an 
introductory programming course. An interesting observation stemming from [18] is 
in that any approach based on automatic testing of programs assigns significant 
responsibilities to the course staff authoring the programming assignments. The 
hardship of having to produce tasks "clearly defined, especially with regard to the 
details of input and output”, to devise sound and complete tests, and to “construct a 
reference solution that has been thoroughly tested", was positively faced in our work 
with 2TSW too. Another approach dealing with student-provided tests is in [5]. 
There the student's program is checked basing on her own provided tests, besides the 
reference tests and solution provided by the teacher. 

A Gamified Approach to Automated Assessment of Programming Assignments 5



3 The 2TSW system

2TSW is a web application allowing to define “Course Areas”. In a Course Area
(CA) students can enroll and have a set of Programming Tasks (PTs) available. A 
teacher is given responsibility for the CA, where she adds PTs and monitor the 
students participation. In particular, an enrolled student can access the list of PTs of 
the course (Fig.1) and submit a solution. Submitted solutions are tested, upon 
submission, by using unit testing, and the feedback is shown to the student (Fig. 2). 
The available tasks are actually parted in Categories, whereas a category collects 
programming exercises on a common Topic. Moreover, each task is assigned a set 
of Experience Points, depending on its difficulty (the amount of Exp. Points is 
decided by the teacher, when she adds the task in the system). When a student 
submits a solution to that task, if the solution passes all the tests it is considered 
perfect, and the whole lot of Experience Points is granted. Lesser performances let 
the student gain less points. On the basis of the points gained after a solution, a 
corresponding task-related medal is granted. A solution can be evaluated as 
deserving a Gold/Silver/Bronze medal, or a Wooden Spoon.

Fig. 1. List of the available programming tasks (description is irrelevant). Three tasks were 
solved (Gold, Silver, Bronze medals). One task was not successful (Wooden Spoon). One, 
in this part of the screen, is yet to do.

Basing on the results of the solutions submitted by a student, her “panoply” is 
maintained (basically that is the student’s model). A student’s panoply (Fig. 3) shows 
the general Status of the student, together with the results obtained by her solutions. 
In particular, for each category a Category Badge is shown, depending on the 
performance on the tasks in that category.

6 G. Polito and M. Temperini



Fig. 2. The feedback produced by the system about a submitted solution: a medal tells the 
evaluation (Bronze is less than Silver, which is less than Gold. The Wooden Spoon is the 
least evaluation). For each test performed on the code, then, the result is shown. The test 
ration is described, so to allow the student to see through it. 

A Category Badge is labelled as Amateur, Beginner, Expert, Champion, or Legend, 
depending on the ratio between the points gained and those available in the category. 

Fig. 3. A student’s panoply (grouped to let it fit into this page): the status is shown, 
together with information about the performance in the categories of tasks. For each 
category the level (badge), and the medals are shown. A medal, or spoon, is granted for 
each undertaken task.  

In a Category box, after the Category Badge, a summary of the medals gained on the 
tasks of that category is shown. A student can submit further solutions for the same 
task, supposedly with the intent of doing better. In these case the last solution is the 
one considered for the composition of the student’s panoply. The Status of a student 
is computed basing on the overall amount of her Experience Points. The Leader 
Board (Fig.4) allows the teacher to see through the students’ performance, and the 
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students to evaluate and compare their performances. The interface for teacher and 
student is the same, just the teacher’s one can access more data.

Fig. 4. Fragments of the Leader Board. The Status badges are, in order of programming 
prowess, Zombie, Common Earthling, Vita_da_mediano (which is a citation from a song, 
non-translatable; it just means the dull work of a Middlefield player in football), Big 
Chieftain, Genius, Supernatural, Deity (no Deity in our simulated experiment).  

Through the panoply, depending on the privileges, the student and the teacher can 
access various levels of details about students. Whereas a student can access only 
basic information about another student, she can access a detailed presentation of 
each of her solutions (Fig. 5). 

Fig. 5. Detailed, visual/textual, presentation of the performance in a task: quality of the 
solution is shown by the medal and by the Exp. Points gained. The category and the ratio of 
points gained, against the overall points defined for the task, are also shown.

Moreover, a student can access her “trend”, showing the curve of her 
performance: the performances can be shown in relation to either a single task (by 
the level of the various solutions proposed for that task), or a category of tasks

8 G. Polito and M. Temperini



(showing the curve of evolution of the category badges granted to the student), or 
the overall status level (which is the case shown in Fig. 6)

Fig. 6. T r e n d  o f  t h e  Status level for a student. It shows the evolution of the Status 
during the work of the student into the system. (in this case from Zombie, to Genius). 

4 Putting on trial the system, by a simulated experiment

We intend to pursue an experimentation with students of the first year of a course of 
Computer Science Foundations, in the Computer Engineering undergraduate study 
program. At the beginning of the semester it is no time for an effective 
experimentation, so we decided to perform a preliminary investigation about the 
system responsiveness to the task. Such investigation is conducted under the form of 
a simulation of experimentation, in which 10 sim-students are involved. For such
purpose we provided a course, with 11 programming tasks, over 4 categories 
(reference pointer, array/struct, table data structure, list data structure).

We defined the simulated student (s-s) by modelling her attitude and 
competence. The attitude labels a s-s as either a "Challenger" or a "Minimalist". A 
Challenger wants to try, and retry the solution of as many tasks as possible, with the 
aim to advance her qualification as much as possible. Challengers are supposed to 
aim at the best possible status, and collect the most valuable medals. On the contrary, 
a Minimalist is supposed to do just what is needed to reach a reasonably good 
advancement (let’s assume that something higher than Zombie would be enough), 
and probably no task would be attempted more than once, if just it was solved 
sufficiently. As of the competence, it is pointed out by a label (low, average, good, 
high). During the simulation, the behavior of the students is simulated, letting them 
undertake programming tasks, and submit solutions, overall according to their 
individual typology. The simulation flows along two phases: during the first phase 
each student is let behave according to her initial typology: each student selects a 
number of tasks, and solves them, according to her typology (see below what 
behavior we associate to a typology). Depending on the typology the student might 
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also provide more solutions for the same task (only the last one valid for the 
evaluation), in an effort of make it better. 

At the end of the first phase an effect of the activity is hypothesized, i.e. we 
assume that it is true that the activity supported by the system has positive effects on 
the students’ proficiency. So we change the typology of the s-s, making it, in general, 
slightly better. During the second phase, the "slightly better" typologies are used, to 
guide the results of the further s-s' work (further tasks are undertaken). The sample 
we defined for the simulation, and the development of phase 1, are given in Tab.1. 

Table 1. Phase 1: C/M stand for Challenger/Minimalist. Several tasks are undertaken by the sim-
students. At the end of the phase a status is achieved; a new typology is assigned, assuming that 
the activity was beneficial for the s-s. (L/A/G/H = Low, Average, Good, High)

Student Init. typology achieved status new typology
stud1 <C, L> Common Earthl. <C, A> (20%-40%)
stud2 <C, A> vita_da_mediano <C, A> (40%-60%)
stud3 <C, G> Big Chieftain <C, H>
stud4 <C, H> Genius <C, H>
stud5 <C, A> vita_da_mediano <C, A> (40%-60%)
stud6 <C, G> Genius <C, H>
stud7 <M, L> zombie <M, L>
stud8 <M, A> Common Earthl. <M, A> (20%-40%)
stud9 <M, G> vita_da_mediano <M, H>
stud10 <M, H> Big Chieftain <M, H>

During the first phase the s-s meets a number of assignments from different 
categories; a Challenger would try 5-6 tasks, possibly repeating some of them; a 
Minimalist would try 3-4 tasks, once each. We took care of letting each s-s submit 
solutions that are coherent with her typology’s competence: summing up the overall 
performance, a high competence s-s would propose solutions getting a number of 
experience points between 80% and 100% of those defined for the tasks. On the 
contrary a low competence s-s would gain 0% to 20% of those points. Likewise, an
average competence s-s would gain between 20% and 60%: here we defined two 
sub-levels, equi-distributed (see below, and Tab.3). An s-s with good competence 
would then gain between 60% and 80% of the available points. For each s-s we 
submit the devised solutions, while the system does its job and maintain the related 
Status/category badges, task medals, and experience points for each s-s. The second 
phase is conducted along the same lines as above, just the new typologies are used.
In particular, if an s-s’s typology shows an "average" competence level, we assume 
that, solving tasks, 20%-60% of the available points could be gained. We decided to 
define two different sub-levels in this degree of competence, one where 20%-40% 
of the points would be gained, and the other in the 40%-60% bracket. During the first 
phase an “avg” s-s is by default in the first bracket. 

During phase 2, again, a Challenger would submit more solutions than a 
Minimalist (we postulated that attitude would not change in a short term): Tab. 2
shows the tasks met by the s-s in the phases. The final results, coming after the second 
phase, are shown in Tab. 3. An analysis of the table allows to conclude that the 
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system is able to trace the behavior of the students, as the flow of change in the status 
is in agreement with the typologies we assigned to the sample students.

Table 2. Phase 1 and 2: number of tasks undertaken by the s-s. 

student phase1tasks repeated phase2 tasks repeated
Stud1, 2 5 3 5 3
stud3 5 2 5 2
stud4 5 1 5 1
Stud5, 6 5 2 5 2
stud7,8,9 3 0 3 0
stud10 4 0 3 0

Table 3. Results post phase 2. Initial / new typologies are shown. Category badges = A, B, E, C, 
L (Amateur, Beginner, Expert, Champion, Legend). “Status” and  “final status” show how the s-s
status changed after phase 2: status names are given as numbers, to allow appreciate the change,
so 1,2,3,4,5, 6, resp. stand for Zombie, Common Earthling, Vita da mediano, Big Chieftain, 
Genius, Supernatural. Notice that different tasks grant different amount of Exp. Points: this 
explains differences between students with similar cat.badges / number of exercises. Finally 
Comp. chg / Status chg say how many steps “competence in the  s-s typology” / Status raised. 

student s1 s2 s3 s4 s5 s6 s7 s8 s9 s10
typology C,L C,A(-) C,G C,H C,A(-) C,G M,L M,A M,G M,H

new typ. C,A(-) C,A(+) C,H C,H C,G C,H M,L M,A (-) M,H M,H

cat1 badge E E C B E E B A -- E
cat2 badge E E L E E E A A E E
cat3 badge B L C C E L B L L E
cat4 badge B E C L L L -- B L L
G medals 3 6 8 5 7 9 0 3 5 7
S medals 1 0 0 0 1 0 0 0 0 0
B medals 3 3 2 3 1 0 4 2 1 0
wooden 3 1 0 2 1 1 2 1 0 0
status 2 3 4 5 3 5 1 2 3 4
final status 3 4 5 5 5 6 1 2 5 5
Exp. points 123 206 257 254 251 278 50 113 247 252
Comp. chg 1 1 1 0 2 1 0 0 1 0
Status chg 1 1 1 0 2 1 0 0 2 1
n. tasks 10 10 10 10 10 10 6 6 6 7

In particular, we considered how much the Status changed from phase 1 to phase 2,
and how this is corresponding to the changes in typology we stated between the 
phases (see Tab.3): in general, an advancement in competence between phases (for 
instance from Good to High) corresponds to a status jump after phase 2 (such as from 
Big Chieftain to Genius). There are two cases in which this doesn’t add up perfectly,
showing a greater increase in Status than in Competence: 1) stud9 raises from Good 
to High competence, and from Vita da Mediano (3) till Genius (5); 2) stud10 doesn’t 
change typology, and gains status from Big Chieftain (4) to Genius. We do think that 
both exceptions can be explained, as in these cases Competence reached level High,
i.e. could then not grow further. In this regard, the difference between the number of
labels for competence and status seemed not decisive, in the limited framework of 
this simulation.
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5 Conclusions

We have presented 2TSW, a web based system supporting automated assessment of 
programming assignments, in a gamified environment, based on devices, such as 
leader board, badges, comparison (possibly anonymized) with peers, and rendered
by means of a highly responsive and dynamic interaction environment. As a means 
to validate the current 2TSW implementation, we proposed a simulated 
experimentation, based on the behavior of a sample of artificial students, modelled 
by attitude and competence. The simulation allowed to conclude that the system is 
able to trace the students behavior and the changes in their models, and so it would 
be already fit to support a true experimentation with real students. 
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Abstract. Environmental education is nowadays an important part of school 
curricula everywhere. We have built a novel learning environment based on 
Internet of Things technologies, such as sensor networks and cloud storages. Initial 
tests of the learning environment indicate that local sensor data is an effective way 
to adapt multidisciplinary projects and scaffold learning for different age groups in 
a single learning environment. 

 
Keywords: Environmental education, internet of things, sensor networks, 
contextualized learning. 

1 Introduction 

Climate change is one of the global major challenges that prevails discussion in many 
levels of the society. Governments are setting global goals and assessing trends for 
sustainable development in order to reduce impact of the climate change and global 
warming. Equally, countless companies, NGOs, school organizations, and 
individuals are facilitating campaigns, activities, and personal interventions to 
minimize impact of their actions. City of Joensuu in eastern Finland aims to achieve 
carbon neutrality by 2025. This means that by this year, net carbon footprint (CFP1) 
of the city should be neutral, in other words the city produces carbon dioxide 
emissions just as much as it can sequester or offset. An important part of this aim is 
school education, and how climate change is integrated into school curricula. 

To improve environmental education and proceed with the CFP reducing cause, 
an experimental learning environment HiljaNet for observing CFP and energy 

                                                
1 Carbon footprint (CFP) is one of the globally accepted measure to assess environmental impact of a 
product, a process, or an activity. CFP measures amount of carbon dioxide and other greenhouse gas 
emissions during the lifecycle of the product, or how much greenhouse gases are emitted during an 
event or by an individual. 
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consumption in local Karhunmäki primary school was developed. HiljaNet learning 
environment is based on distributed sensor network that integrates in building 
automation and measures for example electricity and water consumption in several 
locations, room temperature and carbon dioxide concentration, current weather 
conditions, and electricity production from the building’s solar panel system. All 
these measurements can be observed individually, compared with each other, and the 
system uses them to calculate automatically the carbon footprint of the school 
environment. Teachers of the school can use HiljaNet as a platform to build 
contextualized exercises and projects that are bound to the school’s curriculum and 
multidisciplinary projects. In this paper, we present the initial implementation of 
HiljaNet with discussion about its implications to environmental education and 
projects in the school. 

2 Background and related work 

IT driven learning environments for environmental education exist in many forms. 
For example, Weeks et al. [3] present a mobile application to develop students’ 
knowledge about energy sustainability. The application presented in the paper uses 
collaborative learning and expert knowledge in learning. However, in contrast to 
HiljaNet, the application presented in Weeks et al. [3] does not ground learning to 
locally produced data. As another example, Peters and Butler Songer [2] present an 
application of Interactive Map activity for climate change education. The research 
shows that students had difficulties on making meaningful connections between map 
overlays and data they represented, hence connection to curricular content remained 
vague. Bodzin, on the other hand, argues [1] that integrating IT solutions with locally 
available data and local context motivates students in environmental education. 
Following this argument, our hypothesis is that local HiljaNet data sources facilitate 
learning better than observing more general data fetched from remote sources or 
databases. Making connections to surrounding environment and possibility to map 
sensor data to currently experienced conditions may help students to scaffold 
learning content in a novel way. Two of the overarching goals of the new Finnish 
curricula are ICT skills and awareness for sustainable way of living. In practice, this 
means a requirement to integrate ICT efficiently to all subjects, including advanced 
skills such as computational thinking, programming, and information retrieval and 
visualization. Environmental education should be reflected in the same way in all 
subjects. These were important factors that motivated development of HiljaNet. 

3 HiljaNet learning environment 
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HiljaNet is built on top of a commercial Internet of Things platform. The system is 
built by Sensire Ltd2., a company focusing on providing IoT services to monitor 



distribution and delivery chains in pharmaceutical and food industry. The company 
was selected to implement HiljaNet because their sensor technology was readily 
deployed in the school building as part of building automation and catering services. 
Additional sensors and services such as a local weather station, were installed to 
enhance functionality of HiljaNet. The sensor network comprises about 40 different 
measuring points for collecting data about energy and electricity consumption. 
Furthermore, the system measures how much electricity the solar panels installed in 
the roof of the school building produce. All sensors record a data point every 15 
minutes and measured data is saved to a cloud storage.  

HiljaNet is a browser-based application and it consumes sensor data providing high 

level visualizations (Figure 1, left) and more detailed views for sensor information 
(Figure 1, right). Students can search and explore information and combine sensors 
into graph visualizations (c.f. Figure 1) to learn about different phenomena, for 
example how much solar energy is needed to compensate carbon footprint that was 
caused by consumption of hot water in the school building shower facilities. In this 
way, with the HiljaNet students can actively build their understanding how their own 
actions can reduce school environment’s carbon footprint. Teachers’ active 
participation helped to define pedagogically meaningful tasks and projects for 
different student groups. In all tasks, the starting point is that the students can 
observe, explore, and retrieve information about different sensors and environmental 
conditions from the HiljaNet. Examples of these tasks are as follows. 
 Grades 1-2 (7-8 years old students): What happens to energy consumption of 

the school building when weather gets colder outside? Why this happens? 
 Grades 3-6 (9-12 years): How much money will be saved when part of 

electricity needed in the school is produced with the solar panels? How weather 
in different seasons affect to this? 

                                                
2 https://www.sensire.com/ 

 
Fig. 1. HiljaNet provides visualizations on different abstraction levels.  
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 Grades 7-9 (13-15 years): Trees can absorb CO2 from air. How many trees of 
specified types the students should plant at the end of school year to compensate 
the carbon footprint caused by factors that root from their own choices?  

4 Conclusion 

We have presented HiljaNet, a novel learning platform for environmental education. 
The system is based on IoT technologies and embodies a sensor network installed in 
the school building. By having a contextual and real-time data available, students can 
work in multidisciplinary projects exploring different phenomena and learn 
environmental awareness on the same time. For teachers, HiljaNet provides an 
efficient way to scaffold teaching with pedagogically meaningful content for 
different age groups in a single learning environment that supports and encourages 
students for collaborative and exploratory learning. Our future work includes 
developing visualizations further and leveraging educational data mining and 
machine learning methods to provide more personalized and contextual learning 
experience, and to develop HiljaNet towards a full-scale smart learning environment. 
Also, learning environments’ effect in learning need to be studied further. 
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Abstract. The paper deals with the role of Smart Learning Environments (SLEs) 
in the field of corporate education and the need for their interdisciplinary design in 
the face of existing problems with the introduction of Technology-Enhanced 
Learning (TEL). For a human-centered design of SLEs new concepts and models 
have to be developed in order to meet the complex requirements of the 21st century. 
Authors describe an interdisciplinary research approach for designing SLEs and 
discuss a holistic, socio-technical framework combining interdisciplinary criteria 
for an educationally profound development of SLEs while the presentation of the 
subject, based on current findings from a research project at TU Dresden, a leading 
German University of Technology. With the question of how an interdisciplinary 
approach of education, computer science and architecture contributes to SLE-
design, the study empirically applies data collected in 2016.  
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1 TEL in Vocational Education and Training 

The successful and sustainable use of technologies in corporate training requires far 
more preparatory work of conceptual and didactic nature than the sole provision of 
technology [1]. Modern digital education formats must be aligned to a learners’ 
individual needs, easy to use and utilizable via various devices. In the context of a 
constructivist theory of teaching and learning, vocational-education approaches 
argue that situated, self-regulated, explorative and collaborative learning methods 
are particularly suited, to strengthen learning processes in general. Yet in the case 
of lifelong learning, which is getting more and more important in relation to 
digitization, individuals need fluent forms of learning, which calls for smart 
learning approaches. Eventually, one may learn from the past, i.e. take those TEL 
approaches into account that may overcome isolated achievements - like smart 
learning. Previously TEL has not succeeded in revolutionizing education, most 
likely because TEL initiatives often take a centralized technology-push approach. 
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Recently, the Smart Learning Environment (SLE) concept has emerged and opens 
new doors for more efficient learning by overcoming many of the limitations of 
traditional TEL models. However, to be successful, one needs a systematic design 
process of SLEs, considering influential domains overarchingly. Identifying
relevant areas and success factors supports the design process in a structured way. 
Within such a framework, educationalist are able to create meaningful SLEs, based 
on conceptual, human-centered and didactic principles. In the following, authors 
present the role of SLEs and the design requirements, considering the above-
mentioned circumstances for didactically profound models of vocational education.

2 The design of SLEs as an interdisciplinary challenge

There is no standardized definition of SLEs. According to [2], SLEs are physical 
environments enriched with digital and context-sensitive components to enable 
faster and better learning. This definition shows the particular importance of the 
learning space, and although [2] defines SLEs as physical environments the 
architecture of spaces and effects of spatial design on learning processes do not play 
a role in the current SLE research. Accordingly, educational sciences as well as 
information technology and spatial sociological aspects shall be taken into account 
when designing innovative learning rooms like SLEs – which is not new for 
designing learning technologies [3]. 

2.1 Research approach, methodology and first results

On that basis, an interdisciplinary approach was chosen within the scope of an
ongoing research project on the role of the “Internet of Things” (IoT) in intelligent 
learning spaces. Focusing on the interweaving of the disciplines mentioned above
one of the research questions aimed at the development of a didactically sound 
concept for the design of SLEs by using the IoT concept for learning purposes.
Against the background of a design-based research approach, a triangulative study 
of exploratory character was carried out. Based on interdisciplinary literature 
reviews, a first model could worked out, which identified core categories in the SLE 
design process and defined success factors. According to Spector's “preliminary 
framework for smart learning environments” [1], philosophical, psychological and 
technological approaches were condensed in a first socio-technical model. The
model consists of two dimensions, each with three categories1, interacting with each 
other. This model served as a search grid for the empirical study and was a partial 

1 Cf. further explanations to the six categories online on the Bosch Blog: “IoT in education by 
designing smart learning environments”
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presumption derived from the literature reviews. The subsequent multi-level data 
collection consisted of a focus group workshop (summer 2016) in combination with 
a quantitative questionnaire (sub study 1) and nine expert interviews (winter 2016), 
which were supplemented with questionnaires (sub study 2). In order to derive 
precise recommendations for action, the models extracted SLE attributes (46 items 
in total) were summarized in an evaluation sheet of sub study 2, which in addition to 
a qualitative expert survey was a quantitative element of the triangulative study. The 
characteristics were assessed on a scale from 1 = very important to 5 = unimportant 
with regard to their meaning for the design of SLEs. The aim of sub study 2 was to 
find out whether the significance of the characteristics of the six interdisciplinary 
areas can also be “confirmed” empirically. Therefore a hypothetical model was 
presented to experts right after an interview by brief explanation. Afterwards, a 
systematic evaluation carried out within the sub study 2 used quantitative 
questionnaires and based on that expert assessment four most important items per 
category were found as shown in figure 1.

Fig.1. SLE framework with most important items per category (Source: authors’ graphic)

The quantitative data analysis (Table 1) finds items correlated very strongly within 
the respective category and subsequently grouped into one scale per category2. The 
descriptive statistics shows the following mean values per category: 
Table 1. Mean values of the six SLE categories

Category N Minimum Maximum Mean value Standard-
deviations

Learner Needs 9 1 3,22 2,0494 0,65

2 For scale creation, a mean value has been calculated for each item. Despite the small sample 
size, the scales show an acceptable to good reliability ( =.70 to =.90).

An interdisciplinary Framework for Designing Smart Learning Environments 19



Learning & Working methods 9 1 3,83 2,1481 0,82
Learning & organizational culture 9 1 2,33 1,8148 0,46
Technology 9 1 3,75 2,3981 0,75
Digital & physical Equipment 9 1 2,86 2,0794 0,58
Workplace Architecture 9 1 3,33 1,9815 0,68

As first result experts concluded the model being suitable for developing didactically 
meaningful SLEs. Due to the small sample (n = 9) the quantitative evaluation is not 
representative, but is to be interpreted on a case-basis. This first model was validated 
within a focus group workshop and an interview study qualitatively. A modified re-
design of the framework based on the completed empirical data analysis will be 
presented at the International Conference on SLE in March 2018.

3 Conclusion

Identified SLE-characteristics are important across all domains and should therefore 
be addressed when designing SLEs. Furthermore, findings support the assumption
of an interdisciplinary approach being useful for the design of SLEs. Complex hybrid 
constructs such as SLEs can only be understood and made meaningful by bundling 
interdisciplinary knowledge. With that TEL becomes an even stronger cross-
disciplinary endeavour, calling for a new awareness of both the producers of 
educational contents as well as the learners [4], [5]. For further SLE-research 
adjacent disciplines must be reflected and integrated into the research framework to 
investigate causal relationships. An appropriate design-oriented education research 
with close feedback processes to spatial, information- and media-technological 
design would open up new perspectives with regard to the development of 
technology-enhanced teaching and learning environments.
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Abstract. The objectives of this research are: to develop and discover efficiency 
of application on tablet to promote a classroom research skills for SSRU’ students 
to meet with criteria at 80/80 and to study satisfaction level of students by using 
application on tablet. The target group herein was 125 students who studied in 
Academic year of 2014 and interested in online registration.  Target group was 
determined by using purposive sampling. Tools used in this research were 40 
items of post-test contained in application on tablet, student’s satisfaction 
evaluation form towards application on tablet usage. Data analysis was conducted 
to find efficiency of application on tablet as defined by criteria at 80.77/ 81.82 
and student’s satisfaction level towards application on tablet usage of 125 
students. The obtained mean was 4.35 and standard deviation was 0.68. The 
results showed that the efficiency of application on tablet was at 80.77/ 81.82 that 
was higher than defined criteria at 80/80. In addition, Overall satisfaction of 
students towards application on tablet usage was in the highest level with the 
mean of 4.35 and standard deviation at 0.68. The obtained results were able to be 
used as guidelines for further development of learning activities management of 
other courses. 

 
Keywords: Application on Tablet • A Classroom Research Skills • Learning  
•higher education 

1 Introduction 

Jiraporn Siritawee [1] who said that the project is the way to teach students to learn 
how to make a small project that the learner would take action in order to improve 
their knowledge, skills, creating the quality production with the scientific 
methodology procedures. The main objective is to stimulate the student to observe, 
question, create hypothesis, self-learning, conclude and understand what they 
found. Moreover, project-based learning also has the objective to encourage 
students to improve their self-learning by emphasizing thinking method and 
learning process from observing, questioning, experiments, analyzing, and self-
creating knowledge Teerachai Puranachoti, [2] that the project-based learning is 
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applied by various techniques as follows, group learning, thinking, problem 
solving, emphasizing in quiz-based learning, and collaborated thinking. Besides, 
this aims the students to learn one of the topic from their own interests by using 
scientific procedure and methodology so the students have to perform activities to 
find the answer by themselves Colly, K.B.,[3]. Besides from the project-based 
learning, scientific process skills would also use in other learning such as scientific 
inquiry and problem-based learning: PBL. So the System Thinking is one of the 
language forms for explanation and creates a deep understanding about relationship 
between the factors which lead to the changing of system behavior to the right 
direction. To practice and perform according to this concept, it is necessary to 
improve the awareness in complexity of problem and relationship of each factors so 
the System Thinking is counted as the thinking form that conform to the Higher 
Order Thinking that sees the problem or problem situation and problem complexity 
that divided into 3 levels. Besides, the result acquired from using System Thinking 
is the ability of students to see and understand the situation that requires the work 
or activity to be effectively operated then it is necessary to supervise or control 
factor, cause, or issues to prevent the unwanted condition to be occurred Montree 
Yamkasikorn [4]. 
Such as, the researcher was interested in electronic media and utilizing innovation 
to convey an application on tablet to promote a classroom research skills  for 
SSRU’ students. 

2 Objectives 

To create an application on tablet to promote a classroom research skills  for 
SSRU’ students to gain efficiency at 80/80 and achieve better level of student’s 
satisfaction.

3 Research Process  

1. Studied papers and researches in order to synthesize a classroom research skills. 
Subsequently, the obtained results were classified , arranged systematically and 
created in the form of application on tablet. 
2.The principle of application by ADDIE model contains Analysis , Design , 
Development , Implementation and Evaluation. Java is used to write applications 
installed on the Android operating system. PHP language used in the web server to 
upload files and chat. 
3. Submit developed application on tablet to promote a classroom research skills  
for SSRU’ students to experts for inspection and improvement.  
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4. Tried out improved application on tablet to promote a classroom research skills  
for SSRU’ students with students who were not target group for further 
improvement and public relations.    
5. Students who were target group studied created application on tablet to promote 
a classroom research skills and took pre and post test. Subsequently, satisfaction of 
students was evaluated after their usage of application on tablet. 
5.1. Tested students with test review of 3 online lessons. The obtained scores were 
collected as scores of formative evaluation.   
5.2. 40 items of achievement test on online lessons were tested with students and 
the obtained scores were collected as scores of post-test.  
5.3. 10 items of satisfaction evaluation form towards online lessons were 
commented by students.  
6.  The results were checked and the obtained scores of pre and post test were 
analyzed by using statistics in order to find efficiency at 80/80. 
7. Student’s satisfaction after using application on tablet to promote a classroom 
research skills was analyzed and concluded.    

4 Conclusion  

1. From try out of application on tablet, it was found that efficiency of process 
(E1) provided in tests was calculated to be 80.77% and efficiency of results ( E2 ) 
was calculated to be 81.82 %. These application on tablet to promote a classroom 
research skills had higher efficiency than 80/80 as defined therefore it could be 
concluded that these application on tablet had high efficiency as defined by 
criteria and they were able to be used for classroom instruction efficiently.   

2.  From the results of student’s satisfaction towards learning with application on 
tablet, it was found that overall student’s satisfaction towards instruction using 
application on tablet was in the highest level, i.e., students had overall satisfaction 
towards application on tablet in high level with mean of 4.35 and item 10 was 
gained the highest satisfaction level of students. Average demand of students on 
creating application on tablet for other subjects was 4.84. For other evaluations, 
most of them had high level of satisfaction.  

 

Fig.1. application on tablet to promote a classroom research skills 
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5 Discussion  

Efficiency of these application on tablet was in high level as expected at 80.77/ 
81.82 due to creation and development of such application on tablet. The 
researcher studied on basic data and analyzed work, contents, students who were 
target group, and behavioral objectives prior planning on creation and 
development to meet those behavioral objectives under explanation and 
suggestions of content expert for inspecting accuracy of contents, language 
correctness, appropriateness of design, instructional methods, and presentation. 
Subsequently,  the obtained lessons were improved, developed, and tried out 
with a small student group in order to find further faults for additional 
improvement and development prior performing field tryout with 40 students. 
The results showed that efficiency of application on tablet was 80.77/ 81.82 that 
was satisfying and met with expected hypothesis.
Student’s satisfaction towards application on tablet to promote a classroom 
research skills was in high level for all items because the research studied on  
psychology of learning of students before planning creation of application on 
tablet. Subsequently, the obtained results were planned for creation and 
development of complete application on tablet that was consistent with work of 
Chaiwat Waree who studied on Development of online lessons of Suan
Sunandha local wisdom for preparing readiness for ASEAN. The results showed 
that the efficiency of online lessons of Suan Sunandha local wisdom was at 86.00 
/ 87.50 that was higher than defined criteria at 80/80. In addition, Overall 
satisfaction of students towards online lessons usage was in the highest level 
with the mean of 4.46 and standard deviation at 0.68. [5].
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Abstract: This essay applies the concept of Smart Learning based on learning 

analytics technology. The Chinese grammar self-adaptive-adjusting learning 

system works by constructing a user data set that records the learners' learning 

behavior and progress, then uses the date to collect on an adaptive mechanism to 

provide learners with advices, suitable exercises, related questions based on the 

user model. By making design and implementation of Smart Learning 

environments, the system can also present a detailed information of the learner's 

progress in a visual way.  

 

Keywords: Smart Chinese International Learning; Grammar Adaptive Learning 

System; Complex Sentence Type; Learning Analytics Technology 

1. Introduction 

Researchers try to build a personalized knowledge awareness map system under 

Smart Learning Environment. It aims at improving the intelligence level of the 

existing digital education system and achieving the deep integration of information 
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technology and mainstream education. It promotes the development of information 

technology and education stakeholders (students, teachers, parents, managers, the 

public, etc.) The core of Smart Learning is the concept that learning should serve 

for the better development of the learner's state of mind and abilities [1].

2. Smart Chinese International Learning Based on Learning 
Analytics Technology

The Smart Chinese learning system is a kind of flexible personalized learning 

system which is essentially supported by online learning environment. Learning 

analytics technology has already been viewed as the third wave of enormous 

education development since the creation of the learning management system [2]. 

Smart Learning system is able to extract the implied and potential valuable 

information during the process of "teaching and learning". Learning analytics 

technology provides smart and flexible suggestions for educator's teaching, 

student's learning, and overall teaching management [3].

The Chinese adaptive learning system mainly focuses on the complex sentences part 

of Chinese grammar. A Smart Chinese international learning environment design 

model is shown in Figure 1. This system contains three main modules: Data source 

tier, user model and recommendation engine, application display tier. The data 

source tier includes a grammar knowledge base, including grammar practice test 

bank. The user model and recommendation engine module include a personalized 

user model and an adaptive learning recommendation engine. The application 

display tier includes three parts---the grammar learning, practice and pace of 

learning. The three modules form a Chinese language syntax adaptive learning 

system. 
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Fig. 1.  The model of environment design on Smart Chinese International Learning

3. Data Source Tier

3.1   Knowledge Base of Chinese Grammar

The knowledge Base of Chinese grammar separates grammar contents into 4 levels 

by difficulty: There are 12 types of Chinese complex sentence forms: Coordinate, 

Continuous, Selective, Cause-Effect, Transitional, Hypothesis, Purposeful, 

Progressive, Conditional, Concession, Explanatory, and Contracted Complex 

Sentence. The database collects 90 kinds of different grammatical features that are 

contained in the 12 complex sentence formations. The grammar knowledge base 

uses many resources to enhance its applicability, such as corpus, textbooks, teaching 

materials. The database contains translation media tools, accurate descriptions, 

examples, easily mistaken problems, and the difficulty in mastering them.
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This system provides a gradually increasing difficulty on mastering the grammar 

points for every complex sentence type. We design a lot of questions to evaluate 

students’ grammar level and solve their problems. With the difficulty level rise, the 

number of distribution of the questions will increase. There are in total 1032 

questions of various difficulties in this Chinese grammar test bank, that can provide 

an accurate account on the mastery of all grammar points included in the database.

4. User Model and Recommendation Engine

There are three user models that contain the user's information-- the learner's basic 

identification model, the learner's behavior model, and the learner's progress model. 

The three user models record learner's personal information, analyse learner's 

activities and efficiency, show learner's mastery on different grammar points. This 

system automatically evaluates learner's performance, recommends appropriate 

type of questions and exercises. If a particular grammar point is not fully mastered, 

this Chinese adaptive learning system will change the progress model, make future 

approaches to this particular grammar point. 

5. Application Display Tier

The application display tier is separated into three different modules-- grammar 

learning module, grammar practice module, and progress overview module. The 

user of this tier can enter a selection list of the complex sentence type (Figure 2). 

Learner's learning is personalized by the system. Different indexes are created for 

different choices, and the resources collected in the database will be provided 

accordingly. Every complex sentence tape is noted with detailed explanation, 

pragmatic examples, pictures and video resources. 
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3.2   Test Bank of Chinese Grammar



Fig. 2.  Selection of complex sentence types 

The grammar practice module can provide specific training for on a particular 

recommended topic. After the user turns in answers, the system automatically grade 

the questions and give accurate feedback on the learner's level of mastery in all 

grammar points based on the difficulty of questions, category of topics, and 

accuracy of answers (Figure 3). The user can get a detailed and complete look of 

the learning progress.

 

Fig. 3.  Examples of answer result feedback

The studying progress review module uses graphs to give the users a clear picture 

of one's progress, it displays the pace of learning in a graphical way, it is a 
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visualization module. The degree of mastery will be clearly shown as a bar-graph. 

The progress in a grammar point will be indicated by different depth of color. 

6. Summary

Smart Learning is a new method of education built upon developments in 

information technology. It is a revolutionary change from traditional education 

methods [4]. This research has completed the self-adapting system concerning 

complex sentence types, it will continue to construct other self-adapting systems for 

International Chinese language learning. Smart Learning environment can help 

students to assess their academic progress, predict their future performance, 

discover their potential problems and get effective suggestions. Therefore, every 

student can get high quality and personalized educational services. 
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Abstract. While most studies focus on individual training of oral communication 
strategy use and oral communication performance in English as a Foreign 
Language (EFL), this study examines the effect of peer review from a socio-
constructivist perspective. A mobile application, named Speaking Yo, was 
developed to facilitate learners to engage in discussion tasks, replay their 
conversation as well as carry out peer review. A quasi-experiment was conducted 
in a vocational university in Taiwan for four weeks. Forty EFL participants were 
assigned to an experimental group (n = 20), who received peer feedback, and a 
control group (n = 20), who received no peer feedback. The results showed that the 
use of peer feedback enhanced students’ oral communication performance. 
However, the use of communication strategies was not improved. The findings 
suggest that with the support of Speaking Yo, students were able to monitor their 
oral production and provides/receives corrective feedback on their overall 
communication performance. However, the feedback provided by the peers was 
not concrete enough to address the use of communication strategies. The possible 
explanations and future directions are also discussed in this study. 

 
Keywords: Mobile Learning · Sociocultural Learning · Peer Feedback · Oral 
Communication Strategy · Oral Communication Performance 

1 Introduction 

The ability for EFL (English as Foreign Language) learners to perform oral 
communication requires not only linguistic knowledge but also strategic knowledge. 
Communication strategies in particular have been found to play a crucial role in 
communication performance. EFL learners can use communication strategies to 
compensate for their insufficient linguistic competence when there is a conversation 
breakdown [1, 10]. Also, developing learners’ negotiating strategies for 

© Springer Nature Singapore Pte Ltd. 2018

Learning, Lecture Notes in Educational Technology,
https://doi.org/10.1007/978-981-10-8743-1_6

31
M. Chang et al. (eds.), Challenges and Solutions in Smart

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8743-1_6&amp;domain=pdf


communication can enhance learners’ oral proficiency. Through negotiating, 
learners would modify the linguistic input to make it more intellectual, or 
comprehensible, for the interlocutors and seek for linguistic knowledge they lack [4, 
10]. Studies have found that raising learners’ awareness of the communicative 
strategies improves their use of communication strategy and oral communication 
ability [8, 10]. 

While the majority of these studies took a cognitive constructivism approach, 
which focuses on how individuals develop the communication strategies through 
instruction and tasks, little research has addressed such development from a 
sociocultural perspective. Peer feedback, for example, is lacking in the EFL speaking 
literature [9]. One possible explanation is that oral production, unlike writing, is 
fleeting and hard to keep track of for learners to work on. To address this problem, 
researchers have long proposed that audio/video analysis of discourse should be 
integrated into courses to raise learners’ meta-cognitive awareness [2]. Thus, 
combining mobile learning which provides collaborative and instant interaction as 
well as recording tool, this study developed a mobile application, called Speaking 
Yo, to explore the effects of peer feedback on EFL learners’ strategic use and oral 
communicative performance. 

2 Literature Review 

Communication strategies, hereafter referred to as CS, are the interactional 
strategies that interlocutors use to cope with communication breakdowns (Nakatani, 
2005). Several experimental studies on EFL training CS have emphasized how 
conscious-raising can facilitate learners’ communication strategies and 
communication ability [7]. For example, Rabab’ah compared the effects of direct 
CS training with that of a communicative class which did not receive any CS 
instruction [10]. Learners went through four phases of instructional sequence: (1) 
consciousness-raising, (2) use of pre-fabricated patterns, (3) engagement in 
communicative activities, and (4) recording and evaluation. Seven CS, i.e., appeal 
for help, confirmation checks, and clarification request, were adapted in the study. 
Generally, the emphasis was on the use of prefabricated expressions, such as “it is 
something you say when…,” as CS in different communicative activities. Results 
showed that over 14 weeks of experiment, learners who received CS training 
outperformed those who did not receive CS instruction in speaking test scores and 
frequency of strategy use. Although combing conscious-raising technique with 
instruction appears to be a promising approach, these studies view the learning of 
CS as an individual task, putting more emphasis on how an individual constructs 
and applies the strategic knowledge.  

However, there is a lack of studies that address the learning of CS from a socio 
constructivist perspective [9]. The use of peer feedback, for example, is a practice 
that can involve language learning through social interaction [6]. Theoretically, peer 
feedback is supported by Vygotskian sociocultural theory, which views learning as 
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a socially constructed process [13]. The mechanism is that peer feedback creates 
reciprocal opportunities for learners at varying levels of skills and competence to 
work together and provide assistance to extend their competence [6]. A large 
volume of research in EFL writing has adopted peer feedback to support learners’ 
writing process and found improvement in text revision and writing quality [5, 6, 
11, 4]. However, to our best knowledge, there is very little research that uses peer 
feedback in EFL speaking. A study done by Huang (2010) is one of the few that 
examined the effect of group reflection on strategy use and oral language production. 
Although objective of the study was to compare the effects of different modalities 
of reflection, the design of group spoken reflection involved peer review mechanism 
to some extent. It was found that the group who practiced reflection as team work 
led to better CS use than the group who did not practice the reflection on CS. No 
difference found in the oral production between the two groups.  

Different from many studies whose emphasis is on individual’s learning of CS, 
this study aims to engage students in a reciprocal peer review process for learning 
the communication strategies and enhancing oral communication performance. 
Specifically, a mobile application Speaking Yo was designed to implement peer 
review inside the classroom. The use of peer feedback serves as a mediational 
means to allow learners to observe their speaking processes as well as receive meta-
cognitive support from their peers. Two research questions guided the study: 

 
1. Does providing peer feedback through Speaking Yo enhance communication 

performance?  
2. Does providing peer feedback through Speaking Yo enhance the use of 

communication strategies? 

3 Method 

To examine the effects of peer feedback, a mobile application Speaking Yo was 
designed. A quasi-experiment was conducted using Speaking Yo in a Writing and 
Presentation course in a vocational university for four weeks. Since the course was 
discussion-based, Speaking Yo was used to engage students in the discussion tasks. 
Two classes of students were randomly assigned into an experimental group and a 
control group, which were taught by the same instructor. Both groups received 
instruction on CS and completed identical discussion tasks on Speaking Yo. Only 
the experimental group went through the peer review process. 

3.1 Participants 

Forty-five undergraduate students participated in the 4-week experiment. Five 
students were removed from the analysis because their pre- and post-tests were 
incomplete, leaving forty valid students, 20 for the experimental group and 20 for 
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the control group. All of them were Mandarin speakers and had an average score of 
630 (SD = 89.30) on TOEIC. 

3.2 CS Selection and Peer Review Prompts 

Three oral communication strategies, confirmation request, clarification requests and 
circumlocution, were based on guidelines proposed by [10] and the consultation with 
the course instructor. These CS were considered the crucial ones that students needed 
to participate in classroom discussion for the course. Three corresponding prompting 
questions were designed to elicit peer feedback (see Table 1). Regardless of their 
answers being yes or no to the prompting questions, students are required to further 
provide concrete CS-related examples from the replay of their conversation or give 
new CS-related suggestions. 
 
Table 1. Communication strategy and peer review prompts  

CS Example  Prompting questions for peer review 
Confirmation 
request 

You mean he did not 
get my point? 

Did your partner make sure that you 
understand what he/she wants to say? 

Clarification 
requests 

What do you mean?  Did your partner ask for an 
explanation when he/she didn’t 
understand what you said? 

Circumlocution It is something that 
we use to dry our 
hands (Tissue). 

Did your partner try to say in other 
words or describe when you didn’t 
understand what he/she said? 

3.3 Instruments 

A conversation simulation task was adapted from [8] to examine the two dependent 
variables in this study: Communication strategy sue and oral communication 
performance. The task serves as both pre- and posttest. In the task, students were 
given a hypothetical situation and were instructed to prepare for a role play. 

To measure the use of communication strategy, the oral production was first 
transcribed and then classified by two trained research assistants based on: (1) 
students’ active behavior in repairing and maintaining the interaction [8] and (2) the 
three coding schemes, confirmation request, clarification requests and 
circumlocution taught in the course [10]. To measure oral communication 
performance, the oral production was rated by research assistants using Oral 
Communication Assessment Scale developed for EFL learners [8]. The scale 
consists of seven levels and focuses on the learner’s fluency, ability to interact with 
the interlocutor, and flexibility in developing conversation. 
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3.4 System Architecture  

Speaking Yo was developed in Java programming language using the Android software 
development kit. The application was used to engage students in classroom discussion and 
provide peer review mechanism. Four phases of learning sequence were designed on a 
weekly basis: (1) Introduction of weekly topics, (2) Discussion tasks, (3) Peer review on 
the conversation replay, and (4) Discussion/Reflection on peer feedback. Phase 1, 2 and 3 
are embedded in Speaking Yo. 

 

 
Fig. 1. Discussion tasks (Phase 2) 

 
In Phase 2, the system prompts students to discuss the weekly topics and enter 

their responses on the smartphone as Fig. 1(a) shows. In Phase 3, which is the peer 
review phase, the system presents three prompting questions corresponding to the 
three target CS, prompts participants to listen to the replay of their previous 
discussion and then asks them to provide feedback as Fig. 2 shows. The replay of the 
discussion was mandatory but participants can drag the bar to fast forward.  

 

 
Fig. 2. Peer review on the conversation replay (Phase 3) 
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In Phase 4, which is the Discussion/Reflection phase, as Fig. 3 shows, the system 
immediately delivers the feedback to the peers and prompts them to discuss it. 
Finally, the system asks all the participants to reflect on their oral production and to 
rate the peer feedback. Upon completion, the system shows the total star points given 
by the partners. 

 

  
Fig. 3. Discussion/Reflection on peer feedback (Phase 4) 

3.5 Procedure 

After the research team obtained students’ consensus on participation, students 
received treatments according to the control and experimental groups assigned. In 
the first week, all participants took a conversation simulation task as the pretest for 
15 minutes on the application, 5 minutes for the role play preparation and 10 
minutes for the actual task. Then, they were familiarized with the learning activities 
and the operation of the application. Following that, they were given the instruction 
on how to use the target communication strategies and encouraged to use them 
throughout the experiment.  

In the Week 2, 3 and 4, participants went through different phrases of learning 
activities depending on the group they were assigned to. Those in the experimental 
group were first introduced to the weekly topics in the first class for 50 minutes 
(Phase 1). Then, in the second class, as Fig. 4 shows, they were randomly paired up 
to carry out the Discussion tasks for 20 minutes (Phase 2). After the Discussion 
tasks were done, participants were asked to start the peer review for 20 minutes 
(Phase 3). Finally, they were asked to first discuss the feedback provided by the 
partners and then reflect on their own oral production. The control group did not go 
through Phrase 3 and Phase 4 as peer review and discussion was the treatment of 
the experiment. Note that the time for the Discussion tasks was prolonged to 50 
minutes for the control group so that the total practice time was held constant. 
Finally, an additional of 20 minutes were added to week 4 for administering a post-
test.  
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Fig. 4. Students using mobiles in the experimental group 

4 Results 

The first research question concerns whether providing peer feedback through 
Speaking Yo enhances communication performance. An ANCOVA was performed 
using oral scores on the pretest as covariate to examine the differences in the oral 
scores on the oral communication test between the two groups. To ensure that there 
is no interaction between the pretest scores and posttest scores, the assumption of 
homogeneity of regression slopes was tested and met. The results showed that, after 
controlling for the individual differences in communication ability, the 
experimental group (M = 4.45, SD = 0.759) outperformed the control group (M = 
4.15, SD = 1.137) on the oral communication test, F(1,37) = 7.331, p =.010, 2 
=.445, with a large effect size.  

The results indicate that through peer feedback, participants’ oral communication 
performance was enhanced. Both groups fall into level 4 on the scale of 7, 
suggesting that participants can communicate moderately effectively in the oral task 
[8]. With the oral scores being higher, those who received feedback may make less 
pauses, show more flexibility and maintain conversation in a more active way 
according to the descriptors of the task. It appears that pairing students with varying 
levels of speaking competence and skills can help them become aware of the 
weaknesses or their oral performance. Our system log showed that students’ 
feedback included identification of speech errors and corrective input, such as 
pointing out that towel should not be pronounced as tower. Note that these types of 
feedback are not necessarily CS relevant.  

The second research question concerns whether providing peer feedback through 
Speaking Yo enhances the use of the three target communication strategies. Three 
respective ANCOVAs, using pretest scores in CS use as covariate, were performed 
on the number of the three target CS on the posttest. The results showed that there 
is no significant difference between the two groups in the use of Confirmation 
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request, F(1,37) = .835, p = .367, Circumlocution, F(1,37) = .054, p = .817 and 
Clarification request, F(1,37) = 1.212, p = .278. 

The results indicate that the use of feedback did not lead to more CS use. It 
appears that the means of CS use in the current study, which range between 0.05 
and 1.5, are relatively low when compared with the means reported by Nakatani [8], 
which range between 1.14 and 4.82. One possible explanation is that the peer review 
might have brought the target CS to learners’ attention, but the peer feedback given 
was not concrete enough. Our observation from the system log supported this notion. 
It was found that under the Clarification request for example some learners provided 
non-linguistic feedback such as “He speaks common English. He does it very well. 
I think he can be better.” This type of feedback is referred to as rubber stamp advice 
[6, 12] because it does not directly address CS. This can be attributed to learners’ 
lack of knowledge and skills [6].   

5 Conclusion 

This study is among the few to examine the effect of reciprocal peer review on the 
use of communication strategies and oral communication performance from a socio 
constructivist perspective. The design of the peer review embedded in Speaking Yo 
aims to provide opportunities for leaners to learn from their peers who vary in their 
oral skills and competence as well as to become aware of their use of 
communication strategies. The results showed that the use of peer feedback 
enhanced students’ oral communication performance over a short period of four 
weeks. However, it did not improve the use of communication strategies. The 
findings suggest that Speaking Yo enables learners to monitor their oral production 
and to provide/receive corrective feedback on their overall communication ability. 
However, the feedback provided by the peers was not concrete enough to address 
the use of communication strategies. Future research should look into how learners 
can be scaffolded to better provide concrete and useful feedback when carrying out 
peer review. It will also be beneficial to explore the effects of pairing learners with 
peers that are at a similar or different levels of language competence as a way to 
optimize the peer review.  
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Abstract. Computer Supported Collaborative Learning (CSCL) has gained a 
steadily increasing role as it helps students to better comprehend through its 
synergistic effect, mediated by technology. In line with CSCL learning 
paradigm, our approach is centered on creativity stimulation which is facilitated 
by a deeper understanding of the dialog. This paper introduces new extended 
views for our ReaderBench framework, as well as a novel recommendations 
engine. Our General Morphological Analysis (GMA) implementation is based 
on the keywords extraction mechanism provided by ReaderBench, alongside 
with the similar concepts inferred using the lexicalized ontology WordNet, 
Latent Semantic Analysis (LSA), and Latent Dirichlet Analysis (LDA) 
semantic models. We also include a comprehensive case study to detail the new 
processing workflows that integrate voices (i.e., participants' points of view), 
keywords identification, and text cohesion in order to recommend personalized 
learning resources. 

Keywords: Creativity stimulation; General Morphological Analysis; 
Dialogism; Semantic models; Personalized recommendations of learning 
resources; ReaderBench framework. 

1 Introduction 

Learning entails the acquisition of knowledge on specific topics and the process can 
be enhanced by relying on trending technologies and paradigms. Computer Supported 
Collaborative Learning (CSCL) helps students to build knowledge and understand 
more easily, achieve a common purpose, support each other for better understanding, 
and improve their communication skills [1]. While considering creativity stimulation, 
it is important that, by using online conversations for learning, students share different 
knowledge and experiences to generate new ideas and points of view, while being 
from different geographical areas can be an additional advantage. In this way, 
participants encounter different points of view and can share their experiences with 
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others. Using divergent and convergent thinking, students are able to share their ideas 
and to learn in a structured way [2]. 

Dialogism, derived from Bakhtin's work [3], is considered a framing for CSCL. It 
takes into account different 'voices' (i.e., points of view uttered by participants or 
ideas, operationalized as semantic chains of related concepts [4, 5]) in order to 
provide an in-depth analysis of discourse. As Bakhtin [3] wrote, multiple voices 
interanimate and impact one another in a polyphonic manner, similar to the music 
case. Dialogism and polyphony, as its high order manifestation, represent a way to 
stimulate creativity [6, 7]. Besides dialogism, of particular interest to the problem at 
hand is General Morphological Analysis (GMA) [8, 9] that represents a 
multidimensional problem solving technique. Our approach analyzes a chat 
conversation by determinating which voice (point of view) dominates the discussion 
and how voices interact one with another, i.e. inter-animate. This study represents a 
continuation of the experiments performed by Oprisan and Trausan-Matu [10] and 
Stamati, Dascalu and Trausan-Matu [11] and it includes new visualizations, as well as 
a recommendations engine later on presented in detail. 

The next section introduces the central theoretical concepts used in our analysis, as 
well as GMA as a model for stimulating creativity. Section three presents an overview 
of our ReaderBench framework [12, 13], as well as the dedicated user interfaces to 
visualize voices. Section four is focused on extending the GMA model in order to 
provide recommendations of learning resources from Wikipedia, followed by 
conclusions. 

2 Theoretical Overview grounded in CSCL 

Computer Supported Collaborative Learning (CSCL) refers to a learning activity 
based on social interactions, facilitated or mediated by computers and technology [1, 
14]. Collaborative learning, in general, refers to a series of educational practices that 
involve a common effort of students to solve a problem or assimilate new knowledge. 
Among learners, the role of the teacher is more supervisory- or mediation-oriented, 
encouraging the transfer of ideas among students. Unlike cooperation in which 
students are responsible for a sub-problem from the overarching task, collaborative 
learning is centered on the synergistic effect of concurrently achieving a common 
purpose, at the same time. Although there may be portions in the collaborative 
process in which cooperation appears, this is not planned from the beginning [15]. 

In addition, it is important to consider people who have different knowledge and, 
more than that, different experiences when defining the study groups. A great 
contribution to collaborative learning is given by contradictory arguments because 
they catalyze a cognitive effort and encourage both the research of different ideas, as 
well as the reasoned argumentation of a point of view. Vygotsky and Piaget [16] 
conducted an initial series of collaborative learning studies. Vygotsky supports the 
involvement of a teacher or an adult in the learning process while considering that the 
optimal area lies between what students can learn by themselves, and what they can 
learn with the help of a more competent person. Piaget further develops this theory 
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and emphasizes that the study group should be heterogeneous and that the participants 
should have different knowledge for an optimal collaboration [16]. 

2.1 Divergent and Convergent Thinking. Dialogical Polyphony to Stimulate 
Creativity 

The human mind can be perceived as containing a knowledge network that evolves 
through the subsequent integration of new information, during both personal and 
social knowledge-building processes [17]. The way new ideas arise is highly 
dependent on the architecture of this network and how the central concepts are 
connected one to another. An idea is connected to the entire knowledge network that 
is put together in order to generate a broad definition around the idea, during a four 
stage process that includes preparation, incubation, lighting and verification [18]. 

Divergent and convergent thinking are the main two processes that support the 
generation of new ideas [2]. Divergent thinking can draw inspiration from alternative 
sources and brings more solutions to the same problem. In contrast, convergent 
thinking is a structured approach that relies on facts and brings only one solution to a 
problem. Both types of thinking play an important role, both for generating ideas at 
the individual level, and for introducing ideas in a collaborative learning setting. 

Dialogism is considered the framing paradigm for CSCL [19] as it provides the 
grounds for building a comprehensive model of discourse, while relating to multiple 
perspectives pertaining to different speakers. Bakhtin [3] analyzed how multiple 
voices coexist and influence one another in a polyphonic manner within the same 
context, in novels. A monophonic world in Bakhtin's vision is made up of a single 
isolated topic. No theme from a monophonic discourse produces a secondary meaning 
and the discourse converges to a truth considered absolute that leaves no room for 
debate. In contrast, dialogism considers additional perspectives and voices. In 
dialogue, voices interact, evolve and influence each other, potentially being merged, 
thus creating a collective perception of truth generated from the dialogic interactions 
between individuals. A voice is an idea that lives through participants, but is 
independent of them and has no time constraints. Moreover, dialogism can exist in 
any type of text while voices become recurrent topics or themes emerging from the 
discourse. 

Similar to the rules of counterpoint from musical theory, the interaction of 
seemingly divergent (dissonant) voices ultimately converge towards harmony [4, 5]. 
This dissonance catalyzes creativity [6, 7], as voices are challenged by other points of 
view. Thus, multiple perspectives or voices are precisely the constituent required to 
stimulate and obtain creativity in a collaborative learning setting. 

2.2 General Morphological Analysis 

General Morphological Analysis (GMA) [8, 9] is a multidimensional problem solving 
technique that explores all possible solutions for complex, non-quantified inputs. The 
method was initially developed by Zwicky [20] and applied for the first time in the 
study of astronomy. Afterwards, it was extended and applied into multiple domains, 
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including engineering and technology, policy analysis or organizational development. 
The underlying process starts with an abstraction of parameters, their transposition 
into an n-dimensional matrix consisting of morphological boxes (i.e., "Zwicky box"), 
followed by a cross consistency assessment of configurations. GMA provides reliable 
results when the input set is large; however, in this case we cannot perform a manual 
analysis of the problem space and of all its variables. One of the most important 
challenges of the algorithm is the quantification of complex problems into discrete 
inputs, given that the considered problems potentially contain social, political and 
cognitive dimensions. 

3 The ReaderBench Framework 

ReaderBench [12, 13] is a discourse analysis framework relying on advanced Natural 
Language Processing techniques designed to assist teachers in assessing how students 
learn and comprehend. Our assessments are centered on three pillars: a) assessing 
textual complexity centered on cohesion, which is computationally quantified in 
terms of semantic similarity between text segments , b) the identification of reading 
strategies, and c) the evaluation of participation and collaboration in CSCL 
environments [21], including an implementation of the polyphonic model of discourse 
[4] which is inspired from dialogism. The processing pipeline integrates the 
automated identification of voices operationalized as semantic chains of related 
words, keywords mining, and assessment of text cohesion in order to facilitate a 
visual representation of voices (see Figures 1 and 2). This also facilities the follow-up 
personalized recommendations that are provided in order to stimulate creativity. 

Our GMA implementation is based on the keywords extraction mechanism 
provided by ReaderBench that represents the inputs of our approach, alongside 
similar concepts inferred using the lexicalized ontology WordNet, Latent Semantic 
Analysis (LSA) and Latent Dirichlet Analysis (LDA) [12]. The newly introduced 
visualizations can assist in analyzing a series of chat features such as its homogeneity, 
the linkage between voices and emerging co-occurrence patterns, as well as 
participants' degree of involvement in relation to specific themes or voices. For all 
presented graphical representations, only the most prevalent three voices were 
selected, each voice being depicted as a triple of the first three most representative 
underlying words (see Table 1 for sample voices used in subsequent views, including 
the number of constituent words and the colors used for rendering). 

Table 1. Voice samples. 

Voice # words Color 
(answer, information, say) 278 yellow 
(use, product, think) 254 green 
(blog, talk, read) 162 violet 

In dialogism, echoes [5] are defined as the phenomenon of voice propagation 
throughout the discourse. In Figure 1 we observe how participant 4 started talking 
about the disadvantages of a chat environment, while participants 1 and 3 supported 
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this point of view with several arguments. The echo is not limited in time, as an echo 
may appear long after a voice is emitted, even as a result of a different conversation. 

 
Fig. 1. Echo visualization in ReaderBench. 

Ventriloquism [6] consists of the process in which a voice is taken over by another 
participant and we must emphasize that this process can also include the altering of 
the voice. Participants perceive a voice in their own way, they can accept or reject a 
certain point of view; nevertheless, the voice is adapted to each participant's personal 
vision. Figure 2 depicts an example of ventriloquism; after participant 1 has 
exemplified a communication and documentary tool in a company - i.e., the blog -, 
participants 3 and 4 also give other examples of tools that are used in companies, 
namely wiki pages and chats. 

 
Fig. 2. Ventriloquism example. 

The highlighting of voices which was introduced in this paper, alongside an 
implementation of GMA in ReaderBench, facilitates the monitoring and analysis of 
conversations. Users can easily observe which voices dominated the discussion, how 
they inter-animated one with another, and how these voices generated subsequent 
echoes or became instances of ventriloquism. 

4 Extended Case Study Centered on Providing Personalized 
Recommendations 

The envisioned creativity task presented in this paper is centered on the evaluation of 
multiparticipant chat conversations. The considered sample conversation was selected 
from a collection of more than 50 chats in which 4th year undergraduate students from 
our university debated on the advantage and disadvantages of certain CSCL 
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technologies. The selected chat exhibits an off-balanced participation among its 
members, thus better highlighting the benefits of suggesting external learning 
resources. 

4.1 Personalized Recommendations 

The generated personalized recommendations of additional lecture resources are 
based on GMA, as well as semantic similarity between the articles retrieved from 
Wikipedia and the topics discussed in conversation, presented in descending order. 
The recommendation service starts with each participant's keywords and identifies 
similar concepts using LSA, LDA and WordNet. The participant’s keywords are 
automatically extracted from conversations and a corresponding relevance score is 
computed expressing statistical presence and semantic relatedness [22]. Similar 
concepts are identified as the k nearest neighbors of the identified keywords using 
each semantic space individually; afterwards, the average semantic similarity score is 
used to rank inferred concepts based on their relatedness. As an example, the input set 
of words from Figure 3 for GMA was made up of the concepts "blog", "company", 
and "forum". For each of these concepts, a set of semantically similar concepts was 
determined. While selecting the "blog" and "forum" words, we can see how the 
algorithm determined that these concepts relate to "society" from the "company" 
dimension: the sematic relatedness values between "society"–"blog", respectively 
"society"–"forum", exceed an imposed similarity threshold. 

 
Fig. 3. GMA results. 

The next step consists of performing Wikipedia queries using the CirrusSearch API 
(https://www.mediawiki.org/wiki/Extension:CirrusSearch), the selected words (i.e., 
"blog" and "forum"), as well as a combination of these concepts alongside with the 
recommendations provided by GMA. Therefore, for this particular case, five searches 
were launched: {"blog"}, {"forum"}, {"blog", "society"}, {"forum", "society"}, 
{"blog", "forum", "society"}. In order to stimulate chat creativity, personalized 
suggestions for specific external articles were added in blocking conditions. For this 
study, we considered that the discussion was blocked if the participants did not talk 
for at least five minutes. 

4.2 Extending GMA with Dialogism 

Time breaks of more than five minutes divide the discourse into several sections and 
our aim is to deliver appropriate content for each of these sections. The implemented 
approach relies on voices; more specifically, the algorithm suggests relevant articles 
for each section based on the predominant voice. Exploring a voice with GMA is 
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performed by taking into account the key concepts from the voice which have a high 
cohesion score with the discussion. Therefore, only the concepts from the intersection 
between the most discussed concepts from the conversation and the most central ones 
in terms of cohesion were chosen as input for GMA. This approach provides a series 
of alternative directions while relating to the explored voice. 

As follow-up, we analyzed the degree of involvement of each participant within 
the discussion. First, we extracted the keywords from the conversation (see Table 2 in 
which the relevance score is a global measure of significance computed using the 
ReaderBench framework [22]). 

Table 2. Central conversation keywords. 

keyword (1) relevance keyword (2) relevance keyword (3) relevance 
blog 16.64 information 6.56 write 6.01 
add 7.78 read 6.43 give 5.26 
product 7.5 company 6.33 post 4.97 
tell 7.34 answer 6.07 take 4.54 

Second, in order to stimulate creativity on skipped concepts, we determined the 
keywords that were not used by a certain participant (see Table 3 for omitted words). 
We can observe a tight correlation with Figure 4 that depicts the cumulative 
participation evolution for each member: the evolution of the second participant is 
lower when compared to other participants as (s)he approached fewer topics. 
However, slower overall evolutions or lower global participation scores can also 
relate to participants' degree of sociability, not necessarily to their knowledge level. 

Table 3. Omitted keywords not used by each chat participant. 

Participant Keywords 
Participant 1 answer, write, give, communication 
Participant 2 add, information, read, give, post, talk, communication, blog, time 
Participant 3 product, tell, read, take, technology, blog 
Participant 4 add, read, question, communication, blog 

 
Fig. 4. Participants’ evolution determined using the ReaderBench framework. 
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Third, we filter the omitted keywords by specificity and relevance in order to avoid 
querying after general words (such as "add", "read" or "question") or words with a 
low impact on the overall discourse. The thresholds imposed after incremental 
experiments include: a) a minimum depth of 5 within the WordNet taxonomy and b) a 
minimum relevance of 6.5 (see Table 4 for suggested keywords in terms of creativity 
stimulation). 

Table 4. Suggested keywords for creativity. 

Participant Keyword Relevance  Depth 
Participant 1 answer 6.07 5 
Participant 2 post 5.00 7 
Participant 3 product 7.50 6 
Participant 4 - - - 

Fourth, a personalized search was performed for each participant after determining 
the number of times each student referred to one of the keywords suggested by the 
teacher (see Table 5). The values in bold reflect the maximum for each concept and 
we can observe that each participant was the advocate for a specific technology. The 
relevance scores for the "wiki" keyword could not be computed as the concept was 
not present in the considered semantic models from ReaderBench. 

Table 5. Incidence of imposed keywords. 

 forum wiki blog chat 
 TF Rel. TF Rel. TF Rel. TF Rel. 
Participant 1 8 1.77 4 - 36 2.80 5 1.23 
Participant 2 2 1.34 14 - 4 2.46 3 0.98 
Participant 3 17 1.73 8 - 8 2.36 12 0.70 
Participant 4 8 1.75 4 - 8 2.49 15 1.36 

Fifth, we provide personalized recommendations by selecting words that have the 
potential to be less known – i.e., either specific words omitted by the participant, or 
imposed keywords that were not addressed. Thus, our recommendations engine 
suggests articles from Wikipedia that have been less discussed by the participants 
during the discussion (see Figure 5). 

5 Conclusions 

Computer Supported Collaborative Learning helps students learn by socializing, 
sharing opinions, giving advices and supporting others to understand a problem or the 
corresponding solution. This paper represents a continuation of the study performed 
by Stamati, Dascalu and Trausan-Matu [11] and it includes new extended views, as 
well as a novel recommendations engine. Our approach is based on GMA and is 
centered on creativity stimulation, corroborated with a deeper understanding of the 
conversation. The paper also includes a comprehensive case study used to highlight 
the new workflows that have a wide applicability in terms of suggesting learning 
resources. 

48 D. Stamati et al.



 
Fig. 5. Suggested articles. 

Starting from the GMA implementation which was based on keywords extraction 
mechanisms provided by ReaderBench, this paper presents an evaluation of 
multiparticipant chat conversations, namely: which voices dominated the discussion, 
how voices inter-animated one with another, and how these voices generated 
subsequent echoes or became instances of ventriloquism. Based on the GMA results, 
we generated personalized recommendations for each participant using semantic 
similarity between articles retrieved from Wikipedia and the discussed topics. 

Nevertheless, we must present the limitations of our approach. First, the central 
words to be used in GMA need to be manually selected by the user. Second, words 
need to be properly represented within our semantic models (e.g., "wiki" which was 
disregarded). Third, we also rely on the list of keywords imposed by the teacher 
which were manually coded for this analysis. These words represent clear concepts to 
be covered; in their absence, we are obliged to rely only on the emerging keywords of 
the conversation and, in case of off-topics discussions, our system could provide 
external resources with reduced educational value. 
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Abstract. The main goal of this research is to design item generation algorithms 
which can be integrated into the Online Test System developed earlier by the 
authors. The algorithms will be capable of generating items belong to higher 
cognitive level based on Bloom Taxonomy from a knowledge map created by a 
teacher (or co-created by a group of teachers). With the help of such integrated 
system teachers can reduce the time and effort they spend to prepare tests for 
assessing students’ mastery and understanding level of what they taught in class. 
This paper discusses the proposed algorithms in details and explains the experiment 
design in the end.  

 
Keywords: Knowledge Map. Item Generation. Hierarchical Concept Map. 
Concept Schema. Test Items generation Algorithms. 

1. Introduction 

Data structure is one of the foundation courses which is widely taught in science and 
engineering in many higher institutions. Chris, is a teacher who teaches 
undergraduate computer science. He taught his class data structure interfaces and 
their implementations concepts and wished to use the data structure concept 
hierarchy he presented to prepare higher and lower cognitive multiple choice test 
items to assess his students’ cognitive abilities.  

So what did Chris do?  He spent days and a lot of efforts to prepare the test items 
and mark students’ answer sheets manually, then he wondered whether or not there 
is a way to generate the test items from the data structure concepts and to mark 
students’ answer sheets automatically. The answer is Yes, many researchers in 
literature have used different techniques: template-based [4], Natural Language 
Processing-based [6], and Knowledge map-based [7], to develop automatic item 
generation systems with the aim to reduce the time and effort that Chris and other 
teachers may need to spend on preparing test items. However, most of these systems 
can only generate items for lower cognitive levels.  
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The purpose of this research is to design item generation algorithms for existing 
Online Test System (OTS) research which allows teachers to create knowledge map 
for their own course and manage tests for their students. The research makes the OTS 
capable of generating items for both lower and higher cognitive level automatically 
based on the knowledge maps the teachers created. With the proposed algorithms’ 
help, teachers will be able to generate items as their item bank for creating different 
tests with few effort.  

The rest of this paper is organized as follows. Section 2 reviews the relevant 
literature for models applied in this research. Section 3 analyzes the conceptual 
model such as the Knowledge Map, Test item model. In addition, the general 
algorithm architecture will be presented in this section. In Section 4 the data to be 
used as inputs of the item generation algorithms and the algorithm design will be 
explained. Furthermore, the example demonstrating how major and minor 
algorithms working together to generate the items with outputs will be presented and 
explained. Section 5 explains the evaluation plan this research intend to verify the 
usability of the Online Test System and the effectiveness of the item generation 
algorithms in terms of whether or not the cognitive level each generated item belongs 
to is expected. Finally, Section 6 summarizes the research and discusses future works 
that can done later.  

2. Relevant Research 

Template-based [1, 11] and Knowledge Map approach [2, 7] are some of the 
techniques reported in literature to generate multiple choice items. While most of 
these approaches can generate items for lower cognitive levels and aims to assist 
teachers to reduce the time and effort they use to prepare test items, they cannot 
generate higher cognitive items. However, Template-based approach is cost effective 
in the sense that it can be uses to generate large amount test items by manipulating 
stimulus, stem, and options placeholder only. Moreover, common errors in 
developing multiple choice  item such as omissions and additions of words, phrases, 
spelling, punctuations, capitalization, item structure, typeface, formatting can be 
avoided [5]  because only the stimulus, stem, and options of the questions are being 
changed during question generation [10]. 

On the other hand Knowledge map approach has the ability to store additional 
information about the concept under consideration in its concept schema [2, 3] hence 
it can assist in the generation of higher cognitive items. This research investigate how 
to generate items for both higher and lower cognitive level from a knowledge map 
of Data Structure in the computer science domain. 

52 E. Aggrey et al.



In order to define the specification for the item generation algorithms the research 
team performed the following iterative system analysis tasks. 

3.1 Selecting Taxonomy to classify the items to be generated  

The items to be generated has to be classified as higher or lower cognitive levels 
hence Blooms Taxonomy [8] was selected. It provides a useful guidelines to classify 
knowledge as well as cognitive processes to demonstrate learning. Many researchers 
in literature have leveraged it successfully to evaluate cognitive abilities of students 
and also prepare learning objectives [2]. 

Blooms Taxonomy uses verbs “Remember”, “Understand” to signify lower 
cognitive process and “Apply”, “Analyze”, “Evaluate” as higher cognitive activities. 
Whiles lower cognitive process expects students to recall facts about concepts and 
classify concepts based on their characteristics and behavior, higher cognitive 
activities expect students to know how a concept under consideration works in real 
world situation. In context of Data Structure in computer science domain, for 
example given application of specific data structure the student will be able to select 
the suitable data structure for that particular task. Another example will be given a 
software components which utilizes the same data structure with their respective time 
complexity or order of growth of the implemented algorithms students will be able 
to select the best software component if running time is required specification or the 
memory usage is concern.  

3.2 Selecting Knowledge Structure and defining conceptual model 

For teachers to create and manage the knowledge structure – a conceptual model 
which defines the concepts and their properties, relationships, and constraints has to 
be develop. The research selected knowledge map for this task. Knowledge Map is 
a graphical representation of knowledge. Conceptually, it consist of two parts namely 
concept hierarchy and concept schema. Whiles the concept hierarchy presents the 
relations between concepts of interests, the concept schema store related information 
associated with the concepts [7]. Fig. 1 shows an example of concept hierarchy for 
the interface and its implementation in Data Structure course. 
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Stack

Linear

Data Structure

None Linear

 
Fig. 1. A concept hierarchy example 

 
The concepts are organized in a tree like structure. The root node is “Data 

Structure” and Linear and none linear are type of data structure. Stack, Queue, 
Deque, Linked-List are type of linear data structure and Tree, Graph, Dictionary, 
and Heap are type of None Linear data structure.  

Formally, Knowledge Map is defined as KM = (H, S) where H is concept 
hierarchy and S is its concept schema. Concept hierarchy is a 3- tuple defined as H 
= (D, R, K) where D = {d1, d2…, dn} is a set of domain concepts, R = {r1, r2…, 
rn} is a set of relation between concepts and their parent. e.g. {“Type of”, “Part of”}, 
and K = {k1, k2…, kn} is a set of constraints that should hold to create the concept 
or relations to be established. 

Constraints for concept hierarchy are: IF H is a concept hierarchy THEN (1) H 
should have special node n, called Root with no parent node. (2) Each node referred 
in this research as Concept Node (N) such that N  n has a unique parent node. And, 
(3) each concept node may have concept schema. It can inherit concept schema from 
parent node. 

Concept schema stores additional information (i.e. relation name, concept 
name, concept action, attribute name, and attribute value). An example partial 
concept schemas for linear data structure is shown in table 4.  

3.3 Defining conceptual model for Item 

In this research an item consist of (1) stimulus which can be text or code segment 
that gives context to the question to being asked, (2) stem which is a question based 
on the stimulus, (3) answer options which consist of distractors, i.e. incorrect 
answers, (4) correct answer also known as the key, and, (5) cognitive type. There are 
four constraints for creating an item: (1) each item must have a stimulus; (2) each 
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item must have a stem; (3) each item must have at least two answer options and up 
to four; and, (4) each item must have one correct answer. 

For example a typical test item and it components (stimulus, stem, answer options 
are shown table 1. 

 
Table 1. Typical Apply Cognitive type items  

Cognitive 
Type 

Stimulus  Stem  Answer Options  

Apply A programmer was 
asked to implement 
Stack data structure to 
be used for software 
component that simulate 
Last In First Out 
mechanism (LIFO). 

Select the 
suitable 
functions the 
programmer has 
to implement 

A. Push ,pop, peek 
B. peek ,enqueue, dequeue 
C. addFirst ,addLast, 
removeFirst 
D. add ,remove, contains 

Apply A student designed and 
implemented data 
structure for software 
module. Upon uniting 
testing it was found that 
the data structure exhibit 
Last In First Out 
mechanism (LIFO).  

Choose the 
possible data 
structure the 
student 
implemented.  

A. Queue 
B. Stack 
C. Deque 
D. Linked-List 

3.4 Designing Item Algorithm Workflow  

Figure 5 shows the workflow of item generation algorithm. The workflow has seven 
steps described as following in details: 
1. A teacher can select cognitive type and a concept node. In this case the teacher 

wants the system to generate items for cognitive type Apply hence he or she 
choose cognitive type ctA from the list and concept node ct from the concept 
hierarchy. The selections then are sent as inputs of the “Algorithm Selection” 
function as Step 1 shows.    

 
2. When “Algorithm Selection” function receives the chosen concept node and 

cognitive type, it select appropriate proper major algorithm accordingly. Since 
ctA is received, the “Apply Item Generation” Algorithm is activated (as Step 2 
shows) and the ct   and ctA  are passed into it as inputs. 

 
3. The “Apply Item Generation” Algorithm uses ctA to retrieve item rules of 

cognitive type Apply (RA) as Step 3 shows. 
4. After the algorithm gets RA, it enters into a loop enumerating through the rules 

and perform the following tasks sequentially: 
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Algorithm Selection

1

4e

3

4

4a

4b

4f

4d

4g

4c

TeacherCognitive Type Concept Hierarchy 

ctA ct

2

loop

5

6

7 ( ctA , ct)

( ctA , ct)

( ctA) : RA

 RA

 RA

( rx) : RAx
S

( rx) : RAx
M

( rx) : RAx
O

( ct , rx , RAx
S  ) : sA

x

( ct , rx , RAx
M ) : sA

x

( ct,  rx ,, RAx
O  ) : AOA

x

Gj
A

Fig. 5. Apply item algorithm workflow 
 

(4a) Request for stimulus rule attributes (RAx
S) passing the current rule (rx) as 

parameter    

 

(4b) Request stem rule attributes (RAx
M) passing the current rule (rx) as parameter 

 

(4c) Request answer options rule attributes (RAx
O) passing the current rule (rx) as 

parameter 
 
(4d) Ask “Stimulus Creation” supporting algorithm to create the item stimulus (sA

x) 
by passing cognitive type ct,, a rule rx , and the retrieved stimulus rule attributes set 
RAx

S.  

 
(4e) Execute “Stem Creation Algorithm” to create the item stem (mA

x) passing ct, 

current rule (rx) and  RAx
M.  

 
(4f) Call “Answer Options Preparation Algorithm” to prepare answer options and 
their key (AOA

x) passing ct  , current rule (rx), RAx
O

.  

 

 (4g) Create an item G with the outputs of Steps 4d to 4f, {sA
x, mA

x, AOA
x} and add 

to the item generated set I as shown in Step 5.  
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5. In the end the “Apply Item Generation” algorithm passes back the generated 
item set G to the caller (as Step 6 shows) and finally to the teacher as Step 7 
shows. 

4. Algorithm Design 

This sections discusses the major and minor algorithms that work together to 
generate the items. When “Algorithm Selection”  function as shown fig.2 it is called, 
first item generated set Gj  and temporary item set  Qj  are initialized to empty; then 
it chooses proper major algorithm base on the cognitive type the teacher selected (at 
Line #2 to #9 show) . .For instance if the algorithm receives apply cognitive type ctA 
then it will invoke “Apply Item Generation” algorithm (as in Line # 4) passing ct, ct 

as parameters. 
 

ALGORITHM 1: Algorithm Selection  

Input:  set of cognitive type. CTj= {ctj1 ,  ctj1 , …,  ctjn } and  ct   CTj 

           ct , concept node  
Output: set of item generated  Gj ={gj1, gj2 , … , gjn }     
Local :  Qj ={qj1 ,  qj2, … qjn} , temporary set of item generated 

1:   Gj � {  } ,  Qj � {  } 

2 :   case cognitive type (ct)  of 
3 : Apply: 

4 :        Qj  �Apply item Generation (ct, ct)    

5 : Analyze: 

6 :      Qj  � Analyze Item Generation (ct, ct) 

7 :  Evaluate: 

8:     Qj   � Evaluate Item Generation(ct, ct) 

9:   end  Case 

10:  Gj � Gj   Qj    
Fig. 2. Algorithm Selection Function 

 
The “Apply Item Generation” shown in Fig.2 generates Apply cognitive items. When 
the algorithm is called the items generated variable Gj

A
 is first initialized to empty set 

(at Line # 1); then it retrieves Apply items rules RA passing ctA as parameter (at Line # 
2). From (line # 3- #11)  RA is enumerated selecting rule attributes for item stimulus RAx

S , 
stem RAx

M   and answer options RAx
O   respectively passing the current rule rx . 
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ALGORITHM 2 : Apply Item Generation 
 

Input  :  ct ,  a concept node selected ; ctA, an apply cognitive type  
 
Output : Gj

A  is subset of Gj, set of apply item generated 
               
1  :   Gj

A
     {  } 

2  :   RA   Retrieve Apply Item Rules by ctA 

3  :    for each  item  rule rx in RA    
4  :           RAx

S   Select Rule Attributes for item  stimulus ( rx)  
5  :           RAx

M  Select Rule Attributes for item stem (rx) 
6  :           RAx

O  Select Rule Attributes for item Answer Options (rx) 

7  :           sA
x  Stimulus Creation (ct , rx , RAx

S) 

8  :           mA
x   Stem Creation ( ct  , rx , RAx

M) 
9  :           AOx  Answer Options Preparation (rx, ct ,RAx

O) 

10:           Gj
A  Gj

A   {sA
x , mA

x  , AOx } 
11:  end for 

Fig. 3. Apply item generation algorithm 
 
In Line # 7 “Stimulus Creation” algorithm is called passing concept node ct selected, 
rule (rx), and RAx

S   which then returns formatted item stimulus (sA
x); Then “Stem 

Creation” algorithm is called with rule (rx), which then returns formatted stem (mA
x) 

(at Line # 8). At Line # 9, “Answer Options Preparation” algorithm is asked to 
prepare the answer options accepting rx, ct , RAx

O  as parameters and returns set of 
answer options AOx . The stimulus, stem, and answer options created from Line # 7, 
# 8, # 9 respectively is used to create item {sA

x , mA
x  , AOx }and added to item 

generated set Gj
A. After all the iteration of the rules is completed i.e. from Line # 3 

to # 11 the items as shown in table .1 will be generated. 
 

ALGORITHM 5:  Stimulus Creation 
 
Input  :  ct , concept node selected  
              Item rule =  rx  .  
               RAx

S ,  set of apply  item rule attributes for stimulus 
 

Output :  sA
x , item stimulus created 

Local :  SVj=  { svj1 ,  svj2 , … , svjn} 
 
1:  SVj   {  } 
2: for each rule attribute  rxa in RAx

S 
3:       case  rax

source  of  
4:         supporting:  
5:          SPj   Retrieve random supporting attribute value pair  passing   rax

name   
6:          SVj     SVj    SPj  
7:         concept schema: 
8:        CVj   Retrieve attribute value pair from concept schema passing ct  ct , ra,rxa 
9:        SVj    SVj      CVj  
10:      concept node name: 
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11:          cn   Retrieve concept node name passing ct 
12:          SVj    SV   { rax

name , cn  } 
13:        end case 
14:     end for 
15:     TSA  Read stimulus template from item rule  rx 
16:     sA

x   Format stimulus template passing TSA  and  SVj 
Fig. 4. Stimulus Creation algorithm 

 
 
When the algorithm in Fig 4 “Stimulus Creation” is called with concept node 
selected ct, element of stimulus rule rx  , item rule attribute RAx. First, the 
algorithm initialize stimulus attribute value pair variable SVj  to empty set (at Line 
#1): then loop through RAx

S  (from Line #2 - # 14) choosing the attribute source 
value rax

source of rule attribute object (.i.e. rxa ). For supporting (Line #4) it retrieves 
random supporting attribute value pair for the stimulus (SPj ) (at Line #5) and added to SVj 
If the case is concept schema (Line #7)  it retrieves attribute value pair CVj  (Line #8) and 
add it to SVj  (Line #9) from concept schema passing ct  if  the case is concept node  name (at 
Line # 10)  the algorithm  retrieves concept name with ct then create { rax

name  cn  }and add it 
to SVj  . Lastly, (at line #15). it reads the apply item stimulus template TSA  from the item 
rule rx and format the stimulus template with SVj (at Line # 16) 
 

5. Evaluation Plan 

The research team intends to invite secondary and undergraduate school to have 
hands on experience with Online Test System. The teachers will be given small task 
to (co-)create or their own knowledge maps or import from other teachers’ creations. 
Then they need to associate the knowledge maps to one of their courses followed by 
generating items for different cognitive levels and creating test for their courses.  

After teachers have used the system they will be given a questionnaire which has 
three parts. Part one is general information which collects their demographical 
information like gender, subject teaching and academic role. The second part has 43 
5-point Likert scale questions [9] for gathering their perceptions toward the usability 
of the systems and the item generation feature. The third part consists of 40 items 
generated by the algorithms for higher and lower cognitive levels and the research 
team asks teachers to tell researchers which cognitive level each item may belong to. 
With the data collected, the research team can verify the usability of the system and 
the item generation feature; moreover, the accuracy and effectiveness of the item 
generation algorithms can be assessed.   
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6. Conclusion 

Automatic item generation algorithms have been designed and developed for 
existing Online Test System research. The algorithms enhance the system with item 
generation feature and make it capable of generating items for both higher and lower 
cognitive levels. The details of the major and minor algorithms have been presented 
and explained. The research team would like to collaborate with teachers and schools 
to test the usability of the system as well as obtaining users perceptions and  identify 
the cognitive level the items generated by the system belongs to. 
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Abstract. The growth of the maker movement has created a demand to include 
tools for digital fabrication in the school curriculum to foster STEAM education. 
Yet, the tools used by the maker movement remain sparse and do not exist 
integrated in the same environment for educational purposes. In this paper, we 
introduce a smart learning environment that collects the tools of design, 3D-
printing, programming, sharing and data analytics into the single frame where K-
12 level students and their educators can make maker movement artefacts while 
enhancing their STEAM skills. Our developed smart learning environment 
gathers data from the users’ digital trails and analyzes these data with several 
white-box data mining algorithms in order to support  the educators’ 
interventions in the making activities carried out in the classroom. 

 
Keywords: Maker movement, Learning analytics, Educational data mining 

1. Introduction 

The maker movement emerged to empower people to appropriate technology 
creation [17]. It includes hobbyists, tinkerers, engineers and hackers who creatively 
design and built digital-age projects as a hobby and/or for profitable ends [17]. The 
roots of the maker movement lie outside of the formal school curriculum, however, 
lately there has been a growing interest to fuse maker movement activities with the 
K-12 education realm, in order to enhance the opportunities of STEAM education 
[1]. Among the making activities, designing, 3D printing, programming and 
eventually sharing the models of the created electronic artefacts can be highlighted 
[18].  
   eCraft2Learn is an ongoing H2020 two-year project that includes partners from 
several universities and digital fabrication companies [2]. The aim of eCraft2Learn 
is to enable K-12 level students and educators to be a part of digital-era maker 
movement through a craft- and project-based pedagogy, while learning different 
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skills such as design, programming and 3D-printing. One of the ultimate outputs of 
eCraft2Learn is to develop a smart learning environment eCraft2Learn UUI 
(Unified User Interface) that would facilitate the access to several maker movement 
tools such as programming, 3D-modelling and printing, and designing and sharing 
tools through one single interface. A related output involves the development of an 
educational data mining application that analyzes  users’ digital trail data collected 
through eCraft2Learn UUI, to support the educator's understanding of the 
eCraft2Learn UUI context and to enable their smooth intervention in the learning 
process when needed. 
   This paper will provide an outline of the innovative smart learning environment 
platform eCraft2Learn UUI and its counterpart eCraft2Learn Educational Data 
Mining System (EDMS) that together combine the data analytics and the tools of 
the maker movement. 

2. Background 

The maker movement in K-12 education brings together multiple digital and 
physical tools and thrives on the “do-it-yourself” philosophy [17]. The most used 
tools include 3D-printers, Raspberry Pi computers, Arduinos and multiple actuators 
and sensors that can extend the functionality of the microcontrollers to the physical 
world [3]. Digital platforms for making also exists (e.g., Littlebits and GoJava). 
Yet, the maker movement platforms are still not usually counted as smart learning 
environments [4]. 
   Smart learning environments include, for instance, adaptive learning systems and 
intelligent tutoring systems. But, the digital tools of the maker movement usually 
act as independent pieces of software and the students are required to use multiple 
instances of these different systems. Furthermore, smart learning environments 
usually collect data from the students who are using the system. This represents yet 
another challenge to the maker movement platforms and their relationship to the 
smart learning environments. 
   Therefore, the purpose of eCraft2Learn is to unify tools of brainstorming, design, 
3d-printing, programming and sharing, key activities when making, into a single 
application interface, while the application itself collects data from the students’ 
digital trails. The educators are then able to analyze the collected data using several 
data mining methods. Our approach aims at unifying maker movement tools with 
educational data mining tools to develop an innovative and smart learning 
environment for the maker movement and K-12 education. 
   Moreover, data mining processes usually operate in black-box models, where the 
data mining process is hidden from the users making the mining process and its 
results hard to interpret [5]. Following the do-it-yourself philosophy, we aim at 
implementing the educational data mining system for eCraft2Learn through white-
box data mining models, where the mining process is visible and accessible to the 
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user (i.e., the educators). The user is also able to modify and influence the data 
mining models that the system generates. This white-box approach to data mining 
applied to smart learning environments is innovative and transparent so that  the 
data mining model itself explains the data mining results [6]. 

3. eCraft2Learn Unified User Interface 

eCraft2Learn Unified User Interface (eCraft2Learn UUI) is a metro-based user 
interface [7], which collects the tools of the eCraft2Learn into one single frame. 
The prototype eCraft2Learn UUI is shown in Figure 1. 
 

 
Fig 1. eCraft2Learn Unified User Interface 

The tools of eCraft2Learn UUI can be divided into five categories: Imagine, Plan, 
Create, Program and Share. These five categories are the primary elements of the 
pedagogical approach behind eCraft2Learn and the students will concentrate on 
them while working towards the digital artefacts. Imagine category introduces the 
tools for brainstorming, ideating and initial designing of the upcoming artefact. 
Plan category takes the process to the concrete design after which the students are 
able Create models of the artefacts through the modelling software (Tinkercard [8], 
for instance). Program takes place in Snap4Arduino programming environment [9]. 
With Sharing, the users are able to share the developed making models and their 
designs to each other. In this way the eCraft2Learn UUI hosts tools for making in a 
single application.  3D printing in eCraft2Learn UUI works together with 
Ultimaker [10] 3D printers and the programmable microprocessors in eCraft2Learn 
UUI are Arduino microcontrollers [11].      
 eCraft2Learn UUI collects data from the student users by sending HTTP requests 
to eCraft2Learn Api whenever a user is interacting with eCraft2Learn UUI. Also, 
the tools hosted in the eCraft2Learn UUI collect data from the users, which is later 
analyzed in EDMS by the educators. For instance, in the case of Snap4Arduino the 
eCraft2Learn UUI tracks the user’s code structure and the current state of the 
programming editor.  
   The entire eCraft2Learn UUI platform runs on Raspberry Pi 3s and is web-based. 
The only requirement of running eCraft2Learn UUI is to have Google Chrome 
browser installed. The tools that require, for instance, serial port communication 
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(Snap4Arduino) use Chrome extensions in order to access the computer’s 
hardware. 

4. eCraft2Learn Educational Data Mining System 

Previous research (Jormanainen and Sutinen, 2014) [12] indicates that by opening 
the educational data mining process, the educators can deepen their understanding 
about the students’ learning in the educational settings to enable interventions. Our 
aim when developing the educational data mining system for eCraft2Learn 
environment is to use a similar white-box approach to data mining and machine 
learning algorithms application. This enables the educators using EDMS to gain a 
deeper insight of the learning process of the students who are using the 
eCraft2Learn UUI in their maker projects. 
    EDMS uses various algorithms for evaluating student performace. The 
classifitation and the cluster analysis algorithms use white-box approach where the 
user can modify the algorithm models and get involved of the data mining process. 
The included data mining approaches of EDMS are ID3 decision tree classifier, 
Neural N-Tree neural network, multivariate normal distribution based outlier 
detector [15] and apriori [14] for association rule learning. Neural N-Tree is a 
cluster analysis algorithm that was developed for white-box cluster analysis 
processes. 
   ID3 is the most used type of decision tree algorithms [13]. ID3 decision tree is 
constructed by using a recursive top-down approach. In eCraft2Learn-EDMS, ID3 
is trained with labels ‘Well performed’ and ‘Not well performed’ together with an 
initial training data set. The user of EDMS selects the data items from the dataset 
which are performing well and which are not. After the construction of ID3, the 
decision tree is rendered to the user and the final data is being classified in either 
well performing or not well performing datums.  
The novelty of EDMS is that the user can change the rules of the constructed ID3 
decision tree. If the user clicks the nodes of the rendered ID3, the user is able to 
change the pivot value, the operator or even the attribute that is being used by the 
node to divide the input vectors to the branches. Similar approach was used by 
Jormanainen and Sutinen, reporting that the teaching process benefits if the 
instructor is involved in the data mining process [12]. 
   For the cluster analysis of EDMS, we developed a novel cluster analysis 
algorithm called Neural N-Tree. The aim of the new algorithm was to provide a 
white-box approach to the cluster analysis. The other requirement was that the 
algorithm would preserve the relationships found in the input vector space: some of 
the clusters are more similar to each others than other clusters. 
   Being a balanced binary tree, first Neural N-Tree is constructed recursively like 
any balanced binary tree. Each node is initialized with a random point vector with 
the lengths of the input space vectors. Afterwards the training set vectors are 
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compared to the each terminal node of Neural N-Tree and the least matching unit 
(LMU) is chosen. The least matching unit is the terminal node with the least similar 
point vector compared to the current training set vector. The training set vector is 
then traversed from the LMU to the root by updating the point vectors of the sub-
tree nodes with the formula 

P(s + 1) = P(s) + f(ω) * α * (D(t) – P(s))  
Where ω  is the level function f: (1 / ((current level of the node in the sub-tree + 1) / 
(height of sub-tree + 1))), α is the learning rate of Neural N-Tree, P(s) is the current 
point vector of the node and D(t) is the current training set vector. The sub-trees are 
the level order arrays calculated from the current node of the traversal to the 
terminal nodes. After the first phase of the training, Neural N-Tree is trained from 
the root node to the terminal nodes by comparing the training set vector to the more 
similar child of the current node and by adjusting each sub-tree of the child node 
with the same formula as during the first training process. The comparison of the 
vectors is done through cosine similarity as it tends to reduce noise and performs 
well with high dimensional and sparse data [16]. That is, Neural N-Tree is actually 
a binary tree in the inner product space. 
   Neural N-Tree can then be used to cluster the dataset vectors by traversing the 
vectors from the root node to the terminal nodes (each terminal node is a cluster) by 
comparing the input vector to the points of the children of the current node. The 
training phase of Neural N-Tree (updating the sub-trees) enables the most similar 
clusters to be located under the same parent and the second most similar clusters to 
be located under the same parent of parent and so on. The white-box visualization 
of Neural N-Tree can then be rendered as it was an ordinary binary tree translated 
to the Euclidean space. Also, in EDMS user is able to change the point values of 
Neural N-Tree by clicking the nodes of the visualization and thus have an influence 
in the clustering process. 
 

5. Conclusions and Future Work 

 
eCraft2Learn UUI and EDMS form a novel smart learning environment that can be 
used to plan, design and create new maker movement artefacts as a part of K-12 
STEAM education. EDMS uses a novel approach to analyze the data items by 
involving the educators in the process and letting the use to modify the data mining 
models in real time. 
   EDMS must be tested with the educators. Currently, EDMS contains many quite 
technical terms related to the data mining and machine learning. In the future, 
alternative terms must be considered to enable educators with no prior experience 
from data mining and machine learning to use EDMS.       
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   EDMS development follows the findings of the previous research [12] where it 
was discovered that the white-box models in the context of educational data mining 
foster deeper understanding of the educational settings and learning process of the 
students for the educators. 

References 

[1] Martin, Lee. "The promise of the Maker Movement for education." Journal of Pre-College 
Engineering Education Research (J-PEER) 5.1 (2015): 4. 
[2] eCraft2Learn web site. https://project.ecraft2learn.eu. Accessed 01-04-2018 
[3] Schön, Sandra, Martin Ebner, and Swapna Kumar. "The Maker Movement. Implications of 
new digital gadgets, fabrication tools and spaces for creative learning and teaching." eLearning 
Papers 39 (2014): 14-25. 
[4] Blikstein, Paulo, and Dennis Krannich. "The makers' movement and FabLabs in education: 
experiences, technologies, and research." Proceedings of the 12th international conference on 
interaction design and children. ACM, 2013. 
[5] Cortez, Paulo, and Mark J. Embrechts. "Using sensitivity analysis and visualization 
techniques to open black box data mining models." Information Sciences 225 (2013): 1-17. 
[6] Marquez-Vera, Carlos, Cristobal Romero, and Sebastián Ventura. "Predicting school failure 
using data mining." Educational Data Mining 2011. 2010. 
[7] Kamimori, Shohei, Shinpei Ogata, and Kenji Kaijiri. "Automatic method of generating a 
Web prototype employing live interactive widget to validate functional usability 
requirements." Applied Computing and Information Technology/2nd International Conference 
on Computational Science and Intelligence (ACIT-CSI), 2015 3rd International Conference on. 
IEEE, 2015. 
[8] Kelly, James Floyd. 3D Modeling and Printing with Tinkercad: Create and Print Your Own 
3D Models. Que Publishing, 2014. 
[9] Pina, Alfredo, and Iñaki Ciriza. "Primary Level Young Makers Programming & Making 
Electronics with Snap4Arduino." International Conference EduRobotics 2016. Springer, Cham, 
2016. 
[10] Ultimaker web-site. https://ultimaker.com. Accessed 09-19-2017. 
[11] Arduino web-site. https://www.arduino.cc. Accessed 09-19-2017. 
[12] Jormanainen, Ilkka, and Erkki Sutinen. "Role blending in a learning environment supports 
facilitation in a robotics class." Journal of Educational Technology & Society 17.1 (2014). 
[13] Jin, Chen, Luo De-Lin, and Mu Fen-Xiang. "An improved ID3 decision tree algorithm." 
Computer Science & Education, 2009. ICCSE'09. 4th International Conference on. IEEE, 2009. 
[14] Orlando, Salvatore, Paolo Palmerini, and Raffaele Perego. "Enhancing the apriori algorithm 
for frequent set counting." DaWaK. Vol. 1. 2001. 
[15] Chandola, Varun, Arindam Banerjee, and Vipin Kumar. "Anomaly detection: A survey." 
ACM computing surveys (CSUR) 41.3 (2009): 15. 
[16] Ertöz, Levent, Michael Steinbach, and Vipin Kumar. "Finding clusters of different sizes, 
shapes, and densities in noisy, high dimensional data." Proceedings of the 2003 SIAM 
International Conference on Data Mining. Society for Industrial and Applied Mathematics, 2003. 
[17] Tanenbaum, Joshua G., Amanda M. Williams, Audrey Desjardins, and Karen Tanenbaum. 
"Democratizing technology: pleasure, utility and expressiveness in DIY and maker practice." In 
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, pp. 2603-
2612. ACM, 2013. 
[18] Martin, Lee. "The promise of the Maker Movement for education." Journal of Pre-College 
Engineering Education Research (J-PEER)5.1 (2015): 4  
 

66 T. Toivonen et al.



Smart Interactions for the Quantified Self 

Erik Isaksson1,*, Björn Hedin1
 

 
1 KTH Royal Institute of Technology, EECS school, Stockholm, Sweden 

{erikis,bjornh}@kth.se 
 

Abstract. The Quantified Self is a movement for collecting personal data with 
the goal of providing possibilities for new insights through reflecting on own 
relevant data, with applications in areas such as physical exercise, food, and 
health. When collecting personal data, difficulties may arise, such as information 
from different sources which cannot easily be combined, closed access to 
information sources, inflexible tooling for producing desired quantifications, 
varying precision of data used for producing quantifications, and a lack of control 
over data sharing for supporting relevant comparisons with others. In this paper, 
we introduce the concept of smart interactions, backed by linked data, as a means 
of introducing the QS through smart and personal learning environments, both for 
reducing the associated difficulties and further empowering the QS. 

 
Keywords: Smart Learning Environments · Personal Learning Environments · 
Smart Interactions · Quantified Self · Linked Data 

1 Introduction 

The Quantified Self is a movement for people to log various personal activities and 
reflect upon these logs [1,2]. The tracked data varies greatly and involves 
everything from logging heart activities 250 times per second using advanced 
sensors to recording your morning mood with a suitable emoji every morning. 

Both smart learning environments (SLEs) and personal learning environments 
(PLEs) involve the use of information brought in from multiple sources, whether 
they are sensors in the physical environment [3] or online services [4]. This implies 
a significant overlap with the concerns of the Quantified Self (QS), being “any 
individual engaged in the self-tracking of any kind of biological, physical, 
behavioral, or environmental information” [1]. 

However, in introducing the QS difficulties arise, involving, e.g., sometimes 
non-automatic data collection [1] and declining interest in visualizations over time 
[5]. The aim of this paper is to show how the QS could be brought into smart and 
personal learning environments, through a concept of smart interactions backed by 
linked data, and also how such interactions and learning environments could 
potentially reduce some of the difficulties of the QS. 
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The paper will first cover the relevant background, followed by a description of 
what smart interactions entail in the context of a PLE and how they may 
technically be realized through linked data. Finally, we exemplify through the 
chosen QS cases of food and energy, followed by our conclusion. 

2 Background 

It has been suggested that QS tools are suitable for reflective learning [2]. The 
reflection is often strictly personal involving only your own data, but in some cases 
includes comparisons with the quantifications of others. For example, most 
wearables for recording steps or sleep include comparisons with norm users. This is 
meant to lead to reflection on personal behavior and behavioral change, with 
benefits such as improved well-being and increased environmental sustainability. 

The introduction of the QS into one’s life can present major challenges. There 
might be multiple sources of data, either sources which are mostly automatic such 
as step counters or fully manual such as food logging. The data might need to be 
complemented with other data to be meaningful, e.g., data about the amount of 
energy used for heating a house is meaningful if you also have data about outdoor 
temperature, house area, and household size. Furthermore, interpreting data such as 
that for sleep can be difficult and experts could offer valuable assistance. 

The Web is in part evolving into the Semantic Web, where not only documents 
but also data is interlinked, which is referred to as linked data [6]. URLs as locators 
for documents are generalized as URIs being identifiers for any kind of resource, 
which include things including “real-world objects and abstract concepts” [6]. 

In the same way that a URL affords access to a specific Web page and 
hyperlinks afford navigation between them, in linked data a URI affords access to 
information that includes links to related things for which information can also be 
retrieved. Linked data thereby offers a means for making data available on the Web 
in a standardized and interoperable manner. This makes it a suitable choice for 
open data, which includes data that governments or organizations have opened up 
with the purpose of enabling others to create innovative applications using the data. 

Experience API (xAPI, previously referred to as the Tin Cap API) “is a 
specification for learning technology that allows recording a wide range of 
experiences that a user can have in different technologies or tools” [7]. Similarly to 
the approach taken in this paper, xAPI employs triples consisting of subject, 
predicate, and object. Generally, the subject is the learner, the predicate is the 
learner’s action, and the object is the target of that action. 

However, xAPI is designed primarily for the logging of learning experiences, 
e.g., with an aim of learning analytics [8]. Smart interactions in this paper are 
intended primarily for making more powerful interactions possible, while at the 
same time effectively offering the logging of learning experiences similarly to that 
of xAPI. This argument similarly also applies to the Activity Streams model [9]. 
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3 Smart Interactions 

Smart interaction in this paper partly refers to the instrumentation aspect of PLEs, 
which is that personally preferred services can be brought into PLEs through 
instrumentation [10]. Here, instruments are apps or widgets that, when placed in the 
Web-based environment, offer access to specific, external services. Widgets, 
sometimes referred to as gadgets [11], are apps that can be placed side-by-side in 
the environment, which thereby contains an adaptable set of instruments. 

Smart interactions go beyond such instrumentation in three ways. First, the 
instrumentation is not necessarily that of an external service, which collects and 
manages the resulting data. Instead, what is being instrumented is the environment 
itself, and therefore the data resides there. 

Second, from a developer’s perspective, an instrument’s utility lies not so much 
in the compliance with various application programming interfaces (APIs), but in 
offering affordances and models for the particular user interactions that take place 
in the environment on a semantic level, regardless of the form of the API. 

Third, an instrument is not meant to be standalone and work in isolation, but to 
provide affordances for specific interactions, complementing other instruments. 
Thereby the combined functionality becomes “greater than the sum of its parts”. 

In the case of the QS, smart interactions, such as the logging of food intake and 
energy use, could be implemented as an interconnected set of widgets. The 
procedure of introducing QS into a PLE could thereby be as follows: (1) Find 
widgets for logging food intake and energy use and add them to the PLE. (2) 
Maintain a log of one’s meals and activities involving energy use. (3) Find and add 
widgets for producing quantifications based on food intake and energy use and for 
sense-making and reflection. (4) Reflect on one’s food intake and energy use. 

As regards what is smart from the learner’s perspective, there can be significant 
flexibility in how the respective widgets support effectively equivalent interactions. 
E.g., logging may be fully manual or fully automatic, with the possibility of the 
learner complementing or correcting what is logged. Moreover, the affordances of 
widgets can differ significantly depending on the needs and preferences of learners. 

4 Realization 

Smart interactions are carried out through a user interface, which is that of one of 
several widgets or apps. This may also involve interactions with the real world [12], 
e.g., through an app that also interfaces with the Internet of Things. 

From a developer’s point of view, an interaction such as logging that “I ate (a 
meal)” can be performed as shown in Fig. 1. It illustrates an HTTP POST request 
with content using the JSON-LD syntax [13] and a corresponding HTTP response. 
The request consists of a very minimal amount of information, which is intentional 
because it then also requires a minimal amount of effort on behalf of the learner as 
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well as the developer. Further information can instead be added in subsequent 
interactions, possibly using other widgets or apps that may not necessarily be 
developed by the same person or organization. 
 

 
Fig. 1. The interaction of logging that “I ate (a meal)” 

The interaction in Fig. 1 is “POSTed” and thereby instantiated within 
my.learningspace. In accordance with linked data principles, the interaction is 
assigned a URI. Going beyond the basic principles, the request itself represents a 
triple, with the subject my.learningspace, the predicate food:consume, and 
the object a thing of the type food:Meal. Upon carrying out the request, the server 
indicates in its response which URI that it has assigned to the interaction. The triple 
will be offered in later retrievals of the information about my.learningspace. 

If more information is to be added about an interaction, e.g., specifying the 
recipe of the meal, this could be achieved through a new interaction that links the 
prior one to other things, about which further information can be retrieved, e.g., in 
our case, a recipe along with details about the actual preparation of the meal. 

5 Discussion 

Quantifying the intake of food is one major area for the QS movement. There are 
several tools for recording the intake of food [14,15]. Such tools are typically used 
for health purposes, such as weight loss. It would be beneficial to be able to also 
use the same data for other purposes, such as, e.g., calculating the total carbon 
footprint of one’s meals. However, it can be a challenge to access the data: even if 
an API is available, access through this API might not be granted on a general 
basis. Even when one does have access to the data, there is the question of being 
able to use it with a tool that matches the desired purpose, such as carbon footprint 
estimation. Challenges concerning data precision also need to be considered, 
especially when multiple information sources are combined. Logging one’s every 
individual meal will be relatively precise, but for a family having a log based on 
supermarket receipts, there is a difficulty in associating amounts with individual 

Request: 
POST /me/food:consume HTTP/1.1 
Host: my.learningspace 
Content-Type: application/ld+json 
[…] 
{ "@context": { "food": "http://purl.org/tellme/food/" }, 
  "@type": "food:Meal" } 
Response: 
HTTP/1.1 201 Created 
Location: https://my.learningspace/me/j4w 
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family members. Moreover, a “tomato” can also result in different carbon 
footprints depending on factors such as how far it has been transported. More 
precise product groups or even product instances may be required for reasonably 
accurate quantifications. 

Through the process of linking, both to external information sources such as 
estimated carbon footprints [16] and within one’s own information space such as 
between purchases and meals, it should be possible to increase accuracy. While it is 
likely that a learner will not typically produce such links extensively, it could 
happen occasionally as part of a learning experience, e.g., when learning more 
about aspects of one’s food intake. With technology such as machine learning and 
blockchains (e.g., for food provenance), such linking could become increasingly 
automatized, and turned into an implicit human-computer interaction. 

Food involves use of energy. Moreover, we all make use of energy in other ways 
perhaps most directly in the form of electricity. Concerning electricity, access to 
data about home electricity use is increasingly available. However, challenges 
remain concerning the mixing of information sources as well as precision. 

Another challenge is that of data sharing, e.g., in order to receive better advice 
on energy use and be able to make relevant energy use comparisons with other 
households. There is the question of whether to share the information directly, by 
offering access to a subset of one’s PLE, or whether to share only relevant 
quantifications, such as, e.g., the average energy use per weekday. 

Based on input from practitioners in the authors’ project on energy advisory, 
there is also a need for data of a “static” or “soft” character, e.g., the number of 
people in the household and other specifics regarding the housing situation as well 
as personal motivations that influence what one is willing to change. While not 
strictly of a QS nature, such data concerns activities on a longer timescale. These 
activities involve interactions similar those of food intake and energy use, but are 
more dynamic in that they can be reconfigured by future interactions, e.g., driven 
by a newfound willingness to change something. By selectively sharing with 
friends, coaches, companies, and citizen scientists, such “static” and “soft” data 
interlinked with quantifications, new possibilities for insights through feedback can 
emerge based on comparing your own data with others. 

6 Conclusion 

Smart interactions based on linked data and the flexible instrumentation of PLEs 
offer both a framework for integrating various QS information activities, as well as 
a means for the dynamic introduction of QS into any learning environment. 

In closing, generalizing the applications of smart interactions to areas beyond 
QS, it is possible to customize learning technology on a structurally deeper level. 
This will lead to different tools, possibly developed by different people and for 
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different purposes, being able to collaborate—instead of merely co-existing—at 
the semantic level, and importantly, they can collaborate around the same data. 
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Abstract. We designed learning activity in which language learning was 
combined with physical exercise. Our participants applied new knowledge to 
solve real life problems in their local community. Walking around the community 
during the learning activity enabled participants to be physically active. We 
provided students with smart watches to support their learning and monitor 
physical activities. We aimed to explore (1) whether our learning activity 
supported by smart watches can be useful for learning, make it healthy, and bring 
positive emotions to students.  
 
Keywords: Smart watch, learning, physical exercise, authentic context. 

1 Introduction 

Learning in the class is abstract and disconnected from real-life scenarios because 
schools ignore the interdependence of context, situation and cognition [1]. 
Therefore, for learning to be meaningful and effective it should take place in 
authentic contexts [2, 3]. Students learn much better when they are immersed in 
real scenarios because their interaction with contexts has a profound impact on the 
way they interpret an activity [4]. More importantly, authentic contexts reflect the 
way the knowledge will be used in real life [5]. Such contexts can be found outside 
of school and they are meaningful, interesting, and related to students.   
 
Students need to do physical activities regularly for maintaining their health 
condition. Benefits from physical activity on emotions and mood were reported 
elsewhere [6, 7]. However, still many people are not active enough and lead a 
relatively sedentary lifestyle [8]. To address this issue, opportunities to engage in 
physical activity should be increased. Teachers may organize learning activities 
that incorporate physical exercise; for language learning class, the instructor may 
assign students to solve real-life problems, e.g. to explain how to get to their home 
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from school. Students may complete this task on their way from school to home 
when they walk instead of taking a bus and surrounding contexts will help students 
complete their assignments, e.g. make their route description more detailed and 
explicit. Such learning process will lead to healthy and happy learning. 
 
Due to recent advancement in technological development, it became possible to 
produce smaller and cheaper computing devices [9]. Smart watches appeal to a 
broad range of user interests as it incorporates a wide variety of sensors for 
continuously measuring, recording and displaying different information, e.g. 
health-monitoring, location tracking, voice recognition, recording, and so on [10, 
11]. This is why smart watches are regarded as potential tools to support both, 
learning and healthy living; particularly, if these two are combined into healthy and 
happy learning. Despite increased interest of research community in smart watches, 
not many studies have been carried out with such focus [12]. For example, the 
effectiveness of smart watches on healthy and happy learning has not been closely 
examined or affordances of smart watches for healthy and happy learning are still 
unclear. Furthermore, there is a little knowledge exists regarding student 
perceptions towards smart watches to support healthy and happy learning. This 
study aims to address this research gap.  

2 Method 

We designed English as a foreign language (EFL) learning activity in which 
language learning was combined with physical exercise. Eighteen junior high 
school students aged between 14-15 years old participated in our study. Nine of 
them were boys and nine were girls. They learned EFL in class via traditional 
instruction. After class, they worked on learning tasks outside of school by 
applying newly learned knowledge to solve real life problems using technology. 
Students worked on their assignments in their local community. Walking around 
the community to complete their assignments enabled them be physically active. It 
was assumed that learning in authentic environments combined with physical 
exercise will not only facilitate language learning but also make learning healthy, 
and bring positive emotions to students. We provided students with technology, 
such as smart watches (Figure 1-a), to support their EFL learning (Figure 1-b), to 
monitor physical activities (Figure 1-c), and to communicate with other students 
regarding their healthy learning (Figure 1-d). The aim of this study was to explore 
whether our learning activity supported by smart watches can be useful for EFL 
learning, make it healthy, and bring positive emotions to students. In addition, we 
explored student perceptions towards learning activity supported by smart watches 
and affordances of smart watches to support healthy learning. Finally, we studied 
how our research variables are correlated. To this end, the following research 
questions were addressed: (1) Do students perform better on a learning task when 
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they use smart watches? (2) How students perceive learning activity supported by 
smart watches? (3) What are affordances of smart watches for healthy and happy 
learning? (4) How research variables of this study are correlated? 
 

 
Fig. 1. Smart watch (a) for EFL learning (b), physical activity monitoring (c), and 
communication (d). 

To answer the first research question, we carried out a pre-test, two mid-tests, and a 
post-test. With two mid-tests we assessed student learning performance on two 
tasks (i.e. one was completed with smart watches and the other without smart 
watches). We compared tests scores to investigate the effectiveness of our 
approach. For the second research question, we administered a questionnaire 
survey [13]. We also carried out interviews with all students to explore what 
affordances of smart watches for healthy and happy learning are. Finally, we 
carried out correlation analysis to test the relationship among our research 
variables.  

3 Results and discussion 

Students performed the best when they used smart watches for learning (t=2.149, 
p=0.046). Students perceived that smart watches were easy to use and useful for 
learning and learning activity was useful to be physically active and to have 
positive emotions. Students mentioned several features of smart watches which can 
facilitate EFL learning, physical activity, and positive emotions. For example, 
dictionary of smart watches helped students translate unfamiliar vocabulary (Figure 
1-b) and fitness tracking tool tracked and recorded steps taken by students (Figure 
1-c). Affordances of smart watches for healthy and happy learning were: hands free 
access, translation, speech-to-text and text-to-speech recognition, notifying, voice 
recording, information sharing, communication, fitness tracking, and happy 
learning. A significant correlation between learning performance and physical 
activity was revealed (r=0.652, p<0.05) suggesting that students who did physical 
exercise more were those who perform better. No correlation between learning 
performance and student perceptions was found suggesting that most students, no 
matter how well they performed, all had positive perceptions.  
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4 Conclusion 

We make two suggestions: (1) to design learning activities supported by smart 
watches in which students are able to learn new concepts and apply new knowledge 
while physically exercise outdoors, so their happy and healthy EFL learning will be 
facilitated; (2) the instructors need to make sure that students are aware of 
affordances of smart watches for happy and healthy EFL learning, it will help them 
utilize smart watches more efficiently. 
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Abstract. Visualizations play an important role in learning analytics, supporting 
reflection and decision making. Network representations are commonly used for 
depicting social interactions between learners. While there are many network 
visualization platforms available, most of them are aimed at researchers, 
requiring social network analysis expertise. Our goal is to provide a simple tool 
for visualizing students' collaboration patterns in a social learning environment, 
which should be easy to use by the teacher. The paper presents a description of 
this tool (called StudentViz), some design and implementation details, and an 
illustration of its functionalities. It further shows that the tool adequately 
addresses the visualization needs of the instructors, fostering insight gaining. 

 
Keywords: information visualization · visual analytics · learning analytics · 
graph plotting · social networks analysis · social learning environments 

1 Introduction 

Information visualization relies on the remarkable visual perception abilities of 
humans for pattern discovery [18]. It employs interactive visual representations in 
order to amplify cognition [12] and generate "insight" [5]. 

Visual approaches have been used in learning analytics, to help teachers and 
students explore learner traces from virtual learning environments. Various types of 
data can be included in a learning analytics dashboard, such as: artifacts produced 
by learners, social interaction, resource use, time spent, test and self-assessment 
results. The goal is to provide insight into learning data, supporting awareness and 
decision making, and increasing students' engagement and motivation [12]. 

In particular, social network analysis (SNA) and network visualizations have 
been used to investigate students' interactions taking place in educational 
environments [6, 16]. In this context, our goal is to visualize collaboration patterns 
between students in a social media-based learning space, which was less explored 
in the literature. More specifically, we are interested in studying learners' 
collaboration in our eMUSE social learning environment [15]. The platform 
integrates several social media tools (blog, wiki, microblogging tool) and provides 
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value added services both for the students and the instructor (learner tracking, basic 
administrative services, data visualizations, peer assessment and grading support); 
more details about eMUSE can be found in [15].  

We have already proposed a conceptual framework for knowledge extraction and 
visualization based on SNA in [2], which we have validated in [3]. Gephi network 
analysis tool [11] was used for all computations and graph visualizations, which 
adequately fitted researcher's needs; however, the tool was deemed too complex for 
instructors, who are not specialists in SNA or visualization. Therefore, we decided 
to build a simple network visualization tool, easy to use by the teachers and 
specifically designed to work in conjunction with our eMUSE social learning 
environment. The tool should provide useful and relevant visualizations from the 
instructor's point of view, therefore we first identified a list of visualization needs 
(VN) outlined by the teachers working with eMUSE: 

 VN1. Visualize the general status of collaboration 
 VN2. Visualize the status of collaboration for each community 
 VN3. Visualize the status of collaboration for each learner. 

Furthermore, the tool should support the processes of gaining insight through 
information visualizations, as identified in [18]:  

 P1. Provide Overview - grasp the big picture of a dataset 
 P2. Adjust - explore a dataset by changing the abstraction level or 

selection range (e.g., by filtering, grouping, aggregating) 
 P3. Detect Pattern - find relationships, trends, or anomalies in the dataset 
 P4. Match Mental Model - correlate the data with the user's mental model 

of it, in order to facilitate understanding. 
Starting from these requirements, we designed and implemented our StudentViz 

tool, as described in the following sections. An overview of existing network 
visualization platforms is included in section 2. StudentViz functionalities and 
implementation details are presented in section 3. Its visualization capabilities are 
illustrated and validated in section 4. Finally, section 5 outlines some conclusions 
and future research directions. 

2 Related Work 

Networks or graphs are a common visualization method in educational settings [5]. 
They can be used to display information regarding students' interactions, which is 
particularly important in case of collaborative learning and social learning 
environments.  

Many network visualization platforms (NVP) are available [7]; however, they 
are not specifically built for educational settings, so we wanted to investigate 
whether they can be used for our particular learning scenario, in conjunction with 
eMUSE platform. As our target users are instructors with limited technical 
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expertise, we imposed some initial restrictions. The considered tools should be free, 
easy to install and use, and operating system independent. Moreover, they should 
provide high flexibility, so that instructors could adapt the visualization methods to 
their needs. Hence, our evaluation included the following platforms: 

 Cuttlefish1 is a very easy to use platform, but with limited capabilities and 
no flexibility; we also experienced some visualization glitches upon using 
the zooming functionality. 

 Cytoscape [17] is an open source platform developed for molecular 
networks visualization, that has expanded its use across various network 
related research fields. Its standard features are relatively easy to use. 
However, the platform lacks flexibility of the visualization methods. 

 Visione2 has similar capabilities with Cytoscape, but it provides even less 
flexibility and the user interface is cluttered and non-intuitive. 

 Tulip [1] is a visualization platform for relational data. It provides highly 
flexible visualization and a wide range of analysis capabilities for various 
research fields. 

 Gephi [11] aims to be a general platform of analysis and visualization for 
all kinds of networks. Its clear design and resemblance with Photoshop 
make it very easy to use. Furthermore, its visualization capabilities are 
flexible and extensible through plugins.  

Overall, we found Gephi and Tulip to be equally capable in terms of 
visualization functionalities; however, Gephi provided a better user experience, 
hence we chose to use it in [3]. 

Nevertheless, all platforms were considered too complex by the instructors, 
including many irrelevant functionalities for their purpose and requiring SNA 
expertise. Also, some of the desired visualizations (e.g., team and community 
perspectives) required significant effort in order to be generated with the existing 
NVP, starting from our available eMUSE dataset. Therefore, we decided to build a 
network visualization tool dedicated for the teachers, with a simple and intuitive 
interface, as described next.  

3 StudentViz Tool Description 

StudentViz is a data visualization tool purposely built to work in conjunction with 
our eMUSE social learning environment. Its aim is to provide suggestive 
visualizations of students' collaboration patterns, as they are recorded by the 
platform. More specifically, eMUSE integrates several social media tools that 
students use for communication and collaboration support. All students' social 
media traces are monitored and stored by eMUSE, and StudentViz uses these data 

                                                 
1 http://cuttlefish.sourceforge.net  
2 http://www.visone.info/html/about.html  
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to draw the graphs depicting social media interactions between the students. A 
schematic representation of the data flow is shown in Fig. 1. 

 
Fig. 1. StudentViz - network visualization data flow 

The first step was to map students' collaborations as social networks. A data 
acquisition & graph building module (denoted DtoG) was designed to bridge the 
gap between the data source (eMUSE) and the visualization tool (StudentViz). 
DtoG processes the raw data collected by eMUSE, filtering the collaboration 
actions, and then creates various social graphs on which several SNA methods are 
applied. More specifically, directed graphs are built starting from students' 
interactions on the blog and microblogging tool; nodes represent learners and links 
represent messages exchanged through the social media tools integrated in eMUSE. 
The types of interactions (collaborations) taken into account on Blogger and 
Twitter respectively are detailed in [3]. These graphs can be exported in various 
formats (e.g., .gml or .json files), which can be subsequently input into any NVP, 
including StudentViz. As far as implementation is concerned, DtoG was built using 
Python 3.5 programming language and NetworkX graph analysis library [10]. 

In an attempt to reduce instructors' effort in using StudentViz, we decided to 
conceive it as a web application, thus eliminating the need of installation, 
configuration and manual updates. PHP, HTML5, CSS and Cytoscape JavaScript 
library were used for implementing the tool. 

We also discussed with the instructors in order to agree on a set of graph plotting 
conventions that would be most suitable for their needs. Indeed, as mentioned in 
the Introduction, visualization methods should be easily correlated with humans' 
mental map (insight gaining process P4 [18]), thus reducing the comprehension 
effort. Therefore, we used directed graphs, in which nodes represent learners and 
links represent messages sent between the learners (on blog or Twitter). In order to 
expand the dimensionality of the information rendered in the graph, we introduced 
a color schema and magnitude schema for each graph element. Nodes shall be 
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colored according to their affiliation to a certain community, i.e., nodes 
representing learners of the same team / community shall have the same color. In 
addition, links shall be colored according to their source node, in order to represent 
link direction. For example, if student A (red-colored node) sent a message to 
student B (green-colored node), then the link between nodes A and B shall be 
colored in red. The magnitude of each node (i.e., diameter) shall be directly 
proportional to a chosen SNA ranking: the larger the node, the higher the ranking. 
Thus, instructors can easily compare students according to a selected SNA ranking 
method, e.g., PageRank [14]. Furthermore, the thickness of each link shall be 
directly proportional to the strength / intensity of the collaboration between the two 
students; this can be computed through various methods, the simplest being the 
number of exchanged messages. Finally, nodes shall be labeled with a unique 
learner ID, in order to map the node to a particular learner.  

We also decided to use force directed methods (FDM) for graph plotting [9], 
which generally produce aesthetically pleasing results. These methods are based on 
attractive and repulsive forces inspired from physics. Such forces attract nodes with 
high connectivity and repulse those with low connectivity, making the observation 
of communities of collaboration very intuitive. Moreover, the distance among 
nodes is inversely correlated with the strength of their influence on each other. 
Another advantage of FDM is their adaptability to various network traits, so they 
can be optimized from case to case.  

Finally, StudentViz interface was designed in a simple and intuitive way. Two 
views are available, similar to Gephi: the Main view and the Data view. The Main 
view is further divided into 3 areas: Options area (left side), Plotting canvas area 
(center) and Additional information area (right side). Figure 2 provides a screenshot 
of StudentViz Main view. The Data view consists of a sortable grid of learners' 
attributes, including various SNA metrics. Similar views can also be found in 
Gephi, Cytoscape or Tulip under various names (e.g., Data laboratory in Gephi). 

 

 
Fig. 2. StudentViz Main view - Focus-circular layout is employed; nodes' diameters are 
proportional to their PageRank, while their colors depict affiliation to a specific team 
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In what follows we present the Main view in more detail. The Options area 
allows instructors to interact with the visualizations and adjust them through 
various settings. Thus, as collaboration cannot be quantified by just one SNA 
metric, the teacher has the possibility to choose from several metrics: betweenness, 
closeness, degree, in-degree, out-degree, Eigenvector and PageRank. Through 
betweenness an instructor can determine the students that bridge community silos, 
those that facilitate the exchange of knowledge between communities. Students 
with high closeness values are positioned on various communication paths, playing 
an important role in knowledge diffusion. Degree, in-degree and out-degree 
centrality metrics can be used to determine the most / least active learners. Both 
Eigenvector and PageRank are measures of nodes importance that take into 
consideration qualitative and quantitative aspects; an important student is defined 
as one that has multiple collaborations with other important students. Additional 
information about these centrality metrics can be found in [4].  

Another functionality provided in the Options area allows the instructor to select 
the graph plotting algorithm; available choices are: WebCola3, Cose-Bilkent [8], 
circular and focus-circular, which will be discussed in the next section. 
Furthermore, the instructor can also choose the focus of the visualization: 
individual learners, teams or communities. This functionality is achieved by 
applying a reduction transformation on graphs that include all students; learners of 
the same team are represented as one node, while filtering out intra-team 
collaborations. Furthermore, the nodes' color can depict team or community 
affiliation; teams are predetermined from the beginning of the semester, while 
communities are non-formal and self-regulated. Community detection is computed 
using a Laplacian method [13].  

An additional option available to the instructor is to load various graphs created 
by the DtoG module (e.g., graph containing all social media interactions among 
students, graph containing only collaborations on the blog / Twitter). Finally, for 
easy identification of each student / team, an autocomplete search box is provided, 
in addition to the full list of students. 

The center area of the Main view consists of a black canvas on which the graph 
is plotted. The canvas color was chosen in order to provide a high contrast for the 
graph nodes and edges. The instructor can reposition nodes through drag-and-drop 
functionality; he can also select one node for detailed inspection, which sets the 
graph plotting algorithm to focus-circular and opens the Additional information 
area.  

Finally, the right side area of the Main view provides information regarding the 
specific node selected: student name, team, SNA metrics values. This area is only 
displayed upon selection of a node, otherwise it is hidden, to allocate a larger space 
for the plotting canvas.  

                                                 
3 http://marvl.infotech.monash.edu/webcola  
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4 Illustrating Visualization Functionalities in StudentViz 

In what follows we show how StudentViz answers instructors' visualization needs, 
as they were specified in the Introduction (VN1 - VN3). It also provides support for 
the general processes through which people gain insight when using an information 
visualization system (P1 - P4) [18]. 

The context of use is a course on Web Applications Design, taught to 4th year 
undergraduate students from the University of Craiova, Romania, during 2016-
2017 winter semester. 32 students used eMUSE platform (and the associated social 
media tools) for communication and collaboration support, in a project-based 
learning (PBL) scenario. Students worked in teams of 4 peers in order to develop a 
relatively complex web application. Based on the social media traces collected by 
eMUSE, a total of 2224 collaboration links were extracted (263 having distinct 
source-target pairs). Therefore, a social graph with 32 vertices and 263 links was 
built. More details regarding the PBL scenario and the process of extracting the 
collaboration links from blog and Twitter can be found in [3]. That paper also 
provides various graphs rendered by Gephi tool, which required specific SNA 
expertise to produce; here we present the graphs rendered by our StudentViz tool, 
which can be easily used by the instructor with no specialist knowledge. 

Thus, Fig. 3 and 4 provide a birds-eye view on learners' collaboration, by using 
Cose-Bilkent and WebCola FDM respectively. These algorithms have low 
computational workload in case of small graphs and are suited for interactive 
applications, as they avoid the overlapping of nodes. As seen in Fig. 3 and 4, the 
general pattern of collaboration can be easily spotted, thus supporting VN1 and P1. 
High and low density areas of collaboration can be easily identified in both figures. 
Learners in the high density area (with nodes tightly plotted together) are 
significantly involved in collaboration with members of diverse teams; students in 
low density areas are those that teachers should focus on in order to enhance 
collaboration. 

 
Fig. 3. Visualization provided by StudentViz using Cose-Bilkent plotting method. Nodes' 
diameters are proportional to PageRank metric, while their colors depict affiliation to a 
specific team.  
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Fig. 4. Visualization provided by StudentViz using WebCola layout. Nodes' diameters are 
proportional to PageRank metric, while their colors depict affiliation to a specific 
community.  

Although both algorithms produce similar visualizations, there are some 
variations that justify their complementary use. WebCola favors the identification 
of large communities of collaboration, as nodes are plotted in close proximity. 
However, this creates clutter, making smaller communities (teams) hard to spot. In 
turn, Cose-Bilkent favors the observation of smaller communities over large ones. 
Hence, WebCola and Cose-Bilkent also support VN2. In addition, these methods 
allow the discovery of the general structure and trends of collaboration, thus 
addressing P3.  

Furthermore, instructors can better assess the collaboration between the teams by  
visualizing teams as nodes, like in Fig. 5 (which was obtained by applying the 
graph reduction transformation). Both Fig. 2 and Fig. 5 are illustrations of the 
Focus-circular plotting method, devised to clearly observe the status of a particular 
node (learner or team, respectively). The node of interest is positioned in the center 
of a circle on which the other nodes are plotted. Moreover, only the collaborations 
that involve the node of interest are rendered, to reduce unnecessary clutter and 
allow the instructor to focus on the particular node. Hence, these focus-circular 
visualizations address both VN2 (when nodes represent teams) and VN3 (when 
nodes represent students). Furthermore, P2 is also supported, as instructors can 
change the perspective on the dataset by selecting the node of interest. 

  Finally, the Circular plotting method, inspired by Gephi's circular layout, was 
devised to better observe the status of each team, as illustrated in Fig. 6. First, an 
average value of the selected SNA metric is computed for each team. The team 
with the highest ranking is plotted first, followed by the other teams according to 
their average metric rank, in a clockwise descending order. Individual nodes are 
also rendered in a clockwise descending order in the designated plot area for their 
team, according to their SNA metric value. Hence, the first plotted node depicts the 
learner with the highest selected metric value from the highest ranking team. This 
visualization method allows the teacher to observe the status of each team in 
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comparison with other teams, but also the status of each learner in comparison with 
his fellow team members. Thus, both VN2 and VN3 are addressed by this 
visualization method; moreover, P3 is supported here, as instructors can discover 
collaboration patterns among teams and students.  

 

 
Fig. 5. Visualization provided by StudentViz using Focus-circular layout. Nodes represent 
teams and their diameters are proportional to PageRank metric. 

 
Fig. 6. Visualization provided by StudentViz using Circular layout. Nodes' diameters are 
proportional to PageRank metric, while their colors depict affiliation to a specific team. 

5 Conclusions 

Overall, with StudentViz an instructor is able to observe the collaboration status on 
different levels of network granularity, to emphasize different traits of the 
collaboration spectrum through various SNA metrics, and to turn their focus 
towards specific learners / teams. Hence, we consider that all basic visualization 
needs are successfully addressed, and an adequate support for gaining valuable 
insight is provided. 
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As future work, we plan to extend the tool with more visualizations, such as 
three-dimensional plotting methods and time-based representations. StudentViz 
could also be used to explore data from other social learning environments; the 
DtoG module is flexible and could easily be extended to accommodate different 
data sources. 
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Abstract. Storytelling has been a part of human interaction since language 
emerged. It was initially used to convey information, describe events and 
people, and afterwards evolved into presenting examples of good and bad 
behaviors. However, stories are not limited to the early stages of child 
development as they can be used even in university lectures. The game 
described in this paper brings the power of storytelling in the learning 
environment, enabling teachers to present lessons as interactive stories. In the 
context of our serious game, students test their knowledge by answering with 
free text inputs to the questions presented by the virtual assistant in a 
challenging and entertaining environment. The prototype version was tested by 
a group of 26 students who found the game concept very interesting and 
provided valuable feedback in terms of user experience and functionality. 

Keywords: Serious games; Digital storytelling; Semantic similarity; Text 
cohesion; Natural Language Processing 

1 Introduction 

Lectures are a central element of the learning and teaching process in traditional 
learning environments. Usually, teachers present a large amount of information which 
students cannot assimilate only by listening, therefore they take notes. Even though 
taking notes is recommended, students end up focusing on the writing task and fail to 
pay attention to the whole lesson or to the teacher’s explanations. In order to make 
lectures more appealing to students, presentations can be transformed from 
monologues to dynamic lectures, during which students ask questions or expose their 
own knowledge. In this manner, learners make connections between previous 
knowledge and the new information, thus creating an easier and more productive 
learning process. 

When the information to be learnt is completely new, students cannot relate on 
their previous knowledge, nor can they make new associations within their conceptual 
network [1]. One choice of learning is to memorize the concept, which has the 
disadvantage of being obliterated if the concept is not exercised enough [2]; a 
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potential alternative is to present the information as a story. Storytelling is a 
frequently used method of communication encountered in the human society [3]. By 
introducing storytelling in the learning process, students increase their learning skills 
and can collaborate better [4]. 

The following sections describe the concept of storytelling and its transposition 
within our serious game – Edutainment. Section 2 describes the evolution of 
storytelling and the advantages of using it in the learning environment. Section 3 
presents available storytelling games, while section 4 details our Edutainment 
Platform, a serious game designed for interactive lectures. The last two sections focus 
on results and conclusions. 

2 Storytelling Evolution 

Storytelling, as defined by Miller and Pennycuff [5], is the act of describing a 
narrative event to one or more listeners by using voice and gestures. Storytelling dates 
back to the emergence of human language, at least 50,000 years ago [6], and it was 
initially used in the context of hunting and gathering [7]. Also, without the means of 
written language, storytelling became the only way to transmit the culture, values and 
history of people, structured as verses, songs, short stories or tales of wisdom [8]. 
Later on, together with the development of the printing press, stories became widely 
available. In the beginning, stories were used as education material, to exemplify to 
children good and bad behaviors, or to inform about different historical events. 
Afterwards, stories’ purpose switched to entertainment, without any intention to 
educate. However, storytelling can be used in multiple ways, either in the educational 
domain, or in the entertaining one. This paper focuses on the education area, in which 
storytelling is a powerful tool used by teachers to help students understand complex 
events. The proposed technique is an active learning strategy as it promotes engaging 
activities, collaborative learning and a problem-based learning environment [9, 10]. 

Alongside with the emergence and availability of new technologies, over the past 
ten years, teachers have been introducing multimedia productions in the learning 
environment, therefore upgrading the original storytelling technique to digital 
storytelling [11]. This new technique involves the usage of computer-based graphics, 
computer-generated texts, videos, pictures, and music [12] in order to create engaging 
and entertaining environments for learning purposes. Digital stories are separated into 
three main categories based on the type of provided content [13]: 

• Personal narratives. This is the most popular type of digital stories in which 
authors describe their personal experiences. These stories can have an emotional 
impact on the receiver and can be meaningful to them. 

• Stories that inform or instruct. This type of digital stories is used to teach various 
subjects and can be employed by teachers in the classroom. 

• Stories that present and examine historical events. These stories are created by 
both teachers and students, and recall events from the past. 
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Digital storytelling impacts students from an early stage of the learning process, 
during language and vocabulary acquisition. Students benefit from listening to stories 
while developing listening and comprehension skills. Moreover, they pay attention to 
pronunciation and can deduce the meaning of unknown words from the context [14]. 
When recording their own digital stories, students develop their critical thinking, 
analytical, persuasive, technological, and artistic skills [15]. Creating a digital story 
consists of two phases. In the first phase, students gather information from the 
Internet, filter it and rephrase it to better appeal to the target audience. The second 
phase is represented by the visual representation of the gathered materials. Students 
use different programs to process videos, images and add text, therefore improving 
their computer and artistic skills. 

3 Storytelling Games 

Current educational curricula have evolved from using plain books to interactive ones 
that employ digital images, videos, and storytelling. One potential further step in the 
development consists of the inclusion of storytelling into serious games. Games 
currently available on the market present to users a method of sharing their own 
stories, listening to others or interacting with stories based on predefined paths. 
However, these games do not let users input free text, nor interact with the story. 
Three serious games already available on the market are described below. 

SAGE (Storytelling Agent Generation Environment) [16] is a storytelling game 
that has two interaction models. The first one is storytelling, where children share a 
story from their lives, a virtual character listens to it, and responds with a traditional 
tale. The second interaction mode consists of creating a story to be shared with other 
children. The story is created using a visual authoring language that allows children to 
program the interactions and conversational flow between the listener and the 
storyteller, as well as the movement of the interactive stuffed animal. 

oTTomer [17] presents a story for young children that takes place on a distant 
planet bearing the same name. oTTomer is a peaceful place to live until it is invaded 
by mutants, called the Odoracs. The story is structured in several episodes, in which 
children face different situations, and their reactions change the outcome of the story. 
The goal of the game is to catch the Odoracs and make them leave the planet. 

Lifeline (https://www.bigfishgames.com/daily/3mingames/lifeline/) is an 
interactive fiction game for mobile devices in which players must make decisions to 
help Taylor, the protagonist, after crash landing on the moon of an alien planet. The 
game can be played in real world time, as users receive notifications from Taylor 
asking what he should do next. The user selects the next action from a list of possible 
actions, thus driving the story to different endings. 

89The Edutainment Platform: Interactive Storytelling Relying on Semantic ...



4 The Edutainment Platform 

The Edutainment Platform is a serious game based on text analysis, whose main goal 
is to support students to learn and test their knowledge in a challenging and 
entertaining environment. It is based on the concept of Lifeline, but brings 
educational value by allowing students to input free text. The introduced text is 
analyzed using ReaderBench [18, 19], a framework relying on advanced Natural 
Language Processing techniques. 

The system has two modules, one for teachers and one for students. Within the 
teacher mode, users can add, edit, delete, and view existing lessons, whereas in the 
student module, users learn by playing the lesson. The two modules have a common 
starting point, the authentication page, where users login with their account or create a 
new one. A detailed presentation of each module is presented in the subsequent 
sections. 

4.1 Overview of the ReaderBench Platform 

ReaderBench [20, 21] is a framework for advanced Natural Language Processing that 
focuses on text cohesion. The Edutainment Platform uses two web services that 
ReaderBench provides, namely the text similarity endpoint and the similar concepts 
endpoint. 

The text similarity endpoint computes the similarity score between two texts. It 
takes as input: a) the two texts being processed, b) the processing language (e.g., 
English or French), c) the semantic model used for computation (Latent Semantic 
analysis – LSA [22], Latent Dirichlet Allocation - LDA [23], or word2vec [24]) and 
4) the corresponding corpus used for training the semantic model (e.g., TASA for 
English or “Le Monde” for French- http://lsa.colorado.edu/spaces.html). In our 
particular case, the Edutainment Platform is available only for the English language, it 
uses LSA as semantic model and TASA as corpus for building word vectors. The 
output of the endpoint is a value between 0 and 1, corresponding to a normalized 
cosine similarity score between the texts. 

The similar concepts endpoint outputs a list of inferred, semantically related, 
concepts and their similarity score, based on an input word. The endpoint is used in a 
similar manner to the text similarity endpoint, noting that it takes as input one word 
instead of two texts. 

4.2 Teacher Module 

The teacher module contains administrative functionalities such as adding lessons, 
editing, deleting, as well as viewing an already existing lesson. The most important 
functionality in the teacher module is the Add Lesson action (see Fig. 1). All the fields 
available in this page must be filled in by the teacher: a) the title of the lesson, b) its 
description, as well as c) a set of 10 questions, each with three possible answers and 
value points. The number of answers corresponds to three knowledge levels: good, 
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medium, and poor. Each answer is assigned value points based on accuracy and 
completeness in order to emphasize the knowledge level within the obtained score. 

Each answer added by the teacher is checked against the initial question. The 
application uses the text similarity endpoint from ReaderBench to compute the 
similarity score between the question and the current answer. If the score is lower 
than an imposed threshold (manually set at .3), the system displays a warning 
message in the UI, asking the teacher to review the answer as it exhibits a low 
semantic similarity. Thereafter, the teacher can decide whether to change the answer 
or not; thus, the application assists users to add content in a coherent manner by 
ensuring a high similarity between questions and their corresponding answers. 
Moreover, in order to better engage students in the game, each question has a list of 
hidden keywords that, once used, add points to the student’s score. The keywords are 
suggested automatically using the similar concepts endpoint provided by 
ReaderBench. Teachers can select these suggested concepts to be added in the 
keywords list. Due to the fact that our analysis is centered on texts, we opted not to 
include visual elements including images or videos in the interactive stories, but to 
focus only on branching scenarios that are based on textual inputs. 

Fig. 1. Edutainment – Interface for adding a new lesson. 

After adding the lesson questions, the lesson hierarchy represents the next step 
towards creating a functional lesson (see Fig. 2). The purpose of the hierarchy is to 
link answers to follow-up questions in order to generate multiple study paths. 
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Fig. 2. Edutainment – Lesson hierarchy depicting connections between answers and questions. 

4.3 Student Module 

The active lessons added by the teacher are displayed to students after logging in the 
application (see Fig. 3). Each lesson has a "Play" button that takes the user to a 
dedicated "Play Lesson" page (see Fig. 4) that is structured as a chat window in which 
students answer the questions provided by the virtual assistant. The game starts when 
the user types "START" in the chat environment and the first displayed question is the 
root from the lesson hierarchy. The novelty of this game consists of the multiple paths 
students can follow, which are semantically mapped to teacher's  potential answers. 

Fig. 3. Edutainment – Lessons available within the student module. 
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Users are entitled to one answer per question. Once the answer is introduced, it is 
sent to the ReaderBench text similarity endpoint together with each response defined 
by the teacher. After the similarity scores are computed, the student is awarded the 
number of points associated to the most similar predefined answer, while the next 
question in the hierarchy is displayed. 

 
Fig 4. Edutainment – The flow for playing a lesson, i.e. an interactive story. 

In order to make the chat more realistic, and to give users the illusion that the 
virtual character resembles a person, a delay of 2000ms is added before displaying the 
next question. If there is no question to be shown in the hierarchy, the lesson ends and 
feedback is displayed. 

4.4 Lesson Feedback and Game Points 

During each lesson, students receive points for their answers. The score is computed 
based on the value points added by the teacher for the response that best matched the 
student’s answer and the similarity score between these two. The following formula is 
used to compute the score: 

  (1) 

where S is the final score, n is the overall number of questions, SSi represents the 
similarity score between the student’s response and the teacher’s matching response 
for question i, and VPi is the value points assigned by the teacher for a predefined 
answer from question i. 

The maximum score for each lesson is limited to 10,000 points and can be 
achieved if players respond perfectly to all questions, and the similarity scores 
between their responses and the teacher’s matching answer is always 1. This is the 
ideal case, highly unlikely to appear. Because of this, different score thresholds have 
been added, each corresponding to a feedback message presented in Table 1. 
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Table 1. Provided feedback based on obtained scores. 

Final Score 
(Points) 

Provided messages 

< 4500 Don't worry, keep studying and you'll do better next time! 
4500 - 6499 You have basic knowledge! Keep learning and you will do great next time! 
6500 - 8499 Your knowledge is very good! Keep on working and you will shine next time! 
>= 8500 You're a star! Keep up with the good work! 

 
Besides the obtained lesson scores, our platform also uses the concept of game 

points. This feature represents a bonus that students gain when playing a lesson. Users 
can earn extra 50 game points for each keyword they use when answering a question. 
Usually, concepts can be described with a list of keywords that students should 
remember and use. However, users can successfully answer questions without using 
these keywords; hence, there is no need to artificially increase the score of a lesson by 
adding the game points to the total score. In the end, game points are only a method 
for rewarding students and keeping them engaged and motivated to play the game. 

5 Results and Discussions 

A group of 26 users, aged 21 to 35 years old, 38% females, 76% active in the IT 
domain, were asked to play on the Edutainment Platform: 17 on the student module 
and 9 on the teacher module. All users were asked to respond to surveys with ratings 
on a 5-point Likert Scale (1–completely disagree; 5–completely agree) and four free 
input questions, covering their perspective on the specific module.  

In terms of reliability statistics, Intraclass Correlation Coefficients [25] and 
Cronbach’s Alpha were computed for both the teacher and the student modules. The 
values, ICC - .395 for the Teacher module and .461 for the Student module, 
respectively Cronbach’s Alpha .395 and .423, denote a low agreement between users, 
thus exhibiting different perceptions with regards to the game.  On the teacher side, 4 
out of 9 users appreciated the innovative idea of the game and the fact it can be 
applied in any domain, from storytelling to actual school lessons. From a functionality 
point of view, the lesson hierarchy was appealing to users, but the manner in which 
lessons are added created confusion among users. While relating to the free input 
questions, two users considered a limitation the fixed number of answers for each 
question. In terms of the UI, the interface received a good feedback from 50% of the 
users. People stated it is easy to use, friendly and intuitive and one user considered 
optimizing the interface for mobile users. 

From a student module perspective, users agreed that the aim of the application is 
clear, but had divergent opinions on the application’s ease of use; 50% of the users 
considered it should be improved in terms of design and user experience. Users 
suggested adding more interactive elements, such as animations, graphic feedback 
and a ranking system. In addition, 5 users felt the need to include a comprehensive 
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feedback at the end of the game that contains insights on why their answers were 
incomplete or wrong. 

6 Conclusions 

The Edutainment Platform is a serious game designed to consider free input text 
interactions in digital storytelling. The stories have educational content and bring 
innovation because user's evolution considers different paths, depending on the 
provided answers. The free input text is analyzed using our ReaderBench framework 
and the user is directed onto different story paths based on the obtained semantic 
similarity scores. The system is composed of a teacher and a student module. 
Teachers are responsible for adding stories and configuring the lesson paths, while 
students follow these paths by interacting with the story. 

The application is in an early stage of development and it has limitations in terms 
of provided features. Therefore, our prototype was tested only by a group of 26 users, 
which appreciated the concept of the game and about half of them found the interface 
intuitive and easy to use. Even though the values for the calculated reliability statistics 
denoted a low agreement among raters, feedback was drawn from the free input 
questions. Suggestions such as displaying more feedback to users, adding more 
interactive elements in the interface and providing more flexibility in terms of lesson 
creation, as well as hierarchies, will be considered for implementation in future 
releases. Moreover, subsequent evaluations will consider a wider audience, a 
refinement of the questions from the survey, as well as providing additional guidance 
to help learners understand the game concept and how to properly assess it. 
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Abstract— Due to the huge growth in online learning, educators are demanding 
to use advanced software or social sites as online learning settings. However, they 
must consider how interaction with online course content impacts learning 
outcomes while using the unique features of software and social cites. Yet, 
understanding the effects of learner-content interaction on learning outcomes in 
blog-based learning environments is very few. Therefore, this study aims to 
investigate the effects of learner’s interaction with blog based learning content on 
learning outcome. Two research questions were tested, and data were analyzed 
using regression analysis. The results show that learner-content interaction is 
essential for learning output, and a significant relationship was found. A 
subsequent analysis showed that there is a significant relationship in learning 
performance between students’ subjective and objective learning outcomes.  
 
Keywords: Learner-content interaction; learning performance; blog-based 
learning  

1      Introduction  

Real learning environments can be achieved by adopting quality interactive 
approaches in online courses. Quality interactivity must be designed to support 
learning objectives and the interface and infrastructure that support the content [1], 
which are the primary drivers of the development of online courses [2]. Many online 
courses which provide learner-content facilitate the use of interactive tools such as 
electronic bulletin boards, discussion boards, email, and synchronous chat areas. The 
success of online courses mainly depends upon understanding how the learners 
engage in and interact with the course content. Educational applications require 
higher degrees of multimedia-based learner-content interaction in order to enhance 
learning performance [3], interest and motivation [4]. Thus, learner-content 
interaction is needed for effective instructional practice and individual discovery [5]. 
Therefore, researchers are mainly focused on the term “interaction” when 
implementing online courses.  
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Educators use the term interactivity to describe the degree of learners’
intellectual, emotional, and physical engagement with the learning content [6]. 
Despite abundant evidence for the necessity of learner-content interaction, it is 
arguably one of the neglected components in online learning systems which use 
blogs. For a blog system to be cognitively effective, active comments on the content 
must be fostered. On the other hand, reflective experiences on learning content on 
blogs by the learners should also be stimulated to help them internalize the 
knowledge they have acquired so as to promote deep learning. However, the effects 
of learner-content interaction in blog-based learning environments on learning 
outcomes are still unclear. Therefore, this study examines student patterns of access 
to course content on learning performance to provide insights into the way in which 
course materials are used in a blog-based course as well as influence on learning 
outcomes. Moreover, the current study presents the research literature and validates
the relative importance of learning outcomes attained from the blog-based learning 
experience. Thus, the present study specifically designed a weblog system named 
“Learner’s Digest Blog” (LDB) as the chief source of learner-content interaction for 
a graduate level university course in which the students can initiate discussion on 
specific topics relevant to the subject of inquiry, read content thoroughly, share ideas, 
construct knowledge, and respond and react to others’ content-based posts, all of 
which can support a productive learning environment. Therefore, the importance of 
this study lies in examining the students’ experiences as blog-based learners on 
learning outcomes, thereby helping understand student perceptions of blog content 
interaction so that better educational environments and learning outcomes can be 
provided for online learners using blogs. 

Through one semester observation of the interactivity between the learners and 
content during the course (i.e., the Weblog system incorporated into the course), and 
analyzing the data collected in the form of weblog posts, chat logs and exam scores,
we attempt to answer the following two research questions:  

1. How does the learner-content interaction affect learning performance in the 
blog-based course? 

2. Are there any differences between learners’ subjective and objective learning 
outcomes in the blog-based learning environment?  

2 Literature review 

2.1      Learner-content interaction in blog-based learning environments 

Interaction is considered a central part of virtually any educational experience. 
Wagner [7] defined interaction in distance education contexts as “reciprocal events 
that require at least two objects and two actions. Inter-actions occur when these 
objects and events mutually influence one another” (p. 8). While this definition 
captures the reciprocity of interaction which invariably involves the interplay 
between at least two actors (either objects or actions), it does not differentiate the 
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modality of various forms of interaction occurring in online learning contexts. 
Emphasizing dialogue and structure in the transactional distance of distance 
education, Moore [8] classified interaction into three types, learner-content 
interaction, learner-teacher interaction, and learner-learner interaction. These types 
of interaction are present in all learning systems, whether delivered over a distance 
or on campus.  In this study, we chiefly examine the effect of interaction between 
learner and content arising from participation in a blog-based course by considering 
one of the three forms of interaction identified by Moore [8].

Learner-content interaction is defined as a process of “intellectually 
interacting with content to bring about changes in the learner’s understanding, 
perspective or cognitive structures” (p. 2) [8]. It occurs when learners utilize 
interactive tools such as audio, video, text, and graphic representations during course 
study [9]. Numerous studies have identified the positive relationship between online 
learning and student interactivity with course contents [10; 11], but most content 
developers and educators seem not to entirely apply the unique features of blog-based 
online learning. However, content-based learning in various forms of presentation 
and instructional design strategies need to be carefully planned in the blog-based 
learning environment.  

Current weblog systems are regularly updated web pages which include 
journal-like text entries, pictures and other multimedia content [12] as well as an 
information retrieval option to retrieve the necessary resources relevant to the topic 
[13]. Moreover, reading blogs allow learners to interact with the content [5] and 
connect with the learning environment. For example, a student/teacher may publish 
an article/course-content or even a few lines of random thoughts on the subject of 
inquiry, then other students may respond to the article by giving comments and 
following the discussion thread. Commenting on articles/course-content is a way of
conversing with other learners and the whole learning community for reflective 
dialog and learning support. 

2.2 Learner-content interaction on learning performance 

Numerous studies have found that learner-content interaction has an influence on 
learning [14; 15; 16]. As Reisetter, LaPointe, and Korcuska [17] found, online 
learners ranked learner-content variables as having the highest importance in online 
settings, and content is the general locus where new knowledge, skills, and abilities 
are presented [15]. Interactive content representations could help students 
comprehend text, and could motivate them to learn [16]. However, lacking 
motivation to read the course content causes students to drop out [18]. Therefore, 
content presentation is not only important but is in fact one of the critical variables 
affecting learning effectiveness [11]. In the LDB blog, content presentation is 
articulated with text and graphics, interactive text and graphics, and interactive 
multimedia, as Belanger and Jordon [19] suggested that these three approaches are 
needed for learning when taking online courses. When more learner-content 
interaction arises in multimedia-based e-learning environments, then learning 
performance and learner satisfaction can be enriched [14]. 
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3 Technical forum of Interactivity – A LDB blog function 

In order to achieve interactivity goals between learner-content, interactive 
technical functions need to be designed in blog-based learning systems. For example, 
to facilitate learner–content interaction by providing more content choices, designers 
can set presentation links to related learning contents on the Web [20]. This study 
used interactive functions, interactive analysis and instructional necessity level 
associated with learner-content, adopted respectively from Chou [20], slightly
modified to adjust to the present researcher’s experience with blog-based learning 
system design as shown in Table 1.                                                                                             

Table 1. Dimensions, interactive functions and instructional necessity level of learner-content 
interaction

Dimensions of 
interactivity

Interactive functions in learning blog systems Instructional 
necessity level

Choice Links to related educational sites/social sites Recomended
Non-sequential access 
of choice

Links to related learning materials Recomended

Adaptability Individual learning portfolio on blog
Read blog-content thoroughly

Compulsory
Compulsory

Responsiveness to users Power-point slide submission on blog Compulsory
Ease of adding 
information

Learner contributing to learning material
Post sharing
Follow by e-mail

Compulsory
Compulsory
Optional

Encourage learner to 
post best writing

Most popular post provided by learners are 
announced with a reward/gift

Encouraged

Each student was required to post at least two posts related to the lecture topic, and 
update information after the lectures. 
  

  
Fig. 1. No. of comments vs. no. of 
weeks of course content in the LDB  

Fig. 2. Engagement overview of LDB by 
Google Analytics 

Once they got the weekly course content of the blog they were required to read, 
comment on the content, and share their thoughts and idea. The number of 
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comments for each week of course content in the LDB is shown in Fig. 1. By 
commenting in this way, the learners not only maintained good communication with 
their classmates, but also enhanced their knowledge by interacting with the content. 
The engagement overview by session wise with page views is shown in Fig. 2. The 
‘‘Learner’s Digest’’ blog uses search engine optimization (SEO) to improve the 
visibility of the blog site. The content performance of the blog is tracked by Google 
Analytics (Fig. 3). The screen shot includes three interactions (pages). Each page is 
grouped into columns based on what stage of the process a learner is at, with the 
learner’s point of entry on the left and progression moving toward to the right. In all, 
53.1% of traffic abandons the site (bounces) after viewing the landing page. Popular 
landing pages are course content. In this figure the drop-offs become fewer and fewer 
as the learners progress through the 1st, 2nd, and 3rd interactions. Most learners who 
went all the way through the 3rd interaction viewed the course content which was 
uploaded weekly. 

Fig. 3. Learner-content interaction flow in the “Learner’s Digest” blog

4 Methods 

4.1 Instruments 

A questionnaire was developed to survey performance, learner-content interaction 
and learning outcomes (i.e., subjective and objective). The questionnaire is divided 
into five sections to specifically address the two research questions formulated in the 
study. Section one contains three questions capturing the respondents’ demographic 
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information such as age, gender and education. Section two contains three questions 
capturing their adopting time of computers, the Internet and experience of blog 
usage. Section three was developed for identifying learner content interaction with a
six-question format. Section four contains six items that were used for identifying 
subjective learning outcome. Each item was rated on a five-point Likert scale, 
ranging from 1 (strongly disagree) to 5 (strongly agree). Finally, objective learning 
outcome was assessed by the examination including blog-based activities such as 
posting content, commenting on others’ posts and assessing other posts constituted 
20% of the final score, while midterm and final reports constituted 15% and 35%, 
respectively. 

4.2 Participants and data collection 

To obtain the sample, the questionnaire was distributed in paper-based format in a 
renowned university of Taiwan. A total of 26 students participated in this study. The 
demographic information of the participants is shown in Table 2.

Table 2. Demographic profiles and descriptive statistics of the participants 

Name of the items Mean Stdv FL

Items of learner content interactions

LC1: I can access the presentation of text, graphics, animation, 
audio, video, etc.

4.46 .508 .788

LC2: I can access tailored instructional materials for my needs. 4.08 .845 N/A
LC3: I can access tailored test or quiz items. 4.00 .849 N/A
LC4: I can report my questions on content and receive immediate 
on-line help.

4.19 .567 .755

LC5: I can provide related links which contain useful information 
for the course.

4.15 .881 .696

LC6: I can participate in the events held, attracted and encouraged
by special incentives, for example, a prize for the student who 
provides more interesting posts.

4.15 .543 .774

Items of learning outcomes

LO1: Using the “Learner’s Digest” blog improved my knowledge 
of digital learning courses including different digital learning topics.

4.42 .578 .848

LO2: I acquired some useful knowledge through interacting with 
other users on the “Learner’s Digest” blog.

4.19 .694 .836

LO3: Engaging in the activities within the “Learner’s Digest” blog 
context enhanced my skills of using Web 2.0 applications.

3.96 .774 .778

LO4: I was very satisfied with the “Learner’s Digest” blog. 4.12 .766 .817
LO5: While participating in the “Learner’s Digest” blog, I 
experienced a sense of pleasure.

4.12 .864 N/A

LO6: It is worth participating in the “Learner’s Digest” blog. 4.23 .765 .807
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4.3 Assessing reliability and validity 

In this study, there were 4 items for learner content interaction, and the reliability 
of these items is .715. For the subjective learning outcome construct there were 5 
items, the reliability of which is .811. The internal consistency for all constructs was 
decided according to Cronbach’s alpha. With the range of alpha scores from .715 to
.811 obtained in this study, we can conclude that the questionnaire is reliable and 
that the data are suitable for analysis. 

To achieve construct validity, the data were examined using principal 
component analysis as the extraction technique and varimax as the method of 
rotation. With a cut-off loading of 0.50 and an eigenvalue greater than 1.0, three of 
the items were dropped. The results of the exploratory factor analysis revealed that 
the factor loading of items varied from 0.696 to 0.848 as shown in Table 3. 

Table 3. The descriptive statistics and the factor loadings of the items

Characteristics Categories Frequency Percentage 
(%)

Gender
Male 15 57.7%

Female 11 42.3%
Total 26 100

Age

Less than 25 21 80%

25-35 4 16%
More than 35 1 4%
Total 26 100

Education
Graduate 20 76.9%
PhD 6 23.1%
Total 26 100

Internet user
            ≤ 2000 8 30.76%
2001 to 2005 11 42.30%
≥2006 7 26.92%

Computer user
           ≤2000 11 42.30%
2001 to 2005 11 42.30%
≥2006 4 15.38%

Blog usage 
experience

            ≤ 2000 4 15.38%
2001 to 2005 8 30.76%
≥2006 14 53.84%

5 Results 

5.1 The effect of learner-content interaction on subjective learning outcome 
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A regression analysis was performed, with the measure of interaction between
learner-content as the independent variable and that of subjective learning output as 



the dependent variable. The result of the regressions is presented in Table 4. Learner-
content is a significant predictor of learning outcome (F[1, 24] = 16.140 p < .05).
The squared multiple correlation coefficient, R2, was 40%, which means the learner-
content interaction could account for 40% of the subjective learning outcome of the 
blog-based online course. It was found that the learner-content interaction 
significantly predicted the subjective learning outcome (β=.634, p < .01). 

Table 4. The regression results 

Model SS Df MS F Sig
Regression 3.150 1 3.150 16.14 .001
Residual 4.684 24 .195
Total 7.834 25

IV = Learner-content interaction, DV = Subjective learning outcome 

5.2 The effect of learner-content interaction on objective learning outcomes 

A regression analysis was used, with the measure of interaction between learner-
content as the independent variables and that of objective learning output as the 
dependent variable. The result of the regressions is presented in Table 5. Learner-
content is a significant predictor of learning outcome (F[1, 24] = 4.57 p < .05). The 
squared multiple correlation coefficient, R2, was 16%, which means the learner-
content interaction could account for 16% of the objective learning outcome. It was 
found that the learner-content interaction significantly predicted the subjective 
learning outcome (β=-.400, p < .05). 

Table 5. The regression results 

Model SS Df MS F Sig
Regression 68.51 1 68.515 4.57 .043
Residual 359.43 24 14.97
Total 427.94 25

IV = Learner-content interaction, DV = Objective learning outcome 

5.3 The relationship between subjective and objective learning outcomes in 
the blog-based online course 

Table 6 shows that there was a correlation between objective learning outcome 
(M=81.02 SD =4.63) and subjective learning outcome (M =4.18, SD =.560), r 
=.41, p = < .05.
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Table 6. The results of Pearson correlation between learning performance of subjective and 
objective outcomes in the blog-based online course 

Subjective
learning outcome

Objective learning 
outcome

Subjective learning outcome 
Pearson Correlation

Sig.(2-tailed)

N

1

26

.418*

.033

26

6 Discussion and conclusion 

This study investigated how learners’ interaction with blog-based learning content 
associated with unique features of learning materials on learning output, and reported 
the results of the analysis of these research questions. It has been shown that learner-
content interaction plays a role in predicting learning output. The result of this study 
is similar to the result of [10;11]. In terms of learning output, learner content 
interaction show significant influence on both subjective and objective learning 
output. This study also identifies that there is a significant positive relationship in 
learning performance between students’ subjective and objective learning outcomes. 
It is possible because of effective interaction with sound pedagogical principles  
underlying the blog-based content design. For example, this study offers blog-
content on the cognitive processes of learning with various types of learner-content 
interactivity in terms of multiple representations such as online content in text format 
with colors and subheadings, various types of hyperlinks, and interactive activities 
with feedback and interactive multimedia components such as video clips, 
PowerPoint slides etc. Such factors are very important for effective learning with a 
deep understanding of the learning materials. Moreover, Wang, & Newlin [18] found 
that the drop-off rate is higher if course contents fail to motivate good learning 
motivation. However, the learners who spend more time on blog have lower drop-
off rate.  In this study, Google Analytics shows that those learners who went all the 
way through the 3rd interaction viewed the course content which was uploaded 
weekly with a low drop-off rate. The findings of this study may help educational blog 
designers to create more effective learning content. For learners perspective this 
study may suggest to more learning–content interaction by providing comments, 
share idea, critics others post to enhance knowledge and reduce course drop rate. 
Institutions also may benefit to implement a blog-based learning along with 
traditional learning system. One of the limitation of this study is general finding were 
supported by 26 university level students who enrolled for same course work, so the 
results may not be generalized. Future study may consider different demographic 
with wide range of learner group. 
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Abstract. Music educators assess the progress made by their students between lessons. 
This assessment process is error prone, relying on skills and memory. An objective ear 
is a tool that takes as input a pair of performances of a piece of music and returns an 
accurate and reliable assessment of the progress between the performances. The tool 
evaluates performances using domain knowledge to generate a vector of metrics. The 
vectors for a pair of performances are subtracted from each other and the differences 
are used as input to a machine-learning classifier which maps the differences to an 
assessment. The implementation demonstrates that an objective ear tool is a feasible 
and practical solution to the problem of assessment. 
 
Keywords: Music education, assessment, learning analytics, machine learning. 

1 Introduction 

We define an objective ear as an agent that takes as input a pair of performances of 
a piece of music and returns an accurate and reliable classification of the progress 
made between the two performances. For example, a student at a music lesson may 
perform a piece that he or she is working on and the agent will compare that 
performance to the performance from the previous lesson and determine that the 
student has made no progress between lessons. Teachers and students can use such 
a tool as feedback during a music lesson, but the tool could also be used as part of 
a learning environment to provide valuable information to educators on the 
conditions under which a student makes progress. This paper describes the 
successful implementation of an objective ear. 

2 Background 

A music teacher’s ability to assess students has been well researched. The type of 
training a music teacher receives affects the kinds of errors a teacher detects. For 
example, band teachers are more attuned to rhythm errors whereas choir teachers 
are more attuned to pitch errors [13]. Several factors affect a teacher’s ability to 
detect a pitch error, such as the size of the interval between a pitch and the 
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previous pitch [6]. Discrepancies in assessment arise when assessing the 
performance of an entire piece of music compared to splitting it into pieces and 
evaluating each section individually [2]. Thus, an objective ear fulfills a need to 
aid teachers in performing accurate assessments. 

An objective ear must be matched to a genre of music. A universal objective ear 
is impossible because the fundamental rules of music have changed over time, and 
vary across the music traditions of various cultures. For this implementation of an 
objective ear, we limited the scope to Western music from the Classical era. This 
era covers the rise of Haydn and continues through to the death of Beethoven, 
roughly a period between the late 1700s and the early 1800s [7]. 

3 Method 

The objective ear has two main components: an evaluator and a classifier. Two 
performances of a piece of music in the MIDI data format [8] are input to the 
evaluator component. The evaluator performs several analyses of these 
performances. Each analysis results in a metric, and thus the evaluator produces a 
vector of metrics for each performance. These two vectors from the two 
performances are subtracted from each other, resulting in a difference vector. This 
difference vector is the input to a classifier that maps the difference vector to a 
classification from the set {worse, same, better}.

The evaluator applies a variety of techniques derived from the field of automated 
music analysis to create the metrics. From these analyses, we obtain the features 
used as input to the classifier. The evaluator does not rely on a score, but in the 
same way that a human familiar with a music tradition can detect errors in a piece 
that he or she has never heard before, the evaluator component identifies likely 
errors. 

A tempo analysis determines the tempo of the piece of music. Often, as a student 
masters a task, the tempo of the student's performance increases, making the tempo 
a valuable metric for progress. To find the tempo, the inter-offset-interval (IOI) of 
every note is calculated. This is the duration between a note and its predecessor.
Notes played simultaneously have an IOI time of zero. These zero IOIs are 
ignored, and the rest are clustered to find the largest cluster of IOIs using a
hierarchical agglomerative clustering algorithm [3]. This method of finding the 
tempo does not reliably find the tempo as per the written score of a piece of music 
but rather a multiple of the written tempo; but the tempo remains accurate relative 
to other performances of the same piece of music, making it suitable as a metric. 

A pitch analysis searches for likely pitch errors. The evaluator identifies pitch 
errors by applying a hidden Markov model using an n-Gram technique on a 
transformed data set to find unlikely pitch intervals. It transforms the data into an 
appropriate alphabet by first categorizing notes as being long, medium, short or 
simultaneous, based on the tempo of the piece. Rather than processing raw pitches, 
it extracts the interval between two pitches and scales it to an octave. For example, 
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if a note with a long inter-offset-interval moves from C to E, in this alphabet it is 
represented as a long major third. Thus, the alphabet consists of pairs of durations 
and intervals. 
   The n-Gram approach to finding pitch errors requires a dataset for training. The 
training data comes from Classical piano music transformed into the pitch 
analyzer’s alphabet. The pitch analyzer uses this data to calculate the probabilities 
of 3-grams. After converting a performance to our alphabet, the evaluator 
determines the likelihood of a note given its predecessors. The evaluator flags 
improbable notes – sequences of three notes for which their 3-gram probability is 
below a configurable threshold – as being unlikely. By dividing the number of 
likely errors by the number of notes, the evaluator calculates a normalized error 
rate for pitch errors. 
   The rhythm analysis applies the tempo analysis to find likely rhythm errors. 
Rhythm in the Classical period is usually related to the tempo by a factor of two or 
three. The evaluator first derives all expected inter-onset-intervals for notes by 
multiplying and dividing the tempo by integers whose factors contain only two or 
three. It then compares the actual inter-onset-interval for each note to the closest 
value in the set of expected IOIs and determines which notes deviate too much 
from any of the expected values, the amount of deviation being a configurable 
parameter. As with the pitch errors, the evaluator divides the number of rhythm 
deviations by the total number of notes to give a normalized error rate for rhythm 
errors. 
   This approach is unnecessarily broad because a performer can slightly change 
the tempo of a piece of music during a performance. A piece of music can, 
structurally, be broken recursively into smaller sections. At the end of more 
significant sections, it is acceptable in much of Western music for the performer to 
slow the tempo. The evaluator analyzes the piece to find the various sections [9] 
and based on how close a note is to the end of a major section, it allows the note to 
deviate more from the expected note value. Like the rhythm analysis, this gives us 
rhythm errors which we turn into a normalized error rate. 
   Performers of music from the classical period frequently decorate the music with 
ornaments. Ornaments are musical figures that a performer typically plays very 
quickly, but identifying ornaments is difficult because they inherently ambiguous 
depending on how the composer notates the music. The evaluator considers all 
short passages of quick notes that do not deviate too much from a central pitch as 
an ornament, an approach similar to how we might identify ornaments when 
listening to a performance. This definition is sufficient to capture most ornaments. 
Using this rule-based approach, ornaments can be identified [5]. Once identified, 
we can categorize the number of ornaments and their complexity by counting the 
number of notes in an ornament. Using the complexity as a weight we can give a 
weighted count of ornaments in a piece and then normalize it to a rate. Unlike 
error rates, a higher value in the metric demonstrates greater mastery. 
   A final metric is created by grouping errors together. This approach is based on 
an intuitive examination of error detection. If a performer plays a note that is both 
the wrong pitch and rhythm, the listener may hear these as a single error. The 
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evaluator groups errors in time. That is, all errors within a time threshold are 
combined as a single error. Using this approach, the evaluator counts the number 
of error groups, and normalizes this to an error rate per note. 

For each performance, the evaluator component creates a vector of metrics. It 
subtracts the vectors for a pair of performances creating a difference vector. The 
classifier maps the difference vector to an indication of progress. A machine 
learning classifier requires a dataset for training, and the creation of such a dataset 
is part of this research activity. The dataset was prepared by recording pairs of 
performances of music from the Classical era. A set of eight human listeners 
listened to the pair of performances and classified the progress. By keeping the 
musical excerpts short, playing one excerpt immediately after the other, and using 
multiple listeners the dataset overcomes flaws in human assessment. In total, 227 
pairs of performances were evaluated.  

We chose a simple decision tree classifier that uses information gain to 
determine best split points because decision trees, as opposed to many other kinds 
of classifiers, can be analyzed to generate human-understandable rules. For 
teachers who are suspicious of an objective ear, being able to understand the rules 
used by the tool is important. The items in the dataset are randomly split between 
the training set and the test set with two-thirds of the items put in the training set 
and one third in the test set. This decision tree implementation did not perform any 
pruning. 

4 Results 

To test the classifier, and the overall system, we ran the items in the test set 
through the classifier, and compared the decision tree's classification to the 
expected classification from the human judgements. From this we created a
confusion matrix for the classifier and in turn determined the classifier's accuracy. 
We also calculated the standard error of the classifier, and thus gave a confidence 
interval for the classifier's accuracy. 

If we let T be the sum of the elements on the diagonal of the confusion matrix 
and n be the total number of data points, we calculate the accuracy as:  

,                                (1) 

the standard error as: 

,                      (2)

and the 95% confidence interval as: 
          .           (3)
Other common machine learning measurements such as precision and recall are 
less important for the objective ear because false positives are just as problematic 
as false negatives. 

Running the test set against the classifier produces: 
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Table 1. Confusion Matrix 
 Worse Same Better 
Worse 22 1 4 
Same 1 28 6 
Better 2 9 34 
 
The accuracy is 0.785, the error rate is 0.215, and the standard error is 0.040. 
Applying the standard error, we get a 95% confidence interval with the range 
[0.707, 0.863]. 
   An intermediate dataset was created by the evaluator processing the dataset’s 
elements and pairing each resulting difference vector with its original element’s 
judgement. Using the Weka toolset [4] a variety of classifiers were trained using 
this dataset, producing the following results: 
 
Table 2. Weka Classifier Accuracy 
Algorithm Accuracy 
J.48 Decision Tree 0.819 
Random Forest 0.842 
Multilayer Perceptron 0.853 
Decision Table 0.864 
 

5 Discussion 

The results show that an objective ear is feasible. The implementation provides a 
tool sufficiently powerful to add value to a music learning system and aid students 
and teachers in music education. The experimentation with the Weka toolkit does 
show that the decision tree used in the tool is less accurate than other types of 
machine learning classifiers, indicating that tool could be improved by further 
tuning the decision tree or by choosing a different classification algorithm; but it 
also shows that the features extracted by the evaluator are sufficient to determine 
progress. 

6 Conclusion 

The objective ear is a powerful tool for music educators. This research 
demonstrates the feasibility of automating assessment. Possible next steps include 
extending the tool to support music from other periods of Western music, such as 
the Baroque and Romantic periods, or to support non-Western music traditions. As 
well, we could dramatically improve the tool’s usability by applying automated 
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music transcription to convert raw audio signals into MIDI data. The field of 
automated music transcription is still progressing, and may soon be able to 
accurately perform the necessary transcription. This would make it possible to 
implement the objective ear as a smartphone app, making it significantly easier to 
use and expanding the tool to instruments that do not provide MIDI interfaces. 

The approach used by the objective ear could be applied to other performative 
skills such as dancing, figure skating, or boxing. In these cases, the evaluator’s 
metrics would need to be implemented using domain specific analyses. For many 
of these skills, a tool that accurately assesses progress would provide value. 
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Abstract. The aim of this study is to visualize the status quo of the research on 
information literacy via co-citation analysis. A total of 1326 papers with full 
bibliographic records were retrieved from Web of Science database as the 
sample. CiteSpaceV was used to conduct visualization analysis to build 
knowledge map by identifying the representative countries, research hotspots, 
evolution path and research frontiers in the field of information literacy. 
 
Keywords: Information literacy. CiteSpaceV. Co-citation analysis. 

1 Introduction 

Since the 1990s, with the development and application of information 
technology, we gradually entered into the information society. Information literacy 
is as essential as basic reading and writing in the information society. The term 
“information literacy” was been firstly put forward by Zurkowski in 1974 .Then, 
information literacy has got more and more attention. In order to provide insights 
into research state about information literacy, this study aims to deeply analyze the 
core countries, research hotspots, research frontier and evolution path of 
information literacy by using the Cite Space V. 
 

2  Research methodology 

2.1 Research tool 

Cite Space V[1]was choosed as the research tool in this study, which is a 
computer program developed in Java by Dr. Chen for visualizing and analyzing 
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literature of a scientific domain. Cite Space V takes bibliographic information from 
the Web of Science and generates co-citation networks, nodes and links to 
summarize key information about the literature analyzed. 

2.2 Data collection 

The input data sources used in this paper come from the Web of Science 
database which is published by the Institute for Scientific Information (ISI). The 
data retrieval strategy is the following: Topic= Information literacy OR Computer 
literacy OR ICT literacy OR information competency; The scope of subject is 
limited in Computer Science, Education educational research, psychology, 
Telecommunication and other related education fields.  

3 Research Results and Discussions 

3.1 Analysis of core countries  

We selected “country” as the “node type”, set top N=50. Finally, the cooperation 
network of country was generated, as shown in Fig. 1. 

Fig. 1. Country distribution diagram of information literacy research 

As can be seen from Table1 and Fig.1, in the field of information literacy 
research, USA occupied the top place with 554 pieces. England ranked the second 
place with the number of 118 pieces. The rest of rankings were Canada, Australia 
and so on. Since information literacy research started late relatively, China ranked 
10th place with 32 pieces. 
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Table 1. Country distribution of information literacy research. 

Rank Literature 
Quantity Country Rank Literature 

Quantity Country

1 554 United States 6 61 New Zealand

2 118 England 7 48 Spain
3 105 Canada 8 41 Germany
4 67 Australia 9 33 Korea
5 63 Taiwan 10 32 China

3.2 Analysis of research hotspots 

The high frequency keywords are often used to define a hot issue.[2]In this 
study, we select “keyword” and “term” as the node, use Pathfinder algorithm, and 
generate keywords co-occurrence graph and  as it was shown in Fig 2.

Fig. 2. Network map of research hot spots on information literacy 

In Fig. 2, the ring represents keywords while the size of ring indicates their 
frequency, purple rings are key nodes, which mean mediation centricity greater 
than 0.1. It’s not difficult to see that “education” was the highest frequency node.

Table 2. Hotspots on information literacy frequency 50 .

Rank Frequency Keyword Rank Frequency Keyword

1 179 education 8 83 technology

2 156 literacy 9 81 care
3 138 information 10 78 knowledge
4 118 student 11 71 model
5 115 Information literacy 12 70 curriculum
6 97 skill 13 70 performance
7 96 internet 14 65 health literacy
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There are multiple hotspots from 2005 to 2017, such as education, literacy, skill , 
internet , technology , student , curriculum, knowledge , health literacy and so on. 
The top 14 high-frequency key words are listed in Table 2 whose frequency 50.

3.3 Analysis of research evolution path 

The key node in network map is the node that owns the high degree of centrality 
or cited frequency [3]. The time Map of Information Literacy with 496 nodes and 
962 lines as showed in Fig3. 

Fig. 3. High Cited Literature Time Map of Information Literacy 

Based on the highly cited literatures, the authors classified the evolution path of 
“information literacy” into three stages: 

First stage: The generation and connotation of “information literacy”
Jan A.G.M. van Dijk (2003) published “The Deepening Divide: Inequality in the 

Information Society”. he predicted that ultimately different uses of ICT will bring 
the most important digital and information inequalities in society.[4]David Bawden 
(2001) published “Information and digital literacies: a review of concepts”. Related 
concepts, such as computer literacy, library literacy, network literacy, Internet 
literacy were described and reviewed by way of a literature survey and analysis.[5] 

Second stage: Research and application of "information literacy" in the 
field of education

Lina Markauskaite (2007) explored the structure of trainee teachers’ ICT literacy 
including problem solving, communication and metacognition, basic ICT 
capabilities, analysis and production with ICT, information and Internet-related 
capabilities. [6]Amber Walraven (2008) proposed Children, teenagers and adults 
have trouble with specifying search terms and judging source and information, but 
schools and teachers has paid little attention to culture this skill embedded in 
curricula.[7]Heidi Julien examined the relationship between curricula in secondary-
level science classrooms. The findings of this study demonstrated that many 
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students lack of information search, analysis and evaluation of information 
skills.[8] 

Third stage:The influential factors of “information literacy”
AJAMV Deursen(2009) found that higher levels of education seem to perform 

best, age did not contribute to information skill related problems. [ 9 ]Meng-
JungTsai(2009) investigated the gender differences in junior high school students’ 
Internet self-efficacy and their behavior. The findings demonstrated girls had 
significant higher communicative Internet Self-Efficacy than had the boys, boys 
showed a significantly higher Internet use intensity than did the girls. [10]Eszter 
Hargittai (2010) proposed that higher levels of parental education,being a male, and 
being white or Asian American are associated with higher levels of Web-use skill. 
Additionally, socioeconomic status is an important predictor[11]. 

3.4 Analysis of research Frontier 

In this study, the research frontiers are presented in Table 3 via the bursting 
detection algorithm. 

Table 3. Bursts terms with regard to information literacy. 

Rank Bursts Terms Bursts Rank Bursts Terms Bursts

1 pedagogical issue 4.97 5 medical education 3.71

2 computer literacy 4.85 6 digital divide 3.69

3 medical 4.38 7 computer 3.68

4 learning 4.07 8 school 3.65

5 standard 3.75 10 worldwide web 3.65

From the table 3, we could see that “pedagogical issue”, “learning”,” medical 
education” “school” were the research frontiers of information literacy. In fact, 
with the rapid development of information technology, information literacy has got
more and more attention in the field of education. many researchers conducted the 
research about integrating information technology into the curriculum with learning 
activities to cultivate students' information literacy,[ 12 , 13 ]. Additionally, 
“computer”,” computer literacy”, “standard” were the research frontiers of 
information literacy. In the early stage, information literacy was interpreted as the 
ability to use Computer. in November 2010, UNESCO put forward the standard of 
information literacy, including access/retrieve information; evaluate/understand 
information; use/create/exchange information[14]. 

4 Conclusions 
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This study takes information literacy as the subject and makes a visualized 
analysis based on the CiteSpaceV. This paper has presented core countries, 



research hotspots, research frontier and evolution path of information literacy. 
However, this study was limited to the database of WOS, the next study might 
carry out research of information literacy using different databases. 
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Abstract. Contemporary research practice unreasonably obscures formative research 
outcomes from public notice. Indeed, this exclusion -- often unintentional -- holds true even 
when the research is publicly funded. Accordingly, the Public must search scholarly channels, 
such as academic journals, for research information that is not composed for general 
comprehension. Essentially, a breach in information transmission separates researchers and 
society at large.  In education, a similar communication gap exists between students and 
instructors, given that instructors rely on traditional assessment activities to measure student 
performance and rarely realize the corresponding study efforts. Consequently, certain 
important formative evidences go largely unnoticed.  Today, researchers are exploring smart 
learning processes that exploit opportunities triggered by environmental affordance, personal 
need, and/or professional expectation, and mitigate various assessment difficulties.  
 
This presentation introduces Open Research in the context of Smart Learning. First, it 
discusses the advantages of opening the research process to an authorized public, fellow 
students, educators and policymakers. For example, it argues that greater accessibility can 
promote research growth and integrity.  Second, it uses observational study methods to 
illustrate the ways students and educators can conduct their own experiments using 
continuously arriving data. This second section introduces three matching techniques (i.e. 
Coarsened Exact Matching, Mahalanobis Distance Matching, and Propensity Score Matching) 
and three data imbalance metrics (i.e. L1 vector norm, Average Mahalanobis Imbalance, and 
Difference in Means) to assess the level of data imbalance within matched sample datasets. 
Ultimately, the presentation promotes Smart Learning Environments that incorporate 
automated tools for opportunistic capture, analysis and remediation of various formative study 
processes. Such environments can enable students to ethically share and receive study data 
that help them conduct personal observational studies on individual study related questions. 
Moreover, it explains key traits of observational studies that are relevant for smart learning 
environments, considering the comparable traits of blocked randomized experiments. 
Remarkably, this presentation proposes a novel idea to connect Open Research with Persistent 
Observational Study methods. It explores how open research can support adaptive and self-
regulated learning. It advocates for innovative research practices that can produce better and 
smarter learning. 
 

Keywords: matching in smart learning environments • propensity score matching 
• randomized experiment • interactive analysis • observational study • learning 
analytics • data imbalance • persistent observational study 
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1 Open Research

Typically, researchers do not publish their findings in formats that a Public can 
engage or understand; Worldwide, a critical communication gap divides research 
communities and the Public. Consequently, the Public remains largely uninformed 
about research outcomes, except for the little they can glean through popular media. 
Principally, researchers publish their outcomes in academic channels such as journals 
and conferences, which are meant for fellow researchers. Unfortunately, neither 
popular media nor scholarly publications capture the kinds of details about research 
processes that the Public can connect with. Given that society is usually on the 
receiving end of many research endeavors, it is concerning that it rarely participates 
in the research cycle – when researchers propose ideas, apply for funding, investigate 
ideas through various processes, reach outcomes, and drive new research directions. 
Accordingly, contemporary research practices appear to be unintentionally and 
unreasonably marginalizing public social awareness of research matters. This is an 
oversight that is especially striking for publicly funded research.

Certain data indicates that the Public wants to be involved in research. For instance,
in a recent report on public attitudes towards research [15], 90 per cent of the sample 
population supported public involvement, while public trust in university researchers 
fluctuated between 60 and 90 per cent. This strongly suggests that an overwhelming 
majority of society wants to understand, question, utilize, influence, and engage in 
research processes -- especially when the research is publicly funded. Consequently, 
a compelling and justified opportunity emerges to cultivate a culture of open research
that offers many benefits.

First, open research can empower the Public. Essentially, people can draw from 
direct involvement in evidence-based research for informed discussions on science,
rather than relying on cultural beliefs, blind trust, basic intuition and media 
representations [16]. Second, greater public understanding can spark deeper research
involvement, which is essential as many nations search to expand their researcher 
pool and regulate research spending [24, 25]. In addition, substantial public 
awareness of research processes will help the Public understand and value certain
critical data, such as why the top 96 Canadian researchers [17] are among the top 1% 
researchers in the world. Thus, greater public participation could generate profound
public interest to engage on a more fundamental and academic level. Third, Open 
Data [18, 19] allows for transparent sharing of information. For instance, Open 
Research welcomes investigative scrutiny by the Public, which ensures transparency 
in research processes. Accordingly, the Public can use open datasets to monitor 
ongoing research and perform various checks and balances, e.g. raise questions on 
research validity and applicability, lead audit studies on quality, and test outcomes 
for replicability. In this way, Open Science [20,21,23] can support the integrity and 
growth of science research. Fourth, open research can influence key marketplace and 
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regulatory policies that promote positive public attitudes towards research,
encourage richer participation and spark healthier competition in the private sector.
In addition, greater believe in research integrity could further R&D investment by
business enterprises. Moreover, improving public faith in research will help counter 
various concerning observations, such as those of a recent benchmark report [22]
indicating a sharp reduction in business R&D expenditures as a share of GDP.

This presentation will deliberate the need for open research, including the need to 
encourage citizen engagement, to establish standards for open research, and to assess
proposed policies to guide researchers in practicing open research. The next section 
discusses the merits of observational studies built on specific matching techniques.

2 Observational Study

Traditionally, the research community denotes randomized experiments as the gold 
standard [9-13] for science research. Nonetheless, completely randomized 
experiments have raised certain ethical concerns in educational settings.
Accordingly, researchers are investigating observational studies [14] to supplement 
and possibly replace randomized experiments in educational research. Observational 
study refers to research that explores cause and effect whereby researchers limit their 
control of independent variables for ethical and logistical reasons. Nevertheless, 
many researchers believe that observational studies overestimate treatment effects,
which can reduce their validity [10]. In addition, the results of observational studies 
may contain undetected confounding bias, thus leaving results open to debate.
Essentially, several researchers maintain that the benefits of randomized experiments
should not be oversimplified [11]. As a result, researchers are exploring the 
compatibility of both study types. Silverman [12] indicates that observational studies 
– using larger and more diverse population samples over longer follow-up periods -
- can supplement the findings of randomized experiments.

This presentation proposes an observational study built on the matching techniques 
prescribed by King [8], in which increasingly available new sensors can better 
observe and/or record teaching and learning experiences in real-time. It will 
demonstrate how learning analytics processes can incorporate observational sensors
and advance blocked randomized experiments that measure the impact of analytics. 
Ideally, such techniques could enable teachers to step into the roles of analytics 
researchers using Shiny’s interactive analyses.

In addition, this presentation will explain matching techniques such as Propensity 
Score Matching [1], Coarsened Exact Matching [2], and Mahalanobis Distance 
Matching [3] along with their corresponding imbalance metrics, i.e. L1 vector norm, 
Average Mahalanobis Imbalance, and Difference in Means.
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Propensity Score Matching is the most popular matching technique in observational 
studies [8]. This presentation will demonstrate its suboptimality by presenting an 
observational study with randomized and non-randomized data [4-6] using R 
libraries (MatchingFrontier [7], CEM, and MatchIt) and the web application 
framework for R called Shiny. It will measure the data imbalance accuracy of the 
proposed observational study design against an equivalent randomized experiment.

As mentioned above, this presentation aims to explore open research in the context 
of smart learning processes. This next section discusses some important features of 
Smart Learning and its relationship to open research.

3 Smart Learning 

21st Century Smart Learning [26-29] exploits learning opportunities that are triggered 
by environmental affordance, personal need, and/or professional expectation. This 
presentation advocates for Smart Learning Environments to incorporate certain 
automated tools that enable the opportunistic capture, analysis and remediation of a
learner’s formative study processes [30]. Learning Analytics has tools to identify
learning opportunities in the context of competence and pedagogy. This presentation
will demonstrate a Learning Analytics system in the domain of ‘computer 
programming’ to measure the progress of students in various programming related 
competencies.

Success in learning depends on an awareness about adapting learning effectively, 
and self-regulated learning is key to that awareness. The presentation will 
demonstrate a computational model of self-regulation that tracks student ability to 
adapt their learning based on the outcomes of the model. In this way, learning 
analysis becomes more useful to students.

In addition, the presentation promotes learning environments that enable students to 
share and receive data arising from their study processes through a dynamic 
dashboard -- within an accepted ethical standard -- empowering them to conduct 
individual observational studies about their study related questions. Notably,
research can benefit from wider scrutiny by being more open to an authorized public, 
fellow students, educators and policymakers. Moreover, students can share their 
Learning Analytics data with others. They can conduct their own observational 
studies and verify the utility of the self-regulation computational model using 
personal data and data from other students. 

Smart Learning tools can assist students in conducting observational studies,
especially in cases where the students may not be knowledgeable about the 
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intricacies of observational studies. Specifically, many aspects of conducting an 
observational study can be automated within the learning environment itself, and 
students can utilize an automated toolkit for more vigorous study.

Typically, research studies -- longitudinal or otherwise -- have fixed timeframes,
including a starting point and an ending point. This presentation will introduce 
participants to the possibility of conducting studies that are persistent in nature. 
Consequently, the study will continue to collect data and produce outcomes as and 
when various data become available. For example, self-regulation is an individual 
metacognitive trait of a student that has been shown to be instrumental to the 
academic performance of students. Studies of self-regulation have been conducted 
in specific domains (e.g., mathematics, study strategies, healthcare), on different 
participant profiles (e.g., K-5 students, higher education students), addressing many 
dependent variables (e.g., competency, memory, recall). 

This presentation proposes Research Methods of Persistent Observational Study that 
can empower students to conduct observational studies and take on researcher roles
in an open research system. In a persistent observational study on self-regulation the 
following variables will drive the generation of data, among others -- a) the study 
habits of the participating student population, b) the willingness of the population to 
share data, and c) the pattern of participant consent to use or to withdraw data. 
Basically, this process will facilitate more accurate and continuous research 
outcomes, by keeping research questions well-defined but leaving the collection, 
verification, validation and analysis of data dependent on the arrival of data. 
Ultimately, this presentation aims to explore novel research methods that promote 
smarter learning and better learning environments.
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Abstract. Recently, there has been an increasing interest in learner 
modeling in order to provide personalized computer based learning experiences. 
Generally, researchers and practitioners use questionnaires as a method to model 
learners, including their personalities, which can be time consuming and not 
motivating. Therefore, this paper presents a new approach for modeling the 
learner’s personality, specifically introvert/extrovert, using an online educational 
game and Learning Analytics (LA) system.  

 
Keywords: Learning Analytics. Educational Games. Learner’s Personality. 
Learner  Model. 

1 Introduction 

Learners have different individual characteristics and because of that, they behave 
differently in Computer Based Learning (CBL) [1]. “Personality” is one of the 
characteristics which is widely identified as an important indicator of individual 
differences [2]. To gather information about learners, including personality, 
researchers usually use an explicate method, namely questionnaires. Tlili, Essalmi, 
Jemni, Kinshuk, and Chen [1] found that the most used method to model the 
learners’ personalities in CBL is questionnaires.  

Questionnaires present statements that describe individuals and they can be 
typically too long and make learners stressed and not motivated [1]. In addition, 
Okda and Oltmanns [3] stated that questionnaires may not be the best method to 
use, since learners may try to look in an acceptable version when they feel that they 
are being assessed by others. To overcome this problem, it is possible to use an 
implicit method to model the learners’ personalities based on their game behaviors 
using an LA system. Siemens [4] defined LA as “the use of intelligent data, 
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learner-produced data, and analysis models to discover information and social 
connections, and to predict and advise on learning.” Therefore, this paper presents 
an online educational game and LA system to implicitly model the learners’ 
personalities, specifically the introvert/extrovert personality. Jung [5] considered 
introversion as people who move their energy towards their inner world of feelings 
and ideas, while, he considered extraversion as people who move their energy 
towards the external world of people and activities.  

The rest of this paper is structured as follows: section 2 presents the game 
design, while section 3 focuses specifically on describing how this game is used as 
a learning and modeling tool of personality. Finally, section 4 concludes the paper 
and presents future directions based on this research.

2 Game Design 

To model the learner’s personality based on his/her game behaviors, a newly online 
Computer Architecture Game (CAG) was developed and deployed on an OVH web 
server. CAG is a role-playing game which aims to teach the computer architecture 
subject [6]. The main goal of the learner is to install the antivirus in the central 
computer of Kairouan city in order to bring it back to life. Learners can experience 
various learning activities while achieving the CAG goal. In particular, during the 
learning-playing process, the learners’ game traces are stored in game variables 
then are automatically saved in MySQL database deployed on the OVH web server 
as well. This is done using typical client-server architecture with PHP scripts. The 
next section describes the CAG game and the way it is used as a learning tool as 
well as a modeling tool of the learners’ personalities.

3 CAG Game  

The learners start by choosing their game character to control within CAG. After 
that, in order to achieve the game goal and win, they have to finish five different 
learning quests, namely collecting coins, shooting, quiz, buying and battle [6]. For 
instance, Figure 1 shows a screenshot of the shooting learning activity interface. 
The learner will experience, during this activity, two types of magical power to 
shoot the correct answer of the question defined in the “Missions” box (using right 
and left mouse click) regarding the computer architecture subject. Every time a 
correct answer is shot, the learner gains bonus money. 
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Fig. 1. Game interface of the “shooting” learning activity 

Besides, the game also offers a simple and easy interface where teachers can 
update the delivered learning content to fit their next needs (e.g., the learning 
content can be updated to fit the next course chapter that the teacher wants to 
deliver to learners using CAG). This criterion allows the reusability of CAG with 
different learning contents. For example, Figure 2 shows a screenshot of the 
interface where he/she can modify the learning content of the “shooting” game 
activity. The teacher has to write in the first two text boxes (related to both magical 
powers using left and right mouse clicks) the questions that will appear to learners. 
In addition, he/she has to define the three answers, where learners should only 
shoot the correct answer among them. Finally, the teacher has to set the feedback 
message that will appear to learners in case the answer is correct or wrong. 

Fig. 2. Game interface to update the learning content 
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Furthermore, to model if learners have introvert or extrovert personalities, 
CAG implicitly collects the learners’ traces using various game scenarios, during 
the learning-playing process. These traces were identified based on the extrovert/ 
introvert features [7]. For instance, extroverts prefer hot colors while introverts 
prefer cool colors. Thus, the trace “Color” is used within CAG to see the type of 
color that the learner prefers [8]. Figure 3 presents the developed game scenario 
within CAG to implicitly collect this trace. In this context, the learners have to 
enter a clothes shop to pick up the clothes for their game characters which are 
available in two colors, namely red and sky blue. The choice of the learner can help 
to deduce if he/she is an extrovert or introvert. Of course, the game character’s
clothes will be changed to the selected color by the learner. 

Fig. 3 . CAG scenario to collect the “color” trace

Figure 4 also presents another game scenario to collect the “Risk” trace within 
CAG. In this context, extrovert people are known to be more risk takers than 
introvert people. Therefore, CAG presents two paths for learners, as shown in 
Figure 4. The one with the red arrow is written on it “dangerous”, while the one 
with the green arrow is written on it “safe”. The taken path can help to deduce if 
the leaner seeks danger or not, hence identify if that learner is an introvert or 
extrovert. 
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Fig. 4 . CAG scenario to collect the “risk” trace

Finally, the above presented traces (based on the game scenarios presented in 
Figure 3 and 4) were collected and fed to the developed LA system using C# 
language, based on the Naïve Bayes classifier, to identify each learner’s 
personality, as shown in Figure 5. In this context, the obtained LA results can be 
used by teachers to provide personalized learning experiences to their learners 
according to their personalities. 

Fig. 5. Screenshot of the LA system results based on CAG 
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4 Conclusion 

This paper presented two systems, namely an online educational game CAG and 
LA system, to implicitly model the learners’ personalities, specifically the 
introvert/extrovert personality. In this context, the learners’ traces were first 
collected from the CAG and then fed to the LA system. This system uses data 
mining techniques to model the learner’s personality using Naïve Bayes classifier 
algorithm.  Future directions could focus on: (1) Deploying both the LA system 
and CAG on the cloud to provide open learner model where it can be re-used by 
other learning systems; and, (2) Providing personalized learning-playing 
experiences within CAG based on each identified learner’s personality.
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Abstract. Both classroom and online learning ask students doing reading activi-
ties. The mature and widely used e-readers allow students reading and making 
annotation on the screen with their computer, tablet, or even smartphone. Anno-
tations will be a very important resource aside from the notes for students while 
preparing for exams. However, sometimes students might think something is 
not important or relevant or just simply overlook while making annotations on 
the materials. Such annotations might lead to lose marks later when they are 
writing exams. The research team has developed an online annotation system 
that allows teachers to create online reading activities for their students and re-
view students’ annotations on the e-text. Moreover, with the help of a bio-
inspired innovative clustering method GRACE (General Rapid Annotation 
Clustering Enhancement), students will be offered annotation recommendations 
based on the similarity their annotations have from other students on the same 
text. In such case, students may reconsider the content they chose to ignore or 
overlooked earlier and make their annotations more complete and better for ex-
am preparation later.. 

Keywords:  annotation, bio-inspired approach, clustering, e-text, recommenda-
tion 

1 Introduction  

Nowadays students are getting used to read on digital devices include computers and 
tablets. Liu did a research on getting people’s reading habits change in the last 10 
years [4]. Eighty-three percent of participants said that they increased read electroni-
cally. Similarly when students were offered to receive hard copies or read online with 
digital ones, Chrzastowski and Wiley found that students prefer the digital ones more 
[2]. Bounie and colleagues [1] also found that Amazon sells more digital books than 
printed books, especially in higher education [3]. 

In most of courses teachers usually ask students to read pieces of articles on papers 
or in a text as reading assignments. When students do reading activities, they make 
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annotations on the reading materials. The annotations include notes taking and words 
or sentences highlighting [5]. They have their preferred ways to make annotations 
while reading; for instances, some of them may annotate the important words they 
thought in different ways (e.g., highlighting, underlining, or double-underlining).  

Taking a piece of a text in the "Pollution" article1 – "Every year in the U.S. facto-
ries release over 3 million tons of toxic chemicals into the land, air and water" – as 
example. When three students, John, Andrew, and Mary, see this text, John might 
only circle the word "air" since he feels that is the most important thing he should 
remember; Andrew, on the other hand, might underlines the whole sentence as he 
feels this information is extremely important; and, Mary, she chooses only to high-
light the three words – "land", "air", and "water" – due to she believes that an item in 
exam may ask the destinations those toxic chemicals are released into.  

First of all, they might all right about the importance of particular text or word(s), 
but they choose to use different way to annotate. Second, they have different percep-
tions toward the importance of the text and/or word(s). For example, although John 
and Mary have similar annotations, John either intentionally ignores or just overlooks 
the other words “land” and “water” while making annotations. When John is prepar-
ing an exam with the annotated article he made, he may skip those un-annotated 
words because he thought that he had filtered and annotated all important words or 
concepts already. In such case he probably will only mention “air” when he sees a 
question of "Environment Pollution" in the mid-term exam asking where the toxic 
chemicals are released to and he may lose some marks for that.  

To avoid missing important thing while preparing for quizzes and exams, students 
usually consider to take a look at classmates’ notes and even annotated texts. With 
such method, taking abovementioned John’s case as example, he might notice that the 
words "land" and "water" were highlighted in Mary’s text but were missed in his text. 
Under such circumstance, he might also consider to further circling the two words on 
his copy and this action may lead him to answering the question in the exam later 
better and getting higher marks for the exam. 

The research team has designed and developed an online annotation system which 
acts as a platform to allow teachers creating reading activities and students doing 
online reading and making annotations with a variety of ways – highlight, underline, 
bold, italic, and the use of sidebar notes and different colours. The system also has a 
built-in GRACE (General Rapid Annotation Clustering Enhancement) clustering 
method running behind the scene to automatically group students according to their 
annotations [4].  

With GRACE’s help, the system can prompt annotation recommendations for a 
student immediately according to the clustering results when he or she make an anno-
tation on the reading material. The annotation recommendations are made based on 
the difference among the annotations made by the students who are clustered into 
same group. This way, since the students in the same group are treated to have similar 
annotation behaviours which also implies they might have similar perceptions toward 
the importance of words and the passages, reminding students with the annotations 

                                                           
1  http://webpage.pace.edu/jb44525n/page5.html 

136 M.-H. Chang et al.



that others in the same group made may help them review and notice the potential 
information they overlooked or considered less important. 

The paper is organized in the following way. Sections 2 and 3 use cases and 
screenshots to explain how teachers and students can use the online annotation system 
for their reading activities in their course.  Section 4 makes conclusion and talks about 
next steps.  

2 How Teachers Use the Online Annotation System 

The online annotation system and its features can be seen online2. Both of teachers 
and students now are allowed to self-register an account and use the system. As soon 
as teachers register an account and sign in the system, they can create and manage 
their own courses freely as Fig. 1 shows. When they create a course, they need to 
enter a variety of information about the course – course year, season/semester/term, 
number, and name. They may also click “Choose” link to enter particular course to 
manage reading activities and review their students’ annotations. They may always 
switch to another course by clicking “Choose a course” link at left hand side menu 
shown in Fig. 2. 

A course can have many reading activities and teachers may setup starting and end-
ing dates for a reading activity. Taking Fig. 2 as example, teachers can initiate the 
reading activity creation process by clicking “Creating reading activities” at left hand 
side menu. They then need to enter the reading activity’s name, start and end dates, as 
well as the text for reading. At bottom of the reading activity creation page, a check 
box “No suggestion” allows teachers to decide whether or not the activity is going to 
provide students annotation recommendations while reading. If they think it is a good 
idea for their students to simply read alone, then they can choose to check this box. 

 

 
Fig. 1 Course creation and management. 

 

                                                           
2 http://grace.is-very-good.org 
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Fig. 2 Reading activity creation. 

 
Teachers can then see and manage all reading activities they created for a course 

by clicking “Manage reading activities” link at the menu as Fig. 3 shows. From the 
list of reading activities, they can not only update and delete a reading activity but 
also review the annotations their students have made so far. Teachers may see the 
computerized clustering results or manually group students according to their wish. 

 

 
Fig. 3 Manage reading activities. 

3 How Students Make Annotations and See Recommendations 

When students register an account and sign in the system, they can see all courses in 
the system and enroll the courses they like. As soon as they enroll a course, they can 
check out what reading activities teachers created as Fig. 4 shows. They can start to 
do a reading activity by clicking “Reading” link when the activity is available – the 
day is between the start and end dates.  
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Fig. 4 List of reading activities 

 
Fig. 5 shows the user interface that students are reading and making annotations. 

They can choose single or multiple ways for making annotations, for instance, if they 
want to use green colour and bold font to annotate a passage, then they need to select 
“Multiple choice” option instead of “Single choose”. When they annotate the word 
“wheelbarrow” on the text, the system automatically remind them to take a look back 
to see if they overlook “chemicals and wastes into” and may want to annotate it. If 
they think the recommendation is not useful, they can choose to click “Close” button 
to dismiss the recommendation. Students can also feel free to check “Hiding sugges-
tions” to tell the system not giving them recommendation and avoid interruptions 
while reading. 
 

 
Fig. 5 Making annotations and receiving recommendation 
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4 Conclusion 

The research team has designed and developed an online annotation system which 
allows teachers to create reading activities for their students and provides students 
annotation recommendations according their annotation similarity compared with 
their classmates. This paper explains how teachers and students can use the system. 
The next steps for the research team include (1) conducting pilots and experiments to 
know whether or not the system can really help teachers to know their students learn-
ing problems and how students perceived the usability toward the system; (2) provid-
ing alternative annotation recommendation mechanism which gives students recom-
mendations about annotations made from students who are not in the same group – 
heterogeneous recommendation. The rationale of having heterogeneous recommenda-
tion is because sometimes “thinking out of the box” may help students learn better.  
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Abstract. In order to collect students’ big data during learning process, model 
their knowledge and capability structures, and provide the individualized service 
based on the data, Advanced Innovation Center for Future Education of Beijing 
Normal University has researched and developed a big data analytics and smart 
service platform, Smart Learning Partner (SLP). This paper introduces and 
analyzes the SLP platform and its representative characteristics as well as 
explains the hidden logic of its smart service, thereby providing a reference for 
educators to draw upon when carrying out personalized research. 

 
Keywords: Smart Learning Partner (SLP), big data, smart service 

1 Introduction 

As the National Education Reform has been further carried out, school education 
reform focuses more on students’ competence development and the individualized 
service when learning behavior has done. All students aspire to obtain personalized 
service and smart service in the era of big data. In this sense, how to evaluate 
student’s competence based upon their score has become a hot topic for discussion. 
Big data thus will gradually play a key role in providing students with smart 
service. 
 

 
Fig.1 A prototype of SLP 

 
“Smart Learning Partner” (SLP), an intelligent platform based on data mining and 
artificial intelligence technology, is developed by Advanced Innovation Center for 
Future Education, with an aim to discover and strengthen students’ discipline 
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strengths, diagnose their learning difficulties and help them address those 
difficulties by offering education service to elementary and middle school students, 
such as online assessment, personalized diagnosis report and learning resources.  

2 The personalization and precision of the analysis 
framework 

To better provide personalized service, the Research and Development (R&D) 
team at the Center invited experts from each discipline to discuss the operation 
logic between discipline competence and implementation of technology, and 
proposed an analysis framework based on discipline competence, which laid a 
foundation for the follow-up precision service. The Curriculum and Teaching 
Methodology professionals at Beijing Normal University have researched and 
developed the 3*3 Analysis Framework for Discipline Competence (3*3 
Framework). 3*3 Framework is designed in hierarchy from the bottom level, 
learning and understanding, to the upper, practice and application and then to the 
top, relating and creation. The professionals also designed nine specific 
frameworks for each discipline according to their discipline characteristics on the 
basis of the original 3*3 Framework (Table 1). 
Table 1. 3*3 Analysis Framework for Discipline Competence (3*3 Framework) 
[1].  

Discipline  
Three levels of discipline competence 

A. Learning and 
understanding 

B. Practice and 
application 

C. Relating and 
creation 

History 

A1 Memory B1 Explain C1 Narration 

A2 Summary B2 Deduction C2 Discussion 

A3 Illustration B3 Evaluation C3 Exploration 

Geography 

A1 Observation and 
memory 

B1 Interpretation and 
practice 

C1 Relating and 
exploration 

A2 Comparison and 
association 

B2 Calculation and 
skill 

C2 Regional 
judgment and 
positioning 

A3 Generalization and 
induction 

B3 Synthesis and 
reasoning 

C3 Evaluation and 
planning 

Chinese  …… …… …… 

Mathematics …… …… …… 

…… …… …… …… 
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3.1 Collect students’ big data during learning process  

The premise of smart service is gathering more students’ data, and the 
personalization of the service can only come true based on big data. The 
development of SLP platform is supported by data collection in three ways, 
including the digitized offline assessment data, the teaching and learning data, and 
the regular data collection of personal information. The digitized offline data refers 
to students’ mid-term and final exams and scores produced by high-speed scanners 
and scoring system. The original data will be uploaded according to the 3*3 
Framework to generate digitalized data. The mobile teaching and learning data 
refers to the data collected from mobile teaching and students’ test taking and 
online learning using mobile terminals, during which the data can be generated 
naturally. The personal data collection mainly includes personal information, 
family background information and learning activities, which will pave the way for 
the follow-up analysis.  

 
Fig.2 SLP data collection and analysis framework  

 

  
Fig.3 Example of a student’s answer sheet  
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3.2 Generate personalized knowledge graph and competency analysis 
report 

After collecting all kinds of students’ data, data mining technology is employed to 
decode the data, and produce personalized reports and knowledge graphs 
accordingly. The personalized report refers to a specific feedback to a student after 
s/he took the assessment. The report is generated after decoding various data 
covering academic performance, discipline competence, academic achievement etc. 
The report varies according to the performance of students showed when 
completing learning tasks. A screenshot of an individual student’s report in 
Tongzhou district is presented below. 
 

 
Fig.4 Analysis report example 

 
As more learning data generated when students using SLP, algorithm analysis will 
be carried out to visualize students’ learning process and situation of each 
knowledge concept, which will be shown in the form of a knowledge graph .  

3.3 Provide personalized learning resources based on big data  

Students’ discipline strengths and weaknesses can be visualized after taking many 
tests. According to students’ learning behavior data, the implicit correlation will be 
discovered to precisely predict the learning path of the students before  providing 
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them with more targeted learning resources. The personalized resources include 
micro-lectures covering core knowledge concepts for each discipline, and are 
recommended in accordance with the differences of each individual’s knowledge 
graph. 
 

  
Fig.5 Recommended resources for students to learn 

3.4 Provide online one-to-one teaching service based on big data   

SLP provides personalized online teaching service based upon the 3*3 Framework. 
To accurately meet students’ needs, teachers’ advantages are tagged online in 
reference to the core concepts and 3*3 Framework, so that students can find the 
teacher according to their knowledge structure and competence. Online-and-offline 
teaching service refers to the practice that a student can obtain face-to-face teaching 
at school, and access to real-time tutoring online. The online teachers are 
recommended based on students’ specific situation and diagnosis report to help 
them solve problems and make better achievement. This service has been done two 
round pilot study in Tongzhou District of Beijing, and most participant students 
gave positive feedback after enjoying the service. [2] 
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Fig.6 Online-and-offline Teaching Service 

4 Conclusion  

 

SLP is a platform with an aim to provide personalized education service based on 
big data analysis. To date, this platform has been widely used in Tongzhou and 
Fangshan districts, Beijing, with 77 schools and around 30,000 students and 
teachers participated in. The use of the platform will be gradually expanded to 
different districts of Beijing in the near future. As the research goes further, SLP 
added the user accounts for teachers, room teachers and principals, in support of 
more educators to carry out work based on big data. SLP will be further explored to 
generate more precise and scientific diagnosis reports and offer more innovative 
personalized service to students. To create a promising future for smart education 
service, it is  highly appreciated that more educators and stakeholders can join the 
team to do more research and development. 
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