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Preface

The present volume collects the selected papers of the First International
Conference on Electrical Engineering (Tehran, Iran, 2017). The proceedings are
aimed at addressing problems and topics of concern in all the subbranches of
Electrical Engineering by bringing the recent advancements in the field to the
attention of the experts; such a general conference in the field can also make the
possibility of developing multidisciplinary collaborations and approaches. It is a
suitable platform to share the recent findings without making any restriction on the
topics. Hope that this proceeding can benefit graduate students, and also researchers
in the field.

The first part of the present proceedings volume collects the selected papers on
Biomedical Engineering. Topics like contrast enhancement of ultrasound images,
mammography, wireless sensor networks, speech recognition, and disease diag-
nosis have been covered in the first part. The second part is on Control Engineering
that presents topics like vibration control, circuit design for controlling automatic
gain, nonlinear predictive control, and manipulators controlling in robots. The third
part of this volume has been devoted to Electronics Engineering—this section
covers optofluidic materials, time series prediction, robot speech control, ionization
vacuum gauges with COMSOL, acetone sensing, LUT design, etc. The fourth part
is about Power Engineering, and includes the papers that cover topics like photo-
voltaic solar cells, pumped-storage power stations, optimal capacitors in distribu-
tion networks, wind turbines, phase balancing in distribution networks,
microelectromechanical switches in smart grids, axial-flux permanent-magnet
machines, voltage stability enhancement, etc. Then the present volume ends with
the selected papers on Telecommunication that covers topics like cloud environ-
ment, node clustering in wireless systems, electrostatics MEMS switches, micro-
strip antenna, distribution network reconfiguration, machine learning algorithms,
security of Internet of Things, data reduction, g-learning, networks’ deadlock
detection methods, etc.

Tehran, Iran Shahram Montaser Kouhsari
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Biomedical Engineering



Bioelectrical Signals: A Novel Approach M)

Check for

Towards Human Authentication

Hamed Aghili

Abstract Human authentication based on electrical bio-signals, or bioelectrical
signals, is a rapidly growing research area due to increasing demand for establishing
the identity of a person, with high confidence, in a number of applications in our
vastly interconnected society. Studies show that bioelectrical signals can be not
only employed for diagnostic purposes in medicine, but also used in human
authentication since they have unique features among individuals. This article
reviews examples of up-to-date researches that have applied bioelectrical signals
like Electrocardiogram (ECG), Electroencephalogram (EEG) and Electrooculogram
(EOG) in human authentication. Utilizing bioelectrical signals provides a novel
approach to user authentication that contains all the crucial attributes of previous
traditional authentication. The most significant reasons for deployment of electrical
bio-signals in user authentication include their measurability, uniqueness, univer-
sality and resistance to spoofing, while other conventional biometrics like face
shape, hand shape, fingerprint and voice can be artificially generated.

Keywords Human authentication - Biometrics - Bioelectrical signals
Electroencephalogram signal - Electrocardiogram signal - Electrooculogram signal

1 Introduction

Authentication is carried out in a wide range of areas of different levels of security
and importance. Not having a comprehensive understanding of the requirements for
authentication according to different circumstances, we use the same traditional
authentication, either through an object for example an ID card or via knowledge
like passwords, for every situation. This is while new authentication methods
have advanced even beyond using conventional biometrics, and are applying

H. Aghili (D<)
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bio-electrical signals for authentication purposes. The recent studies have shown
that bio-signals can provide human authentication with the resistance to fraudulent
attacks since they have specific features that are unique among individuals. In this
article we introduce bioelectrical signals and mention their advantage over other
conventional biometrics. After that we review some researches that have been
carried out in the field of applying Electrocardiogram, Electroencephalogram and
Electrooculogram signals for human authentication.

2 What Are Bioelectrical Signals?

Bio-signals are records of a biological event such as a beating heart or a contracting
muscle. The electrical, chemical, and mechanical activity that occurs during these
biological events often produces signals that can be measured and analyzed [1].
Bio-signals are divided into six groups according to their physiological origin:
bioelectrical signals, bio-magnetic signals, bio-chemical signals, bio-mechanical
signals, bio-aquatic signals and bio-optical signals. The bio-signal of our interest in
this article is bioelectrical signals. Bioelectrical signals are those that are generated
by the summation of electrical potential differences across an organ [2]. Via surface
electrodes attached or close to the body surface, signals from a broad range of
sources can be recorded [3] precisely, if a nerve or muscle cell is stimulated, it will
generate an action potential that can be transmitted from one cell to adjacent cells
via its axon. When many cells become activated, an electric field is generated.
These changes in potential can be measured on the surface of the tissue or organism
by using surface electrodes [1]. Bioelectrical signals are very low amplitude and
low frequency electrical signals [4]. These signals are generally used for medical
diagnosis, but research findings confirm that since they have unique features among
individuals, they can also be used for human authentication. The examples of
bioelectrical signals are Electrocardiogram, Electroencephalogram, Galvanic skin
response and Electrooculogram “Fig. 1.

e Vel e

(21) £cG signal (h] EEG Signal () Gsr signal

WJWW»W\NL«MIM

((l) L)I(; Signal (@) £ signat {fj W Mgt

Fig. 1 Bioelectrical signals [2]
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3 The Advantage of Bioelectrical Signals Over
Conventional Biometrics

Biometric authentication systems use a variety of physical or behavioural charac-
teristics including fingerprint, face, hand geometry, iris and voice pattern of an
individual to establish identity. By using biometrics it is possible to establish an
identity based on who you are, rather than by what you possess, such as an ID card,
or what you remember, such as a password [5]. Although this conventional bio-
metrics is unique identifiers, they are not confidential and neither secret to an
individual since people put biometric traces anywhere. So, the original biometric
can be easily obtained without the permission of the owner of that biometric. For
example, in case of fingerprints, an artificial finger, known as a gummy finger, can
be made by pressing a live finger to plastic material, and then mould an artificial
finger with it or by capturing a fingerprint image from a residual fingerprint with a
digital microscope, and then make a mould to produce an artificial finger [6]. In
addition, thanks to the recent advancement in digital cameras and digital recording
technologies, the acquisition and processing of high quality images and voice
recordings has become a trivial task. Therefore, Iris scanners can be spoofed with a
high resolution photograph of an iris held over a person’s face [7]. The vulnerability
of conventional biometrics to spoof has caused considerable concern especially in
those fields that require high reliable user authentication. This heightened concern
leads to great interest in assessing the probability and efficiency of using bioelec-
trical signals in authentication systems. Using bioelectrical signals as biometrics
offers several advantages. In addition to their uniqueness, bioelectrical signals are
confidential and secure to an individual. They are difficult to mimic and hard to be
copied. To be more precise, the biological information of a person is genetically
governed from deoxyribonucleic acid (DNA) or ribonucleic acid (RNA) proteins.
Eventually, the proteins are responsible for the uniqueness in the certain body parts.
Similarly, the organs like heart and brain are composed of protein tissues called
myocardium and glial cells, respectively. Therefore, the electrical signals evoked
from these organs show uniqueness among individuals [4]. So, by using bioelec-
trical signals as biometrics we can benefit from sufficiently invulnerable authenti-
cation systems.

4 The Electroencephalogram Signal as a Biometric

As mentioned above the electroencephalogram (EEG) signal is one of the bio-
electrical signals generated by brain activity, and can be recorded by positioning
voltage sensitive electrodes on the surface of the scalp “Fig. 2”. Typically, from 11
to 256 electrodes are placed on the scalp, each provides a time series sampled at
5.5-1.5 kHz, and generated hundreds of megabytes of data that must be analyzed in
order to extract useful information. The feature space of EEG data is very large
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Channel

10 seconds

Fig. 2 Signal acquisition (www.cs.colostate.edu)

coming from the fact that information is usually accumulated throughout parallel
(across every single electrode) as well as considering the human brain is really an
extremely complex dynamical system [1]. The EEG can reflect both the sponta-
neous activity of the brain with no specific task assigned to it, and the evoked
potentials, which are the potentials evoked by the brain as a result of sensory
stimulus [8]. EEG-based authentication has been studied nowadays and researches
have demonstrated that the EEG brainwave signals could be used for individual
authentication. These researches can be categorized into three groups based on the
type of signal acquisition protocol used in authentication task and the mental state
of the subject during signal acquisition [9]; EEG recordings while relaxation with
closed or open eye; EEG recordings while being exposed to visual simulation; EEG
recordings while performing mental tasks. The example of each category is
explained in the following:

Gui et al. [10] have presented an EEG-based biometric security framework. The
data flow of authentication framework contained four steps. The first step was to
collect raw EEG signals. 1.1 s of raw EEG signals was recorded from 6 midline
electrode sites from 32 adult participants. Since it is argued that the brain activities
are very focused during the visual stimulus process, the participants were asked to
silently read an unconnected list of texts which included 75 words. In the next part,
the noise level of raw EEG signals was reduced through ensemble averaging and
low-pass filter. Ensemble averaging is a very effective and efficient technique in
reducing noise because the standard deviation of noise after average is reduced by
the square root of the number of measurements. After ensemble averaging, a 65 Hz
low-pass filter was followed to remove the noise out of the major range of the EEG
signals. In the third part, frequency features were extracted using wavelet packet
decomposition. A wavelet is a mathematical function which can be used to divide a
continuous-time signal into different scale component. A 4 level wavelet decom-
position of the EEG signal after low pass filtering with 65 Hz was used to get the 5
EEG sub-bands, namely delta band (54 Hz), theta band (4-1 Hz), alpha band
(1-15 Hz), beta band (15-35 Hz), and gamma band. Since the energy distributions
of the frequency components are quite different for each individual, it was possible
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to adopt those frequency components as the features to represent the EEG signals.
The mean, standard deviation and entropy were also calculated to form the feature
vectors. So, there were 3 x 5 = 15 features for each subject. Finally, in classifi-
cation part, the input feature vector was compared to the feature vectors that have
been stored in dataset to authenticate the identity of the subject.

Nakanishi et al. [11] are also other researchers who have proposed new feature
of EEG signals for authentication. They have used the concavity and convexity of
spectral distribution in the alpha band of EEG signal in authentication to reduce the
computational load for feature extraction, and authentication was done based on a
linear combination of these features. They applied a consumer-use electroen-
cephalograph that had only one electrode (single-channel) and was more convenient
and practical compared to multi conventional channel measurements which increase
the number of processing data, and require subjects to set a number of electrodes on
the scalp. The single electrode was set on the frontal region of a head by using a
head-band and subjects were asked to sit on a chair at rest with eye closed in quiet
room that was the most suitable circumstances under which alpha wave can be
detected. They adopted the spectrum analysis based on fast Fourier transform
because it makes it easy to filter the spectrum in the alpha band and the concavity as
well as the convexity of spectral distribution was used for distinguishing individ-
uals. The concavity of spectral distribution was defined by detecting the maximum
of the power spectrum and then calculating its tenth part and adopting it as a
criterion. Then, frequencies of which power spectral values that were under the
criterion were squared and summed. In addition to the concavity, the convexity of
spectral distribution was another important feature. To define the convexity of
spectral distribution the power spectral values in the alpha band were ranked and
then the values and the frequencies of the top three were averaged. Next, the
spectral values, which were greater than the averaged power spectrum, were
summed. These three obtained features were as features which represent the con-
vexity in spectral distribution. Finally, the subject authentication was done
according to some calculation on combination of these obtained features.

Another research has been carried out by Liu et al. [12]. They recruited twenty
right-handed subjects with normal or corrected-to-normal visual acuity and
64-channels EEG signals were recorded continuously by electrodes that were placed
on the scalp. Two hundred and sixty color pictures were presented to the subject on a
computer monitor located 1 m away from him. Stimulus duration of each picture
was 3 s and all pictures were common and meaningful, identified and named easily.
To find out suitable EEG features, several methods were employed to extract the
EEG biometric features, including AR model, one of the most popular algorithms of
feature extraction in which the series are estimated by a linear difference equation in
time domain, power spectrum of the time-domain analysis that provides basic
information of how the power distributes as a function of time, power spectrum of
the frequency-domain analysis that provides basic information of how the power
distributes as a function of frequency and phase-locking value which is a method to
describe the synchronism between two signals. Then, all of the above-mentioned
features were given to a support vector machine for classification respectively.
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5 The Electrocardiogram as a Biometric

The heart makes use of electrical activity to activate the muscles required to pump
blood through the circulatory system. By laying sensitive recording electrodes at
certain regions around the heart, the signals can be recognized. The signals gen-
erated by the heart beat forms a regular pattern that records the electrical activity of
the heart [1]. This signal is known as Electrocardiogram and can be used in human
authentication. Recent works in the ECG biometric recognition field can be cate-
gorized as either fiducial point dependent or independent. Fiducials are specific
points of interest on the ECG heart beat, namely, P, QRS and T waves that are
shown in “Fig. 3”. By using these features a reference vector is produced to use for
authentication. Israel et al. [13] have shown that ECG attributes are unique to each
individual and can be used in human authentication. In their experimentation, data
were collected at high temporal resolution from twenty nine individuals. At first
step, a filter was designed and used to extract ideal data from raw ECG data and to
locate fiducial positions by removing non-signal artifacts. The raw data contained
both low and high frequency noise components associated with changes in baseline
electrical potential of the device and the digitization of the analog potential signal
respectively. After applying filtering, the ECG trace fiducial positions were located.
For human identification, attributes were extracted from the P, R, and T complexes
and four additional fiducial points which were named L', P, S’ and T'". Physically,
the L’ and P’ fiducials indicate the start and end of the atrial depolarization and S’
and T’ positions indicate the start and end of ventricular depolarization “Fig. 4”.
Attributes that show the unique physiology of an individual were extracted by
calculating the distance among the ECG fiducials. Classification was performed on
heartbeats using standard linear discriminate analysis. A conversion was required to
link the performance of the heartbeat classification to human identification.
Standard, majority and voting were used to assign individuals to heartbeat data. The
conversion was performed using contingency matrix analysis. Steven A. Israel et al.
also demonstrated that the extracted features are independent of sensor location by
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Fig. 3 A typical ECG signal that includes three heartbeats [4]
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collecting ECG data at two electrode placements, one at the base of the neck and
another one at fifth intercostals spacing. After testing they found a strong agreement
between neck and chest ECG data which proved that the extracted ECG attributes
are independent of sensor location. In addition, they proved that ECG attributes
invariant to the individual’s state of anxiety. Dey et al. [9] also used ECG as a
biometric feature to authenticate a person. They generated an ECG feature matrix
by using the features extracted from ECG, namely the time durations for the R-R,
S-S, Q-Q, T-T, P-R, Q-T, and QRS intervals. Then, an inner product was performed
between this feature matrix and a constant matrix. The product is then compared
with a previously set threshold. If the result lied above the threshold, a binary value
of 1 was assigned to it; otherwise 5. The combination of 1 and 5 produced the
ECG-Hash code. After that, another ECG-Hash code was generated by using the
original feature matrices and constant matrices in the same way as mentioned
above. A matching was performed between these two ECG-Hash codes. On the
event of a match, the individual was authenticated. Else, the authentication pro-
cedure failed.

Matos et al. [14] are other researchers that applied ECG as a biometric for human
authentication by using the “the off-the-person approach”. In this approach, as
opposed to common ECG-based biometric systems that collects date by placing
sensors on chest area, the ECG were acquired at the fingers with dry Ag/AgCl
electrodes, and using a custom ECG sensor which consists of a differential sensor
design with virtual ground when subjects were at resting situation. Then features
were extracted based on a frequency approach and was based on Odinaka algorithm
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in which a single heart beat was divided into 64 ms windows, the analysis was
performed in the frequency domain, computing the short time Fourier transform for
each window. Finally a matching was performed on extracted features to do
authentication.

6 The Electrooculogram as a Biometric

There are different types of eye movements like saccade and smooth pursuit which
comprise enough information to human authentication, and among them saccade is
the most popular and simplest for biometric authentication. According to mea-
surement methods, eye movement signals can be divided into two groups: elec-
trooculographical and videooculographical [2]. In Electrooculography the
cornea-retinal potential that exists between the front and the back of the human
eye is measured by placing electrodes left and right or top and above eye, and in
video oculography the horizontal, vertical and torsional position components of the
movements of both eyes are recorded by small cameras. Compared to other bio-
electrical signals, fewer researches have been carried out in the field of applying eye
oriented bioelectrical signals in human authentication. One of these few researches
has been carried out by Abo-Zahhed et al. [15]. They have proposed a new bio-
metric authentication based on the eye blinking waveform and used the Neurosky
Mindwave wireless headset to collect the raw eye blinking signal of 25 healthy
subjects. The headset is actually for recording EEG signals, but by placing the
armed sensor which is made of dry electrode on forehead above the eye; it can be
used to measuring EOG signals. Each subject was asked not to do any eye
movement, and to make 1-12 eye blinks when signal recording was performing in
quiet and normal temperature environment at daylight. The first step was isolating
EOG signal from EEG signal through the technique of Empirical Mode
Decomposition. Precisely, the raw EEG signal was decomposed into Intrinsic Mode
Functions and after analyzing them, it was found that the first two IMFs belonged to
EEG and others were related to EOG signals. After this step, eye blinking signal
was extracted from EOG signal with the help of its largest amplitude in EOG signal.
Then, a certain threshold was adopted to detect the positive and negative peaks of
the eye blink. The next step was feature extraction and four groups of features were
extracted based on time delineation of the eye blinking waveform and its deriva-
tives “Fig. 5.

Amplitude of positive peak of eye blink, area under positive pulse of eye blink,
slope at the onset of positive pulse and position of positive peak of first derivative of
eye blinking signal are one sample of each group. To evaluate the performance of
system, the proposed system was tested under each four group of features, and
based on achieving results, Abo-Zahhed et al. came to conclusion that the group of
feature which was including area under positive pulse of eye blink, area under
negative pulse of eye blink, energy of the positive pulse of eye blink, energy of the
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Fig. 5 Features extracted from eye blinking [11]

negative pulse of eye blink, average value of positive pulse of eye blink and average
value of negative pulse of eye blink was the best for authentication of the subjects.

Juhola et al. [10] also have introduced a method in which a subject’s saccade
was applied to authentication. From their point of view, saccades are easy to
stimulate and natural while reading or looking at the surroundings all the time. They
decreased data for authentication process by using only the saccades parts of eye
movements’ signals. They asked each subject to sit down at a computer and the
computer system had to verify him or her to be or not to be the authenticated
subject. The system consisted of a device able to detect a subject’s saccades and a
program that computed features from saccades. They employed two small video
cameras, one for each eye, to follow the pupils of a subject’s eyes. Every subject
was seated in chair at a fixed location and with the same distance from the stim-
ulation device and was due to look at a small, horizontally jumping target and his or
her eye movements were recorded for the authentication purpose. Signals given by
this video-oculography system could be typically measured with a low sampling
frequency, in this case with 35 Hz. After the recognition of every valid saccade, its
amplitude, accuracy, latency and maximum velocity were computed to be used in
authentication process “Fig. 6”.

Latency is the time difference between the beginnings of the stimulus movement
and response, accuracy is equal to the difference of the amplitudes of the stimu-
lation and saccade and to compute the maximum angular velocity, the first
derivative was approximated by differentiating an eye movement signal numerically
and searching for the maximum velocity during the eye movement. They took these
four particularly after having observed how clearly they varied between individuals.
In addition, they applied EOG signal to user authentication and although the VOG
signals contained less noise than the EOG signals, in most situations the EOG
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Fig. 6 An ideal saccade as a response to stimulation [11]

measurements achieved better results on the average than the VOG measurements.
They supposed that the higher original sampling frequency of the EOG signals
leads to better authentication results.

7 Conclusion and Discussion

This article has presented some of researches that have been carried out in the field
of applying bioelectrical signals in human authentication. All of these researches
agree that each bioelectrical signal has its own confidential physiological features
which cannot be stolen and mimic. So, through these highly secured features,
bioelectrical signals offer more advantage compared with conventional biometrics
like fingerprint or iris for human authentication. But there are some issues and
challenges involved in applying bioelectrical signals as biometrics. Firstly, all of
mentioned researches have been done under laboratory condition with limited
subjects. Therefore, the performance of bioelectrical -signal based authentication
system might decline in practical real condition with more subjects secondly, the
data acquisition of bioelectrical chest or EEG signals can be recorded by placing
some electrodes over the scalp and the placement of electrodes to right position may
cause distortion in the recorded signal. So, the data acquisition of bioelectrical
signals could be an obstacle in applying these signals to human authentication in
non-laboratory condition. Lastly, it should be considered that bioelectrical signals
might be dependent to the mental and emotional state of subject. For example,
fatigue, alcohol and aging could affect EOG signals, or EEG and ECG signals
might vary with stress and anxiety.
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Abstract This study aimed to improve the classification of individual (isolated)
words, and specifically, the numbers from one to twenty. In this study, a strong
model was suggested to gain a unified view of voice. It is based on the idea of
phonetic bag for voice that has been developed into a pyramid state. The pyramid
idea can model temporal relationships. One of the problems of Support Vector
Machine to classify words is its inability to model temporal relationships unlike
hidden Markov models. Using the BOW-based pyramid idea in the extraction of the
display containing temporal information of voice, the SVM can be given the
capability of considering the time relationships of speech frames. One of the main
advantages of Support Vector Machine model is its fewer parameters than the
hidden Markov model. As the experiments’ results have shown, it has much higher
accuracy than the hidden Markov model in applications such as the recognition of
single words, where the data set volume is limited. Using the pyramid BOW idea,
the accuracy of SVM-based method can be increased as 20% compared to previous
methods.
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1 Introduction

In this study, an efficient method based on pyramid bag of words (BOW) model and
the SVM classifier model were provided to recognize isolated words. The provided
BOW method has the ability to describe and model the temporal relationships in the
speech, and by using kernel-based nonlinear support vector machine model can be
used as an efficient technique used in recognition applications of isolated words.

Hedges et al. [1] studied the isolated words recognitions word using the support
vector machine. In this method, first, the voice framed, and the Mel Frequency
Cepstral Coefficients (MFCC) features extracted from each frame.

This stage is common in the most speech processing studies, and it indeed
models a descriptive frequency of the frame. In fact, we expect the corresponding
frames to have a MFCC feature vector similar to a particular part of a phoneme
(e.g., frames related to explosion part of the explosive phoneme “b”). In other
words, the difference is expected to be negligible. In this study, this stage as a
conventional tool in describing a frame is constant in all discussing suggested
methods. In their approach [1], the MFCC characteristics of each frame of a word
(sound) is given to the Support Vector Machine (SVM) Classifier with the label of
that word. For example, suppose a sound with the tag of “Five” includes 100 frames
in 32 ms (with taking into account the overlap). Of these 100-frame, we calcu-
late100 MFCC feature vector. Each of these 100 vectors (39-next) are labeled as
“Five” and insert into the classifier. The same process is repeated during testing the
training model with these difference that 100 labels predict by the SVM model. To
obtain the label, the majority vote is considered among the 100 obtained predic-
tions. This strategy has two major problems which we resolve them in this study.

To understand the first problem, consider this example that the phoneme “I”
exists in both words of “Five” and “Nine”. Thus, this method gives the frames
related to this phoneme to the classifier with two different labels. Regardless of the
classifier model, this strategy will disrupt the learning process of the model. In this
research, we have resolved this problem by generating a unified display of speech
based on bag of word (BOW) techniques. The second problem is the lack of
modeling of temporal relationships in recognizing the words. In this study, using
the pyramid-making idea of displaying BOW (Pyramid BOW), which has been
highly regarded in recent years in the processing of images for modeling the spatial
relationships, we provide a pyramid display model for voice (sound) that can model
the temporal relationships (transposition of frame).

Models such as hidden Markov model inherently model the temporal relation-
ships in the sound. However, in this study, we have used support vector machine as
the classifier model.

The disadvantage of HMM models is their failure to have sufficient efficiency in
small applications and recognizing isolated words. As a result, we would require
massive datasets for their training. In fact, the number of HMM model parameters is
very high, and in order to prevent the model overfitting, we need a lot of data.
In HMM model, we need only to train a HMM model per word with a sufficient
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number of modes (for example, 6 modes). In each of these modes, we need to
estimate the conditional probability of all observations. Suppose that the observa-
tions are possible for 50 MFCC models. Each of these patterns is related to different
passes of one of the phonemes (e.g., the explosive section of “B”).

Thus, we need to estimate 6 * 50 conditional probabilities for each word. For 20
words, this number is 6000 parameters, which is a large figure compared to the
number of data. However, the parameters can be somewhat reduced by techniques
such as modeling at the phoneme level (each HMM models a phoneme). Of course,
using such techniques requires providing the label at the level of the phonemes,
which is a very time-consuming process; and at the same time, even if we consider
two states for each phoneme, we should estimate 100 parameters, and to estimate
the probabilities, we should have a high number of phonemes which do not prac-
tically make a significant change in the applications such as recognizing isolated
words, but it can be used for continuous speech recognition. In methods like
Support Vector Machine, using techniques such as reducing dimension, the number
of model parameters can be controlled, and the overfitting of model can be pre-
vented. Thus, the dimensionality reduction technique of principal component
analysis (PCA) is raised. Therefore, this method is used to reduce the BOW-based
feature vectors.

The results show the effectiveness of proposed methods to classify the isolated
words.

2 Prior Research

In this section, first, the stages of extracting common characteristics of the sound
signal are described. Then, the background of works related to displaying the bag of
words and classification are described. In the next section, this method has been
developed to classify speech isolated words.

3 Pre-processing and Feature Extraction

Several stages of recognition system are performed in the preprocessing phase.
First, the speech is segmented into frames. Usually in speaker recognition appli-
cations, for better performance, the noise parts and the speech silence are elimi-
nated. In this study, we have applied this stage as well.

In all branches of speech processing (speech recognition, word finding, speaker
identification, etc.), the second phase is to extract feature from speech frames.
Different feature vectors have been used for speech, including linear prediction
coefficients, Mel Frequency Cepstral Coefficients (MFCC), wavelet coefficients and
so on. In this study, the best and most effective ones, the MFCC has been used.
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The Mel Frequency Cepstral Coefficients (MFCC) have been known as the most
common and most widely used feature vector in processing of voice (audio) signal.
After obtaining the filters bank energy, the feature vector of MFCC will be achieved
by using discrete sine-cosine transform. In this section, the stages of feature
extraction are explained below. The output of this stage is a feature vector sequence
that each has been extracted from one of the input speech frames.

3.1 First Stage: Removing Silence from the Beginning
and End of Words

In this research, for better efficiency, the silence at the beginning and end of words
has been deleted using the method presented in [2]. This method has been imple-
mented in MATLAB software at high speed'. This implementation is used in this
study. The output of this method includes segments containing speech activity that
the word’s part of speech can be achieved by incorporating them. Voice Activity
Detection (VAD), which is also called speech activity detection or speech recog-
nition, is a process in the area of speech processing in which the presence or
absence of human speech is recognized. Although the main use of this technique is
in speech encoding and speech recognition, but it is also used in some other
activities, such as speaker recognition. The goal in this method is to separate speech
parts from silence and non-speech parts. The voice active areas usually refer to
areas that are not related to environmental noise or silence. VAD methods extract
parameters such as Linear Predictive Coding (LPC) distance, energy and zero
crossing rate and compare these parameters with a set of threshold values to detect
intervals including speech. Since these threshold values are estimated by analysis of
silence periods, the classification accuracy of these methods highly reduces under
unfavorable acoustic conditions. Normally, there is only noise in areas of the signal
with silence. Through this measure with the ability to detect pure noise, it is
possible to detect silence in the signal. The VAD problem is usually challenging in
terms of low signal-to-noise (low SNR). Low SNR along with unstable noise signal
can greatly reduce the precision of a VAD system. The basic methods for VAD
detecting are based on signal energy. However, this measure does not work well
when the SNR is low, since the energy of parts with sound activity is almost
identical to noisy areas, and even in the unstable noise of energy, a measure
becomes quite useless. The algorithm of method used to remove the silence at [2] is
fully described.

"http://www.mathworks.com/matlabcentral/fileexchange/28826-silence-removal-in-speech-signals/
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3.2 Second Stage: MFCC Feature Extraction Method

In this section, the detailed steps of MFCC method used in this study are described.
Suppose that sy, . . ., s512 are examples of the studied frame. The stages of MFCC
method used for each frame are as follows:

e Frame energy calculation: The mean square of frame samples

512
D oiml Si2

512 m
Applying 512-point Hamming window on s, . . ., 512
Sw—ls- -5 Sw—512 = h1S1, .. ., hs128512 (2)

e Calculating the FFT of windowed frame
fla"'af512 :ﬁ(‘t(swflwuasvvalZ) (3)

e (Calculating the result of 12 Mel filters (12 channels) on f, . . ., fs12. At this stage,
12 Zy,...,Z,, are obtained.
e Calculating 13 features by using the following equation:

mfccy, . . .,mfccr, = DCT(log(Zy, . . ., Z12)) )
mfccis = log(E)
Calculating 13 features by using the derivative of mfccy, . . ., mfccys:
These features are called Delta. To calculate the derivative, every two consec-
utive numbers are subtracted (The first number is subtracted from the last number).
The feature obtained in this step are called as d, ..., ds.

e Calculating 13 features by using the derivative of dy, . . ., dj3: These features are
called Delta-Delta. At this stage, the dd,, .. .,dd;3 is obtained.
e The final feature vector is as follows (including 39 real number):

F = [meCl,. . .,meC13,d1, .. .,d13,dd1, .. .,dd13]. (5)

Therefore, for each studied voice frame, a 39-item feature vector is extracted.
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4 Display of Bag of Words

The display of bag of words (BOW) has been primarily inspired in the field of
image processing from the field of text processing [3]. As the number of each word
can be easily counted within a text, our goal here is to count the patterns in an
image or a sound. In using BOW-based methods in image, initially, the possible
patterns in a dictionary are learned. For example, an eye pattern can be one of the
patterns available in the dictionary. This idea has been widely used in image
processing [4—6]. In audio processing tasks, this method has been sometimes
introduced as Bag of Acoustics [7]. This method has been regarded in recent years
in the issue of sense detection [7] and recognition voice from event [8].

5 Dimensionality Reduction of Principal Component
Analysis

In dimensionality reduction methods, a multi-dimensional space are mapped to a
space of lower dimension. With reducing the dimensions of the original space, the
number of model parameters would reduce, and thus, the probability of model
overfitting will decrease. PCA dimensionality reduction is as such to maintain
information as much as possible. In addition to this feature, the PCA method finds
the direction of highest changes and depict the data in those directions. Therefore, it
is a useful feature transfer method that is used in most applications of pattern
recognition [9-11]. In this study, after extraction simple and pyramid BOW display
provided, this method has been used to reduce the dimensions.

6 Suggested Method

In this section, first, the proposed method for finding a BOW-based display of input
speech is described. Then, the idea has been developed to model temporal rela-
tionships in the speech into a pyramid way. Finally, the diagram block of the
proposed method is provided.

7 Display of Bag of Acoustics

Figure 1 shows the proposed method to obtain a BOW display of an acoustic
signal.

As can be seen in Fig. 1, a dictionary including K patterns (templates) is pro-
vided (The dictionary learning method is described in the next section). Each input
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Fig. 1 Extraction of BOW display from a sound (first suggested method)

sound is divided into consecutive frames with overlapping. The MFC features are
extracted from each of these frames. For each frame, the closest MFCC model in
the dictionary is found. After this stage, the number of each model can be counted.
Therefore, we have a display resulting from the frequency of K patterns in the
sound. In this study, we will solve one of the fundamental problems of the basic
method by using the BOW method, in which each frame is given to the classifier
separately. However, there is another problem in this method. Although we have
considered many different acoustic patterns in the display of sound, but no infor-
mation has been modeled about their order. This problem has been solved by using
the idea of pyramid-making of BOW display [12], which has been highly regarded
in recent years in images processing for modeling spatial relationships [13, 14].

8 Learning of Phonetic (Acoustic) Dictionary

To learn phonetic (acoustic), dictionary any clustering method can be used. In this
study, we have used the known k-means method. First, the 39-item MFCC vectors
are extracted from all frames of total sounds in the training data set. The goal is to
learn K cluster centers (phonetic pattern) of these vectors in such a way that the
quantization error is so small. Quantization error refers to the difference of each
vector with the nearest cluster, i.e. a cluster that belongs to it.

Therefore, at this point, it is assumed that M MFCC vectors have been selected
as S = {s1,52,...,5m}. Now, it is just enough to train K patterns of the vectors
within the S. to this end, the S vectors must be grouped into K clusters
{Sk,k =1,2,...,K}, while clusters have patterns different from each other. For this
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Algorithm 1: Clustering
Inputs: all MFCC vectors in S, K
Outputs: y, ..., Ug-

Step 1: Intialize py, ..., ug

fork = 1to K do
U <— random sample from S.

end for

Step 2: Assign and Update Iteratively
while max iterations do
fori = 1toM do

Assign s; to Cluster that minimize ||S; — p||3.

end for

fork = 1to K do
Update y;, Using Mean of {s;|s; € ¢ }.
end for
Step 3: Remove Useless Clusters
Every Cluster with no member removed.

Fig. 2 Clustering algorithm to learn the phonetic dictionary

reason, it is enough to do the clustering based on MFCC features, since it is
proportional to the human auditory system.

If the k-means clustering algorithm is applied on these vectors, the vectors in the
S are divided into K clusters, Cy, ..., Ck, and the y;, phrase is chosen as the center
of cluster Cy. The K-means clustering algorithm is as follows: (Fig. 2).

In the first phase of algorithm 1, the centers are initialized. The second phase
varies repeatedly between the two stages of attributing to the cluster centers and
updating the centers until reaching the desired number of repetitions. The third step
removes all clusters with no members. After applying the k-means algorithm, the
cluster centers show the intended phonetic dictionary in the MFCC space.

9 Display of Pyramid Bow to Model Temporal
Relationships in Speech

The pyramid-making idea to fix the problem of BOW display in modeling spatial
relations in the image was raised for the first time in [9], and has been of great
concern in the field of image processing so far. Models such as hidden Markov
models inherently model temporal relationships in the sound. But as noted, in this
study, we have used the support vector machine as the classifier model.
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The disadvantage of HMM models, which causes their inefficient use in small
applications and recognizing individual words, is the need to massive dataset for
training them. In fact, the number of HMM model parameters is very high, and a lot
of data is required to prevent the model overfitting. In methods such as support
vector machines, using techniques such as dimensionality reduction, the number of
model parameters can be controlled, and the model overfitting can be prevented.
The idea of pyramid-making of BOW relies on fragmentation of the image to the
required level and calculating the frequency of patterns in each slice (Fig. 3). For
example, if we tell someone that there are two models of eyes and a nose pattern in
an image, it cannot be expected that the person can guess where on the image the
patterns occur. But with pyramid-making of BOW display, this problem goes away.

image dense keypoints  SIFT descriptors  vocabulary

visual words histogram tiling spatial histogram

Wyl y
g by

Fig. 3 BOW pyramid display in the image
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Fig. 4 Pyramid display of BOW in the sound (second alternative method)
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In this study, we have used the idea of pyramid-making for modeling temporal
relationships in the sound. Figure 4 shows the proposed approach for pyramid
making of display in the sound.

Two levels are used in Fig. 4. If needed, the number of levels can be increased.
In the next level, four areas are achieved. If the words are long and the number of
phonemes of each word is high, higher number of levels would more appropriate.

10 Diagram Block of the Proposed Method

In previous sections, the proposed methods based on simple and pyramid BOW
display were described. In this section, the steps of the proposed method are
summarized. Figure 5 shows the diagram block of the model teaching stage.

Training voices
shyD,...sNyM

v

Eliminating the
silence at the
beginning and end
of each voice

v

Framing of
each voice

v

Calculating
MEFCC features
for each frame of

a voice

Learning phonetic
Dictionary;

including K

Producing simple
—» or pyramid BOW
. display per voice;
atoms by using output:
algorithm 1

&Ly, N yN)

v

Training
kernel-based
SVM model

Fig. 5 Diagram block of learning algorithm of the classifier model
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Training voices

(shyD,...sNyM)

v

Eliminating the
silence at the
beginning and end
of each voice

v

v

Calculating
MEFCC features
for each frame of
a voice

v

Producing simple

or pyramid BOW

display per voice;

output: Learning phonetic
—— » Dictionary;

(Xbow="7) including K atoms

v

Fig. 6 Block diagram of classifying a new data
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After teaching the phonetic dictionary and the classifier model, they can be used

to classify a new data. The diagram block is the use of the trained model to predict
the label of a data as Fig. 6.

Training voices
Eliminating the silence at the beginning and end of each voice
Framing of each voice

Calculating MFCC features for each frame of a voice
Learning phonetic Dictionary; including K atoms by using algorithm 1
Producing simple or pyramid BOW display per voice; output
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e Training kernel-based SVM model

e Training voices

e FEliminating the silence at the beginning and end of each voice

e Framing of each voice

e Calculating MFCC features for each frame of a voice

e Learning phonetic Dictionary; including K atoms by using algorithm 1

e Producing simple or pyramid BOW display per voice; output

e Training Kernel-based SVM model.

11 Experiments

In this section, we test the basic techniques and the described method. First, the
training data set is described. Then, the evaluation criteria are described. Finally, the
settings related to experiments and the test results are given.

12 Training Data Set

Training data set includes 10 different speakers. Each of these speakers have uttered
words 1-20 once, the words with sampling frequency of 16 kHz have been
recorded. The data related to 7 speakers have been selected as training data, and 3
speakers as the test data.

13 Noisy Dataset

A noisy data set has been also made to evaluate the effectiveness of models in the
presence of ambient noise. This data set has four samples per voice (in the previous
section):

Original sound version
Signal-to-noise: 30 dB
Signal-to-noise: 20 dB
Signal-to-noise: 10 dB

Therefore, this dataset contains 28 samples per word in the training data set and
12 samples per word in the test data set.
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14 Feature Extraction

The feature is segmented to 32 ms (ms) frames with an overlap of 16 ms. For better
performance, as mentioned in previous sections, the noise and silence parts have
been removed before framing. At this stage, by the number of frames per voice, the
MFCC 39-fold vectors are obtained.

15 Classification Tests Results

Table 1 shows the test results of basic models and suggested methods. The HMM
method is indeed discrete HMM method. The number of optimal HMM states for
words was obtained as 6. The number of clusters in the HMM method was equal to
40 optimized ones, while the number of clusters in BOW-based and pyramid BOW
methods was equal to 100 optimized clusters. In BOW and pyramid BOW methods,
the PCA method was used to reduce the dimensions.

16 Classification Analysis
16.1 Number of Optimal Clusters

The results of Table 1 show that HMM method has low accuracy in the recognition
of isolated words, and it was expected due to the high number of HMM model
parameters compared to the number of data. The number of optimal clusters in
HMM method (40 clusters) was lower compared to methods based on SVM (100
clusters). A total of 40 clusters, especially in noisy data, cannot model a variety of
phonetic patterns. However, by increasing the number of clusters instead of
increasing the precision, we would have accuracy reduction as well. The reason for
this phenomenon is that by increasing the number of clusters, the number of model
parameters will extremely increase and there is no way to control the number of

Table 1 Classification accuracy of isolated words

Method name Accuracy of the Accuracy of the
normal data set noisy data set
Words 20-1 5-1 20-1 5-1
Random 5% 20% 5% 20%
HMM 28% 53.3% 15.3% 41.6%
Basic method [1] 31% 59.4% 18.2% 46.6%
Display + BOW SVM 50.3% 73.3% 45.8% 63.3%
Display BOW + Pyramid SVM 72% 96 % 68.6% 84.6 %
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parameters. The number of parameters of SVM model is inherently lower than the
HMM method. In addition, the use of PCA method can control the number of
parameters.

17 Comparing the SVM-Based Method with Bow SVM

The results show that the proposed method in [1, 15], which has been reported as
the basic method in Table 1, has also a less accuracy than the proposed conven-
tional BOW method. In basic method [1], the MFCC features of each frame from
every word (sound) are given tagged with that word to the support vector machine
classifier. For example, suppose a sound with the tag of “Five” includes 100 frames
in 32 ms (with taking into account the overlap). Of these 100 frames, 100 MFCC
feature vectors are achieved. Each of these obtained 100 vectors (39-next) are
labeled “Five” and given to the classifier. The same process is repeated when testing
the training model; the difference is that 100 labels are predicted by the SVM
model. To obtain the label, the majority vote is taken among the 100 predictions.
This strategy has two major problems, which are addressed in this study. To
understand the first problem, consider this example that the phoneme “I” exists in
both words of “Five” and “Nine”. Thus, this method gives the frames related to this
phoneme to the classifier with two different labels. Regardless of the classifier
model, this strategy will disrupt the learning process of the model.

18 Comparison of Bow Method with Pyramid Bow
Approach

The results show a significant increase in the accuracy of the pyramid display
compared to the typical BOW. As described, the pyramid display model the tem-
poral information in the sound and extracts more information from the sound.

19 Methods Resistance Against Noise

Among the methods, BOW and BOW pyramid methods, which are the proposed
methods, have a high resistance to noise. The reason is that the noise in the MFCC
features partly disappears in the quantization phase (in clustering) as clustering
error, but in the basic method [1], this noise gives itself as a part of the feature
vector to the SVM model. Clustering methods inherently eliminate the noise partly
as quantization error.
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20 Conclusion

This paper aimed to classify the isolated speech words. First, a pyramid model
proposed based on BOW to display the voice which is able to increase the pre-
diction power of support vector machine model. This model could model the
temporal relationships in the sound. Using this model, the accuracy of support
vector machine classifier based methods significantly improved. In this study, we
demonstrated that the dimension reduction techniques are useful for increasing the
accuracy of Support Vector Machine.
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A Novel Improved Method M)
of RMSHE-Based Technique oty
for Mammography Images

Enhancement

Younes Mousania and Salman Karimi

Abstract Contrast improvement is one of the most important steps in medical
image enhancement procedures such as mammography. In this paper, a combina-
tion of best features related to direct and indirect histogram equalization techniques
is proposed in a two dimensional workspace. Using different advantages of these
methods, while the proposed algorithm is able to improve the contrast and
brightness of mammography images, it could decrease different effects of noises,
too. On the other hand, in order to reduce undesirable effects of traditional his-
togram equalization techniques, an improvement of recursive mean-separate his-
togram equalization using a fusion of contrast-limited adaptive histogram
equalization is proposed, too. Evaluation results using four effective measurement
techniques e.g. peak signal-to-noise ratio, mean squared error, absolute mean
brightness error and effective measure of enhancement, shows that the suggested
method has significant results in contrast enhancement.

Keywords Contrast-limited adaptive histogram equalization - Recursive
mean-separate histogram equalization - Effective measurement enhancement
Peak signal-to-noise ratio - Mammographic image - Mean squared error
Absolute mean brightness error

1 Introduction

Breast cancer is the second main disease after lung cancer that causes death in
women. Breast cancer and fibroids are among the masses that are common among
women and if detected on time, the process of recovery and treatment will increase
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substantially [1, 2]. In patients with symptoms that are suspected to have cancer or
associated with cysts and other organs, the physician performs mammography. In
this method, sound waves are used to create images of various parts of the body,
including the breast and X-rays do not play any role. In cases where the breast
tissue is very dense or the age is less than 30 years old, the doctor prescribes
ultrasound. It should not be forgotten that ultrasound is not a substitute for mam-
mography, but is an adjunct to it.

Ultrasound is currently the best way to diagnose breast cysts, which is similar in
appearance to your full masses [3]. Most of women’s problems are related to chest
pain and swelling in the breasts which leads to inability to do daily works. Breast
cancer is the result of an out-of-body growth in abnormal breast cells. In both
benign and malignant tumors, there is a rapid and high growth of the cells. The
process of increasing cells in benign tumors stops at a definite stage [4]. In
malignant tumors, this growth continues unabashedly to an extent that, in the
absence of treatment, affects all parts of the body and fails to work. Throw away
The most common type of breast cancer is cancer of the origin of ducts, and since
this type of tissue is found to be in the upper and lower quarters of the breast, about
half of the breast cancers are found in the upper and outer quarters.

It should be noted that in all tumors there is a rapid and high growth of cancer.
What is important and the main difference between these two types of tumors is that
the process of increasing cells in benign tumors stops at a definite stage, but
continues in the non-inhibiting tumors of the malignant tumor. The cell growth in
the malignant tumors continues to some extent, which, if not treated, affects all parts
of the body and abilities. While this does not happen in benign tumors. No matter
how much breast cancer is diagnosed earlier, treatment is easier and more suc-
cessful. For this reason, women need to know the facts about the disease in order to
protect their health.

Mammography is the only sure-tier method by which one can reveal a mass in
the chest before being detectable by touch. Mammograms are divided into two main
categories according to which direction they are coming from: the craniocaudal
taken from the top to the bottom and the mediolateral axis that is taken in half-fold
and perverted [5]. The purpose of this work is to examine the chest in different ways
in order to better detect lesions.

Micro-calcifications one of the symptoms that are used to detect early breast
cancer. Each micro-calcification appears as a bright grain, which has several pixels in
digital images and these pixels are brighter with respect to their adjacent pixels [6].

Detection of suspicious areas in a mammogram that includes micro-calcification
clusters is usually performed by the radiologist, but it is difficult to determine if a
particular cluster is associated with a benign or malignant process [7]. However,
because the size and shape of each micro-calcification is different, and also the texture
of the mammogram context is heterogeneous, the grains cannot be easily identified
individually. In other words, due to the low contrast of the mammographic images, the
precise diagnosis of the cancer symptoms such as masses and calcification is difficult
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for the radiologist. Over time, radiologists have empirically discovered the rules that
decide on the appearance of micro-calcification, their dispersal, and other features
such as the benign or malignant micro-calcification cluster.

All local features of the original image are extracted by the radiologist’s vision
system, which is usually not done accurately.

Normally, if the patient’s mammogram is suspected of having a
micro-calcification cluster, it will be introduced for biopsy (tissue sampling).
Different evaluations show that out of all four biopsy surgeries, only one of them is
successful. In terms of the factors that endanger the health of the patients, biopsy is
not a suitable surgery and it is preferred to avoid this as much as possible [8]. In this
way, finding a technique to differentiate between benign and malignant samples in
the most accurate way is very helpful in preventing unnecessary biopsies. Hence,
relying on image processing techniques in this field is seen necessary to diagnose
micro-calcification tissues as the best way as possible. The techniques of the digital
image processing are used to enhance the quality of digital mammogram images as
well as to increase the detection accuracy of micro calcifications [8, 9].
Improvement of the image contrast is one of the most important requirements used
in image processing and vision system applications. In general, methods of the
contrast improvement are divided into two major categories: direct method and
indirect method [10].

2 Direct Contrast Optimal Methods

In the direct methods, while defining a criterion for measuring the image contrast,
attempts are made to improve image contrast by improving this criterion. Creating
an appropriate measurement criterion for image contrast is an important stage to
improving the image directly. The direct contrast approach considers both the
general and local information of the image, hence it can outperform in many
applications. In this regard various approaches have been proposed that are based
on the phase entropy principle, which transmits the image to the phase domain,
and the phase entropy is calculated, and in this manner the local contrast is mea-
sured [11].

3 Indirect Contrast Optimal Methods

Improving contrast with the indirect method involves modifying the histogram of
the image. In indirect method, the dynamic range of the gray levels of the image is
increased to improve contrast. Indirect methods which have been paid more
attention in recent years due to direct and knowledge-based representation are
categorized into four categories:
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Methods that modify the up and down frequency components of the image [12]
Methods based on Conversion [12, 13]

Methods based on histogram modification [14, 15]

Methods based on Soft calculation [16].

The proposed algorithm and techniques presented in this paper are based on
histogram correction methods. In Fig. 1, a mammography image with its histogram
is displayed.

3.1 Histogram Equalization (HE)

The main idea of HE is mapping of the values of the input image intensity to the
new intensity values through a transformation function created for the cumulative
density function (CDF). First, HE converts the histogram of the original image to a
plane histogram using an average value that is the average range of gray levels [17].
Therefore, the histogram of the image is divided into two parts based on its average
gray level, and the HE algorithm is separately applied on each divided section of the
histogram. Secondly, histogram equalization performs the improvement action
based on the overall content of the image.

HE is powerful in highlighting the boundaries and edges between different
objects, but it may change the local details in these objects, particularly smooth and
small areas. The other problem of HE is an abnormal increase and saturation effects
of intensity and also it is not appropriate to maintain the brightness of the original
image due to the changes in the brightness of the image [18].
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3.2 Contrast-Limited Adaptive Histogram
Equalization (CLAHE)

CLAHE is a kind of adaptive equalization of the histogram. This method divides the
original image into several sub-images without overlapping [19]. The secondary
histogram of the images is limited to the value of the improvement per each pixel and
then equalization is performed. Details of the image are evidently revealed with
respect to the background [20]. At the same time, the contrast of the image is
improved equally, which results in an output contrast image with high quality [9]. In
this paper, using an adaptive filtering procedure, the histogram of different parts of
the partitioned image is calculated and then the histogram balancing is utilized to
rearrange the brightness values of the total image. So our proposed method is dif-
ferent from the smoothing of the fundamental histogram, since in this method, as a
traditional equation technique, only one histogram is used for the whole image [21].

Consequently, for the purpose of improving the localized image contrast and
extracting more details from the image, while significant noise would be generated,
the contrasting histogram is equalized.

In order to suppress these deficiencies, a generalization of Adaptive Histogram
Equalization (AHE) of a contrast-limited, or concise, which is called CLAHE, is
used.

This technique is designed to overcome the problem of noise exacerbation.
CLAHE does not deal with the entire image, but deals with pieces that are in small
areas of the image [22]. The contrast of each area is improved in such a way that the
histogram of the output region corresponds to approximately the histogram
expressed by the distribution parameter.

Neighbor sections are combined to eliminate abnormal induced boundaries by
using bidirectional interpolations [22]. Utilizing contrast in homogeneous regions, it
is possible to avoid any exacerbation of any unwanted noise that may be present in
the low contrast image. Besides user friendly, simple calculation and good output in
local areas are of the advantages of CLAHE. Additionally, CLAHE has less noise
and can maintain the light saturation which normally occurs in the histogram
equalization procedures [23-25].

3.3 Recursive Mean-Separate Histogram
Equalization (RMSHE)

One of the first suggestions to overcome the drawbacks of the HE method is
brightness preserving of the equalized bi-histogram (BBHE).The method preserves
the effective amount of image brightness while improving the contrast. Moreover, it
divides the histogram into two sub-histograms based on the average amount of the
brightness and equalizes each part individually. If X,, denote the mean of the image
X and assume that X,,, € { Xy, X; ... X;—}. Based on the mean X,, the input image is
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divided into two sub level images X; and X;,. The transform functions for the sub
images are defined as

FL(X) - XO + (Xm - XO)CL(X) (1)
Fu(X) :Xm+l+(XL71 *meLl)Cu(X) (2)

According to the above equations, C;(X) and C/(X) is the respective cumulative
density functions for X; and Xy.
The output image (Y) of BBHE, is expressed as

Y = F(X1) UFu(X.) 3)

Now we introduce a better technique called RMSHE, which in fact performs the
same BBHE algorithm as a recursive one. In aforementioned techniques the input
image histograms were divided into two parts. However, in this method, instead of
dividing the input image one time, the input image divides to 2" sub-histograms
using an optional criterion called n. Then, each of these sub-histograms is equalized
in dependently. When n = 0, it means that no sub-image is created, which is the
same as the HE method [26]. Using calculations, it is claimed that with increasing
n, the brightness of the output image is preserved more efficiently.

E(Y) =X, + [@] (4)

In the above relation XG is the average of gray level and X,, is the average of
efficiency. When the return level n increases E(Y) suddenly converts to an average
of efficiency that is obvious from recent equality.

While RMSHE is a recursive method, it also maintains the scalability of image
brightness, which is a very important parameter in image processing. The main
advantage of the RMSHE method is to improve brightness with a recursive level
assigned to a low contrast image.

4 Proposed Algorithm

In the optimal contrast improvement techniques mentioned in this study, histogram
of input image is divided to two or more sub-histogram using different methods and
then the histogram equalization (HE) method is performed on each of these
sub-histograms independently. Evaluation of medical image’s contrast improve-
ment techniques, specially on mammography, shows that RMSHE and CLAHE
have the best performance on contrast improvement and brightness reservation.
Using these methods on MIAS database shows good developments on EME,
PSNR, MSE and AMBE parameters. Also, the RMSHE technique brings the best
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brightness preservation to the images. Using these results leads us to utilize CLAHE
in the equalization of sub histograms. Empirical results show significant
improvements on contrast restorations.

However in this paper Effective Measure of Enhancement (EME) and Peak
Signal to Noise Ratio (PSNR) are used to evaluate the performance of the algo-
rithms. PSNR is a measure of the deviation of the current image from the original
image with respect to the peak value of the gray level. The EME is a quantitative
measure of image enhancement.

It is obtained by splitting the image into a number of Blocks and using the
equation:

EME = - ZXZ:X:ZOL g<max 8) 5)

L=1 k= mm

In the above equation, K; and K, are the numbers of horizontal and vertical
blocks of the image and I, (k, L) and L, (k, L) are the maximum and minimum
pixel values in a given block, respectively.

Besides EME, in order to improve the confidence of the evaluation results, we
use another factor named Absolute Mean Brightness Error (AMBE), which is
defined to rate the performance of preserving the original brightness. Smaller values
of this parameter are related to the better preservation of image brightness. AMBE
is calculated as the absolute difference between original and enhanced images and is
given as:

AMBE = |1(i,j) — 1(i,])| (6)

In this equation, I(i, j) and I (i,j) are average intensity of input and enhanced
images, respectively which is defined between O and ©o.

Besides these factors, MSE as the Mean Square Error between the original (i.e.
s) and the enhanced (i.e. §) images is used as illustrated in Eq. (7):

MSE = > [1(0) ~ 16 )] (7)

i=1 J=1

In the following, the results of the indirect actions of contrast enhancement
techniques introduced in this paper, based on the example of mammographic image
are displayed (Figs. 2, 3, 4 and 5).

In Tables 1, 2, 3 and 4, the results of the Effective Measure of Enhancement
(EME) and peak signal-to-noise ratio (PSNR), mean squared error (MSE) and
absolute mean brightness error (AMBE) are presented which have been obtained
by applying the indirect contrast enhancement techniques introduced in this paper
are based on several examples of mammogram images extracted from the MIAS
(Mammography Image Analysis Society) database.
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Fig. 2 a Contrast enhancement with histogram equalization (HE) technique. b Histogram image
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Fig. 3 a Contrast enhancement with contrast-limited adaptive histogram equalization (CLAHE)
technique. b Histogram image

5 Conclusions

In this study, the well-known techniques for improving the image indirect contrast,
including HE, CLAHE and RMSHE with their application in low contrast mam-
mographic images were investigated. The traditional HE method significantly
changes the image brightness; therefore the details of the image cannot be evidently
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Fig. 4 a Contrast enhancement with recursive mean-separate histogram equalization (RMSHE)
technique. b Histogram image
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Fig. 5 a Contrast enhancement with suggested technique. b Histogram image

Table 1 EME values for
different contrast
enhancement techniques

Image HE CLAHE |RMSHE |CLA-RMSHE
mdb009 | 1.1380 |5.1268 7.2849 7.7172
mdb035 |0.2818 |2.7043 3.8918 4.3630
mdb043 | 0.2632 |2.9431 5.7116 6.1585
mdb057 | 0.6388 |3.3798 4.2820 4.9475
Mdbl107 |0.5406 |3.2968 3.8278 4.5474
Mdb137 | 0.3705 |3.5250 4.5075 5.0512
Mdbl45 | 1.3865 |4.6744 6.3660 7.3599
Mdbl63 | 0.5090 |3.6073 4.8155 5.2449
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Table 2 PSNR values for Image | HE CLAHE |RMSHE |CLA-RMSHE
different contrast
. mdb009 8.4180 |21.2360 |18.2825 |28.8805
enhancement techniques
mdb035 4.5880 |24.2680 | 17.7157 |29.9343
mdb043 42616 |25.3344 |15.6068 |30.7476
mdb057 7.2361 |24.5555 |19.7264 |28.7411
Mdb107 84115 |21.2360 |24.4981 |27.7643
Mdb137 | 6.3530 |20.9996 |19.8844 |24.2115
Mdb145 |12.1369 |20.9771 |34.4241 |38.6424
Mdbl163 | 7.6651 |22.5691 |24.8680 |28.9360

Table 3 MSE values for Image | HE CLAHE |RMSHE |CLA-RMSHE

different contrast

enhancement techniques mdb009 | 167.3960 |74.2731 | 102.2214 | 60.1739
mdb035 | 202.7276 |75.7823 | 105.1597 |57.0855
mdb043 | 206.0635 |71.8472 | 116.8537 |54.8107
mdb057 | 177.5863 | 74.7005 | 95.1016 |60.5947
Mdb107 |167.4504 |88.1873 | 74.9152 |63.9247
Mdb137 |185.6033 |89.2360 | 94.3532 | 75.9965
Mdb145 | 138.9922 |89.3364 | 49.2541 |36.9343
Mdb163 |173.8180 |82.5009 | 73.5427 |63.2929

Table 4 AMBE values for 0. |HE CLAHE |RMSHE |CLA-RMSHE

gﬁ‘;fé‘;ﬁfg::ﬁi‘hniques mdb009 | 928761 | 68134 | 153766 | 2.4532
mdb035 | 1467379 | 7.4320 | 12.2321 | 1.2084
mdb043 | 153.7188 | 7.8285 | 17.2210 | 0.0738
mdb057 | 1039611 | 42711 | 117311 | 2.7701
Mdbl07 | 887582 |2.8612 | 6.8836 | 4.8524
Mdbl37 | 1175142 |6.0282 | 114282 |4.2499
Mdbl45 | 58.1488 |4.8354 | 2.8243 | 0.4942
Mdbl63 | 96.1106 |3.1374 | 6.9858 | 3.1002

verified. By comparing the obtained results of several image samples from the
MIAS database, two RMSHE and CLAHE techniques perform better in contrast of
mammographic images, while the RMSHE technique has the best brightness
preservation. Applying the contrast-limited adaptive histogram equalization
(CLAHE) to the sub-histograms derived from image decomposition with RMSHE
technique, effective improvement results and a better peak signal-to-noise ratio can
be achieved for improvement of the image contrast.
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Contrast Improvement of Ultrasound M)
Images of Focal Liver Lesions Using ke
a New Histogram Equalization

Younes Mousania and Salman Karimi

Abstract Contrast improvement is an important issue in the processing of medical
images. Due to the difficulty of detecting liver lesions in conventional ultrasound
imaging and the low contrast of these images, we tried to provide an indirect
optimization technique on the ultrasound images of Focal Liver Lesions database in
the space of two-dimensional histogram to improve the quality and the contrast of
these images. To prevent undesirable effects due to the adjustment of the histogram
images, two techniques are used: CLAHE and RMSHE. By using four effective
measurement techniques metrics of EME, PSNR, MSE and AMBE, shows that the
proposed method has significant consequences. Furthermore; results of the study
revealed that improved outcomes are obtained when the proposed technique is
utilized on other standard ultrasound and medical images like mammography.

Keywords Ultrasound image - Contrast enhancement - Histogram equalization
CLAHE - RMSHE - EME - PSNR - MSE - AMBE

1 Introduction

The liver is the largest gland of the body with an important role in metabolism and
digestion. In this study, focal hepatic lesions and especially hepatic cysts have been
investigated with the aim of improving ultrasound images of these lesions. A wide
range of liver lesions is presented in differential diagnosis, but in general, these
lesions can be classified into two categories of benign and malignant [1]. In order to
determine the nature of these masses, one has to consider issues such as age, sex,
and the presence of chronic liver disease in the patient [2].
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Liver lesions are accidentally detected and are mostly benign. Benign types
originate from the liver tissue, but the malignant type or liver cancers can be of
different origins [3]. In addition to pain and swelling in the upper quadrant of the
abdomen which is also seen in benign lesions, malignant liver lesions can also
cause jaundice, bloody ascites, appetite and weight loss. However, Benign masses,
sometimes grow so much that they can cause problems [4]. But in most cases, they
do not spread to adjacent tissues and usually do not require treatment, unless the
patient has symptoms, in which case removal of the tumor with surgery will
improve the symptoms. Although the exact diagnosis of the nature of a liver mass is
achieved by sampling and pathologic examination, liver masses can be diagnosed
by various diagnostic methods such as clinical, pathological and ultrasonographic
methods [5]. Ultrasound imaging has many advantages, the most important of
which can be non-invasiveness and the use of non-ionizing radiation, which has led
to its wide usage in the diagnosis of various diseases [6].

Benign tumors are usually isolated, but sometimes they may be numerous, such
as in the case of liver cysts and multiple liver abscesses. In general, cysts are
thin-walled structures that contain liquid. Polycystic liver disease is associated with
polycystic kidney disease in half of the cases [7]. Few patients bleed into the cyst,
the phenomenon which causes pain in the upper extremity and sudden and severe
shoulder pain. Bleeding stops without intervention and the pain declines after a few
days. Liver cysts do not interfere with liver function. Cysts are usually found by
ultrasound or computerized tomography (CT scan), and the simple type is always
benign. Only those who experience symptoms are in need of treatment. Removing
the fluid from the cyst with a needle simply is not enough because the cyst will be
filled in again within a few days. The best and the easiest treatment is to remove a
large part of the cyst’s wall. This surgery can usually be done through laparoscopy
and has a therapeutic effect in almost all patients [8].

Digital image processing techniques are used to raise the quality level of
ultrasound images as well as to increase the accuracy of diagnosis of liver lesions.
Image contrast improvement is one of the most important requirements used in
image processing and vision system applications. In general, methods of the con-
trast improvement are divided into two major categories: direct methods and
indirect methods [9].

2 Optimal Methods of Direct Contrast

In the direct methods, while defining a criterion for measuring the image contrast,
attempts are made to improve image contrast by improving this criterion. Creating
an appropriate measurement criterion for image contrast is an important stage to
improve the image directly. The direct contrast approach considers both the general
and local information of the image, hence it can be improved in many applications.
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In this regard various approaches have been proposed that are based on the phase
entropy principle, which transmits the image to the phase domain, and the phase
entropy is calculated, and this way the local contrast is measured [10].

3 Optimal Methods of Indirect Contrast

Improving contrast with the indirect method involves modifying the histogram of
the image. In indirect method, the dynamic range of the gray levels of the image are
increased to improve contrast. Indirect methods which have been paid more
attention in recent years due to direct and knowledge-based representation, are
categorized into four categories:

Methods that modify the up and down frequency components of the image [11]
Methods based on Conversion [11, 12]

Methods based on histogram modification [13, 14]

Methods based on Soft calculation [15].

The proposed algorithm and techniques presented in this paper are based on
histogram correction methods. In Fig. 1, an ultrasound image of Focal Liver
Lesions with its histogram is displayed.

3.1 Histogram Equalization (HE)

The main idea of HE is mapping of the values of the input image intensity to the
new intensity values through a transformation function created for the cumulative
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Fig. 1 a Original ultrasound image. b Histogram image
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distribution function (CDF). First, HE converts the histogram of the original image
to a plane histogram using an average value that is the average range of gray level
[16]. Therefore, the histogram of the image is divided into two parts based on its
average gray level, and the HE algorithm is separately applied on each divided
section of the histogram. Secondly, histogram equalization performs the improve-
ment action based on the overall content of the image.

HE is powerful in highlighting the boundaries and edges between different
objects, but it may change the local details in these objects, particularly smooth and
small areas. The other problem of HE is an abnormal increase and saturation effects
of intensity and also it is not appropriate to maintain the brightness of the original
image due to the changes in the brightness of the image [17].

3.2 Contrast-Limited Adaptive Histogram Equalization
(CLAHE)

CLAHE is a kind of adaptive equalization of the histogram. This method divides the
original image into several sub-images without overlapping [18]. The secondary
histogram of the images is limited to the value of the improvement per each pixel and
then equalization is performed. Details of the image are evidently revealed with
respect to the background [19]. At the same time, the contrast of the image is
improved equally, which results in an output contrast image with high quality [20].
In this paper, using an adaptive filtering procedure, the histogram of different parts of
the partitioned image is calculated and then the histogram balancing is utilized to
rearrange the brightness values of the total image. So our proposed method is dif-
ferent from the smoothing of the fundamental histogram, since in this method, as a
traditional equation technique, only one histogram is used for the whole image [21].

Consequently, for the purpose of improving the localized image contrast and
extracting more details from the image, while significant noise would be generated,
the contrasting histogram is equalized.

In order to suppress these deficiencies, a generalization of Adaptive Histogram
Equalization (AHE) of a contrast-limited, or concise, which is called CLAHE, is
used.

This technique is designed to overcome the problem of noise exacerbation.
CLAHE does not deal with the entire image, but deals with pieces that are in small
areas of the image [22]. The contrast of each area is improved in such a way that the
histogram of the output region corresponds to approximately the histogram
expressed by the distribution parameter.

Neighbor sections are combined to eliminate abnormal induced boundaries by
using bidirectional interpolations [22]. Utilizing contrast in homogeneous regions, it
is possible to avoid any exacerbation of any unwanted noise that may be present in
the low contrast image. Besides user friendly, simple calculation and good output in
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local areas are of the advantages of CLAHE. Additionally, CLAHE has less noise
and can maintain the light saturation which normally occurs in the histogram
equalization procedures [23, 24].

3.3 Recursive Mean-Separate Histogram Equalization
(RMSHE)

One of the first suggestions to overcome the drawbacks of the HE method is to
preserve the brightness of the equalized bi-histogram (BBHE). This method pre-
serves the effective amount of image brightness while improving the contrast.
Moreover, it divides the histogram into two sub-histograms based on the average
amount of the brightness and equalizes each part individually if X,,, denote the mean
of the image X and assume that X,,, € {X,, X, ..., X;—1}. Based on the mean X, the
input image is divided into two sub level images X; and X;,. The transform func-
tions for the sub images are defined as:

Fr(X) = Xo + (X — Xo0)Cr(X) (1)
Fu(X) = X1+ (Xe-1 — Xn+1)Cu(X) (2)

According to the above equations, C;(X) and Cy(X) is the respective cumulative
density functions for X; and Xy,.
The output image (Y) of BBHE, is expressed as

Y =F (X)) UF,(X,) (3)

Now we introduce a better technique called Recursive Mean-Separate Histogram
Equalization (RMSHE), which in fact performs the same BBHE algorithm as a
recursive one. In aforementioned techniques the input image histograms were
divided into two parts. However, in this method, instead of dividing the input image
one time, the input image divides to 2" sub-histograms using an optional criterion
called n. Then, each of these sub-histograms is equalized in dependently.

When n = 0, it means that no sub-image is created, which is the same as the HE
method [23]. Using calculations, it is claimed that with increasing n, the brightness
of the output image is preserved more efficiently.

E(Y) =X+ [XG — X, /2" 4)

In the above relation XG is the average of gray level and X, is the average of
efficiency. When the return level n increases E(Y) suddenly converts to an average
of efficiency that is obvious from recent equality.
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While RMSHE is a recursive method, it also maintains the scalability of image
brightness, which is a very important parameter in image processing. The main
advantage of the RMSHE method is to improve brightness with a recursive level
assigned to a low contrast image.

4 Proposed Algorithm

In the optimal contrast improvement techniques mentioned in this study, histogram
of input image is divided to two or more sub-histogram using different methods and
then the histogram equalization (HE) method is performed on each of these
sub-histograms independently. Evaluation of medical image’s contrast improve-
ment techniques, especially on mammography, shows that RMSHE and CLAHE
have the best performance on contrast improvement and brightness reservation.
Using these methods on MIAS database shows good developments on EME,
PSNR, MSE and AMBE parameters. Also, the RMSHE technique brings the best
brightness preservation to the images. Using these results leads us to utilize CLAHE
in the equalization of sub histograms. Empirical results show significant
improvements on contrast restorations.

However, in this paper Effective Measure of Enhancement (EME) and Peak
Signal to Noise Ratio (PSNR) are used to evaluate the performance of the algo-
rithms. PSNR is a measure of the deviation of the current image from the original
image with respect to the peak value of the gray level. The EME is a quantitative
measure of image enhancement. It is obtained by splitting the image into a number
of blocks and using the equation:

EME = 2 i: 220L0g< ma ( 8) 5)

L=1 k mm

In the above equation, K; and K, are the numbers of horizontal and vertical
blocks of the image and I, (k, L) and I, (k, L) are the maximum and minimum
pixel values in a given block, respectively.

Besides EME, in order to improve the confidence of the evaluation results, we
use another factor named Absolute Mean Brightness Error (AMBE), which is
defined to rate the performance of preserving the original brightness. Smaller values
of this parameter are related to the better preservation of image brightness. AMBE
is calculated as the absolute difference between original and enhanced images and is
given as:

AMBE = |1(i,j) — 1(1,])| (6)

In this equation, I(i, j) and i(i, j) are average intensity of input and enhanced
images, respectively which is defined between 0 and ©o.
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Fig. 2 a Contrast enhancement with histogram equalization (HE) technique. b Histogram image
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Fig. 3 a Contrast enhancement with contrast-limited adaptive histogram equalization (CLAHE)
technique. b Histogram image

Besides these factors, MSE as the Mean Square Error between the original (i.e. s)
and the enhanced (i.e. §) images is used as illustrated in Eq. (7) (Figs. 2, 3, 4 and 5).

1 N

M x NZ Z [I(ivj) - i(l’l)] (7)

i=1 J=1

MSE =

In Tables 1, 2, 3 and 4, the results of the Effective Measure of Enhancement
(EME), peak signal-to-noise ratio (PSNR), mean squared error (MSE) and absolute
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Image HE CLAHE RMSHE CLA-RMSHE
Liver cysts 1 2.2486 4.3493 4.6860 6.0966
Liver cysts 2 2.6547 4.0582 5.0975 6.5524
Liver cysts 3 2.3754 3.4284 4.9945 5.4786
Liver cysts 4 1.2882 2.7928 3.4345 4.0855
Liver cysts 5 1.8542 3.4226 4.1450 4.8105
Liver cysts 6 2.2862 4.4173 4.7933 6.2311
Liver cysts 7 2.3452 3.5722 5.2153 6.3751
Liver cysts 8 1.0402 2.6869 3.9929 4.3214
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Table 2 PSNR values for different contrast enhancement techniques
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Image HE CLAHE RMSHE CLA-RMSHE
Liver cysts 1 9.5889 16.8176 10.6595 19.8243
Liver cysts 2 7.5803 15.8577 9.0458 18.8056
Liver cysts 3 8.1229 16.4563 9.5785 18.4956
Liver cysts 4 7.8551 17.5952 9.2693 19.4750
Liver cysts 5 8.8437 17.3986 10.1156 20.1406
Liver cysts 6 9.6820 16.7284 10.9549 19.9869
Liver cysts 7 10.5727 16.0937 12.5058 21.7694
Liver cysts 8 7.5767 17.8325 9.2233 21.0033
Table 3 MSE values for different contrast enhancement techniques

Image HE CLAHE RMSHE CLA-RMSHE
Liver cysts 1 157.8770 109.9894 149.6487 94.6371
Liver cysts 2 174.5568 115.3971 162.2234 99.5821
Liver cysts 3 169.8841 111.9944 157.9591 101.1378
Liver cysts 4 172.1744 105.7949 160.4202 96.3044
Liver cysts 5 163.8707 106.8400 153.7740 93.1521
Liver cysts 6 157.1438 110.4812 147.4545 93.8707
Liver cysts 7 150.2990 114.0433 136.4524 85.8664
Liver cysts 8 174.5882 104.5474 160.7901 89.2194
Table 4 AMBE values for different contrast enhancement techniques

Image HE CLAHE RMSHE CLA-RMSHE
Liver cysts 1 76.9183 24.6895 50.1574 11.5892

Liver cysts 2 96.1862 28.0400 56.5168 14.3583

Liver cysts 3 91.5083 24.7884 55.0843 15.1228

Liver cysts 4 94.2108 22.4383 55.7983 13.2048

Liver cysts 5 83.0150 21.8273 50.4046 11.4332

Liver cysts 6 77.4449 24.2536 48.7779 10.9278

Liver cysts 7 71.1864 25.6767 39.8442 6.2524

Liver cysts 8 97.3215 23.4840 53.7510 10.2786

mean brightness error (AMBE) are presented which have been obtained by
applying the indirect contrast enhancement techniques introduced in this paper and
are based on several examples of Ultrasound Images of Focal Liver Lesions images

extracted from the Ultrasound cases database.
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5 Conclusions

In this study, the well-known techniques for improving the image indirect contrast,
including HE, CLAHE and RMSHE with their application in low contrast mam-
mographic images were investigated. The traditional HE method significantly
changes the image brightness; therefore the details of the image cannot be evidently
verified. By comparing the obtained results of several image samples from the
MIAS and Ultrasound cases database, two RMSHE and CLAHE techniques per-
form better in contrast of mammographic and Ultrasound images, while the
RMSHE technique has the best brightness preservation. Applying the contrast-
limited adaptive histogram equalization (CLAHE) to the sub-histograms derived
from image decomposition with RMSHE technique, effective improvement results
and a better peak signal-to-noise ratio can be achieved for improvement of the
image contrast.
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An Unequal Clustering-Based Topology ®)
Control Algorithm in Wireless Sensor oy
Networks Using Learning Automata

Elahe Nouri

Abstract Clustering is an efficient method in saving nodes’ consumption of energy
within wireless sensor networks. In the majority of clustering methods, the sizes of
clusters are equal to each other. This feature will lead to a rise in consumption of
energy in clusters which are close to the sink node. For this purpose, a new method
has been presented based on the learning automata for the unequal clustering of
nodes in wireless sensor network. In this method, upon reduction of the distance
between the clusters and the sink hole, the size of clusters also shrinks. This feature
in addition to optimization of consumption of energy in the network, will also be
efficient in a rise in the number of packages delivered toward the sink hole. The
effectiveness of the proposed method has been assessed based on its implementa-
tion in a simulated environment, while the corresponding results have been com-
pared with previous approaches. The results show that the proposed method acts
better than previous methods in reduction of consumption of energy and a rise in
the number of delivered packages.

Keywords Wireless sensor network - Clustering - Learning automata

1 Introduction

The sensor networks are comprised of a large number of sensors with limited
energy and calculation sources. Each sensor maintains the ability to receive especial
data such as temperature, light, sound, movement, and so forth, and can deliver its
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received data from the environment to its neighbors. In the wireless sensor network
this communication and contact is established via radio waves. In the wireless
sensor networks, the sensed data are sent toward the sink node via a node in direct
manner and/or via other nodes. Given the limitation of sources of energy of sensor
nodes, the efficiency of consumption of energy in these networks is of paramount
importance. Clustering is one of the appropriate approaches for optimization of
consumption of energy in wireless sensor networks. In a sensor network, whose
structure is based on clustering, the sensor nodes are in the form of categorized
clusters, with each node sending its data via the cluster head toward the sink node.
In data routing toward the sink node, in a sensor network which is based on
clustering, the cluster heads close to the sink node, in addition to delivery of the
data of the members of their cluster, are also duty-bound for routing the delivered
data from cluster heads, further apart from the sink hole. This in turn results in a
surge in consumption of energy by the cluster head nodes, close to the sink node.
One method for prevention of this process is to reduce the size of clusters close to
the sink hole and to increase the size of clusters which are further apart. This
approach is referred to as unequal clustering. The application of unequal clustering
technique leads to balanced distribution of load across the network and optimization
of the energy consumption parameters, in addition to improvement of the rate of
delivery of package. One of the important topics in regard to unequal clustering
algorithms is the determination of the cluster head and the size of each cluster.
Selection of optimal values for these parameters can shape an optimal topology, and
lead to the improvement of the fundamental parameters of the wireless sensor
network. The technique of reinforcement learning can be employed as an efficient
approach for resolution of this issue. In the reinforcement learning, the learner,
throughout the learning process, and repetitive interaction with the environment,
attains an optimal control policy. The effectiveness of these interactions with the
environment is evaluated via the maximum (minimum) numerical reward (fine)
which is received from the environment. The main advantage of reinforcement
learning in comparison to other learning methods, is the lack of need for any data
from the environment in this approach. One of the methods of reinforcement
learning, is the random learning automata. The random automata, in the absence of
any data on the optimal act, intends to find an answer to the related issue. One act of
automata is chosen randomly and is implemented in the environment. Thereafter,
the response of the environment is received and the possible actions are updated
based on the learning algorithm, with the said procedure being repeated. Based on
this approach, an algorithm can be presented for controlling the topology based on
unequal clustering in wireless sensor networks. In this study we intend to make use
of learning automata in order to determine the cluster head and the size of sensor
network clusters, and to present a new algorithm for the purpose of controlling
topology based on unequal clustering in wireless sensor networks. The purpose of
this study is to optimize parameters of consumption of energy, rate of delivery of
package, and rear-to-rear delay in wireless sensor networks [1-5].
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2 Methodology

The constant changes of topology in wireless sensor networks are the consequences
of impairment and potential stimulation of host nodes. Moreover, the unsustainable
presence of nodes in the said networks, alongside restriction of the band width of
wireless channels, has caused many complexities and difficulties in regard to con-
trolling topology within these networks. In order to design efficient algorithms for
their implementation in wireless sensor networks; topics such as the band width of
wireless connections; stimulation of nodes and low energy of the network; which are
some of the main features of mobile calculations, should be attended. The stimulation
and impairment of the nodes within the corresponding wireless networks lead to
continuous changes in the topology of the network and surges the volatility of the
network’s data. The goal of this thesis is to design an efficient algorithm in a bid to
solve the issue of control of topology in wireless sensor networks, so that despite the
restrictions of the said networks; by reliance upon the features and capacities of
learning automata and their combinations, an appropriate analytical and applied
solution would be presented for this topic of importance [6, 7].

The impairment and stimulation of the nodes in wireless sensor networks is one
of the main reasons behind constant topological changes across the network, which
in turn escalates the volatility of data. On this basis, it is necessary to continuously
update the data of the network; as a result of which a significant control is exerted
on the network. On the other hand, given the restriction of the band width of
wireless connections in these networks, in comparison to wired networks; in
addition to restriction of sources of energy in these networks, the models and
patterns which are common in wired networks are inappropriate for usage in cor-
responding mobile network environments that maintain a much higher level of
dynamism. During the recent years, different algorithms have been designed for
development and control of topology in wireless sensor networks; the majority of
which are based on unrealistic common assumptions, making the theoretical
analysis of the algorithms feasible. However, on the other hand, their implemen-
tation practically leads to many difficulties and challenges with due regard to the
restrictions and potentials of the said networks. The development of the network’s
backbone is one of the most applicable and inspirational approaches for estab-
lishment and control of wireless sensor networks. Development of the spanning tree
of the network, formation of a maximal independent set for the network; devel-
opment of dominating set from the network’s graph, and the clustering technique of
the network are part of the common and most applicable methods for development
of the network’s backbone. In this thesis, a topology control algorithm is presented
based on clustering for wireless sensor networks.

In the topology control algorithm proposed in this thesis, which is hereinafter
abbreviated as CTCM (Topology control mechanism based on cluster); the net-
work’s topology is shaped based on establishment of the network’s backbone. In
order to build the topology of the network, in the proposed approach; initially the
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network is completely clustered, while later on the network’s topology is shaped
with the connection of cluster head nodes. On this basis, it can be said that the
process of control of topology in the proposed algorithm takes place in two phases.
In the first phase, the network’s clustering is carried out, and in the second phase,
the development of the backbone via the connection of cluster head nodes takes
place [8].

Within the first phase of the proposed algorithm, upon the usage of learning
automata, efforts are made for clustering of inner-network nodes in a manner that
the said clusters (or cluster heads) would maintain the maximum energy, and
thereby maintain the longest lifetime. For this purpose, efforts are made in each
section to select a network of nodes, which maintains the highest remaining energy
compared to its other adjacent nodes, as the cluster head node for that section. The
selected node plays the role of cluster head for the other nodes within that section,
as long as its average remaining energy is higher than the average energy of the
nodes in that section. In this method, each node is equipped with a learning
automata, within which each action of the automata is described as selection of that
node and/or one of its adjacent neighbors as the cluster head node for that section.
Throughout a learning repetitive process, each node with the assistance of its
automata, selects the best and most energetic adjacent node as the cluster head node
for itself. All nodes in a section will reach a joint decision on the selection of the
cluster head node. On the other hand, given that the cluster head node maintains the
duty to respond to all requests for transference of data, allocation of a channel and
so forth from the other nodes of their cluster; it loses it energy at a faster pace
compared to other nodes, as the result of which it loses its priority on playing the
role of a cluster head. Hence, throughout consecutive intervals, the cluster head
node should be re-selected and be once again replaced as the most energetic node in
comparison to other nodes in that section. In this method, upon the application of
the repetitive learning process in the automata, the permanent selection of the
cluster head takes place until the end of the network’s lifetime [9].

In the second phase of the algorithm, the topology of the network should be
carried out via the connection of the cluster head nodes. To this end, each cluster
head node, upon sending a message, identified and connects with its adjacent
cluster head nodes. In the end, the most resistant network topology is established
via the formation of the most energetic backbone of the network and upon the
connection of the most energetic cluster head nodes. Furthermore, prior to pre-
sentation of the proposed topology control method, and with due regard to the
features, specifications and strong points of learning automata; the reasons behind
usage of this method in this thesis as an efficient approach for clustering wireless
sensor networks, in accordance to an energy-based method, are detailed [10, 11].

As you know, in order to use learning automata; the fundamental features of
learning automata, and nature of its application should be concurrently taken into
consideration. The learning automata, in accordance to following features, have
been applied as powerful tools for resolution of many problems.
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. Learning automata perform appropriately while there is no data at hand.

. Learning automata perform appropriately when there is lack of assurance.

. Learning automata search in the possibility atmosphere.

. Learning automata need a simple feedback from the environment in order to

improve their situation in each phase.

5. Learning automata are highly useful as a model for learning in distributed and
multifactor environments, with restricted communications and inadequate data.

6. Learning automata maintain a simple structure and therefore can be easily
placed in a software or hardware.

7. Learning automata need to use a theoretical and derived efficiency criterion for
optimization applications.

8. Learning automata maintain a negligible computational load and can thus can be
simply used for immediate functions.

9. There are powerful mathematical analytical methods for analysis of learning

automata.

AW N =

In addition to above features, usage of learning automata is beneficial for
applications which maintain one or few of the following traits. Meanwhile, given
the innate features of the wireless sensor networks, as a completely distributed
environment with a high degree of dynamism and uncertainty, usage of learning
automata would be highly effective.

(1) The application is sufficiently complicated and uncertain, such that there would
be no mathematical approach available for it

(2) The application would be able to control distribution and create role models via
a series of self-autonomous factors

(3) The reinforcement signal would be a random variable and would be produced
based on an efficiency criterion

(4) Quantitative improvement in efficiency would be highly economically justified

(5) There would be no certain algorithm in regard to the considered application
[12, 13]

Meanwhile, learning automata also maintain a number of restrictions; which
makes their usage for many applications, as problematic. These restrictions are as
follows:

(1) Learning automata make use of a few initial data and the additional data about
the environment cannot be always used by learning automata

(2) Learning automata maintain a low rate of convergence for many functions

(3) Learning automata are non-reminiscent models

Given the above, and the features, specifications, restrictions, and capacities of
wireless sensor networks, which we will mention later on; the usage of learning
automata in this thesis for resolution of topology control issue based on clustering
in the wireless sensor network can be justified [14].

As previously mentioned, in the wireless sensor networks, the continuous
changes in the network’s topology are due to emergence of malfunction of nodes;
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limitation of the band width of wireless connections; restricted energy of nodes;
interferences of channel; noisy connections, and a number of other factors; resulting
in uncertainty, unpredictability, and changeability of the specifications of the said
networks, such as channel’s band width; channel’s capacity; potential for delivery
and receipt of nodes; and so forth; with the passage of time. This in turn causes
numerous challenges in analysis and design of topology control algorithms. The
majority of algorithms which have been presented for control of topology in
wireless sensor networks, have been based on the following assumptions:

e In majority of algorithms, the assumption is that each node should always have
complete and accurate data on the network’s topology. The assumption that in
wireless sensor networks, in addition to absence of a fixed and determined
network infrastructure; the movement (limited) of nodes and/or their malfunc-
tion leads to emergence of continuous topologic changes across the network;
imposes many communication slags on the network in order to update nodes’
data. This, in turn, leads to wastage of energy in network’s nodes, in addition to
wastage of band width and the existing capacity of the network’s channels.

e Determination of the network’s topology based on momentary image of the
topologic structure of the network and adoption of measures for supporting
future changes; is an approach which has been adopted in majority of the
proposed algorithms. Assuming a complete separation between the two phases
of formation of clusters and support for change, within networks whose one
innate nature is continuous topologic changes, will result in a fall in the effi-
ciency of presented algorithm and wastage of energy within the nodes and band
widths of wireless connections.

e Given the continuous changes of topology of network, due to movement
(limited) of nodes and/or their impairment; the environments of wireless sensor
network are completely dynamic, unpredictable, and uncertain environments.
Thus, assumption of the accumulation of all topological data of network’s
nodes, and implementation of algorithm in a single node, especially within
networks that maintain highly volatile nodes, on one hand results in transfor-
mation of the single node into a point of failure for the algorithm; and on the
other hand will lead to wastage of the existing sources such as the communi-
cation channels and source of energy.

e In the majority of proposed algorithms, given the necessity to coordinate and
match the performance of nodes; the presence of assuring models for publication
and/or collection of control messages across the network is an obvious
assumption. This comes while the wireless base of the said networks, movement
(restricted) of mobile nodes; and their dynamic presence, despite the corre-
sponding costs, put assuring conditions in place for materialization of this
assumption [15].

e The wireless sensor networks maintain a completely distributed network, in
which collection of data in one node and/or their publication across the network,
imposes countless excessive communication demands on the network; espe-
cially in networks with large scales. Additionally, the existing limitations in the
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band width of wireless connections and energy of nodes, raise inclinations
toward design of algorithms that are capable of making different decisions
across the network solely based on the data of nodes, and with the low con-
sumption of sources in a distributed manner. Design of such distributed algo-
rithms makes it possible to carry out updating and supporting operations, in a
local form and shape, in case of need and upon the emergence of topologic
changes [16].

e Continuous topologic changes of the network, resulting from limited stimulation

of nodes and/or their impairment, restriction of the band width of wireless
connections, limited energy of nodes, interferences of wireless channels; noisy
connections; and a number of other factors have led to focusing upon, and
assessing the specifications of the said networks, such as the channel band
width; channel’s capacity; capacity of node for delivery and receipt; within the
framework of topology control algorithms, turning them into random, unpre-
dictable and changeable specifications with the passage of time, causing
numerous challenges in the analysis and design of the said algorithms for these
random networks. Negligence of the random and variable specifications, and
assumption of presence of a network with completely fixed, stable, and certain
specifications leads to adoption of inappropriate decisions which are distant
from the innate realities of the said networks, and are therefore inappropriate to
implement, resulting in a sharp fall in output.
Given the said cases, and upon precise focus on the features and capacities of
learning automata model, which were previously mentioned, it is evident that
majority of assumptions are only capable of easing and justifying the presen-
tation and theoretical analysis of proposed algorithms, while implementation of
some of them has proven to be a difficult task due to the existing capacities and
limitations in wireless sensor networks, and could possibly result in a sharp fall
in the efficiency of said algorithms. On this basis, learning automata, and their
corresponding combined models can be considered as an appropriate model for
resolution of the said issues in wireless sensor networks, due to their following
features.

e Learning automata are appropriately capable of matching themselves with the
environmental changes. This is a highly appropriate feature for usage in the
wireless sensor networks environments that maintain a very high degree of
dynamism.

e The learning automata, in addition to low computational needs, impose minor
communication costs on the environment throughout their interaction with the
environment. This feature makes learning automata an appropriate option for
usage in environments, within which there are restrictions of energy and band
width, in comparison to other models.

e Learning automata in their interactions with each other are capable of building
models of distributed nature of wireless sensor networks and to simulate the
changeable behavioral patterns of nodes in communication with each other and
the environment, given learning automata’s learning and matching potentials [17].
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e Learning automata, in interaction with each other, are capable of convergence
for resolution of issues related to optimization, only by reliance on local deci-
sions. Thus, algorithms which are based on learning automata are considered as
an appropriate choice for wireless sensor networks, given that they dispel the
slags resulting from the collection and/or dissemination of information in cen-
tralized algorithms.

e Learning automata, in a repeatable process, and with the passage of time,
complete the information that they need for decision-making from their living
environment. On this basis, the endurance of algorithms which are dependent on
learning automata, in the face of possible errors in receipt of data by nodes,
which is common in wireless sensor networks, will not leave an impact as such
on the performance of algorithm, in comparison to other algorithms.

The main goal of this thesis is presentation of a smart algorithm based on
learning automata model, which upon consideration of the limitations of the said
networks, and upon reliance on prudent assumptions would be able to provide an
appropriate solution for the issue of topology control within wireless sensor
networks.

Proposed topology control algorithm based on learning automata

Given that the proposed algorithm is an algorithm aware of energy and efficient
energy; with due regard to the remaining energy of the network’s nodes, and within
the framework of a repeatable learning process, it tries to form the most durable
topology of the network via selection of the most energetic nodes of the network
and establishment of the most resistant clusters against impairment of the sensor
nodes.

The phases of the proposed algorithm are as follows [18-20]:

Initially, a network of learning automata in harmony with the wireless sensor
network is established. For this purpose, a learning automata (For instance
Automata Ai) is allocated to each of the network’s nodes (For instance node Nj).
Each automata shapes its internal structure (Action set and possibility vector in
selection of action) as follows:

Given that in the proposed algorithm, the action set of each automata are defined
based on adjacent nodes; it is necessary for each node of the proposed algorithm to
continuously update its topologic data. To this end, each node periodically airs a
hello message within the boundary of its delivery. This message is sent by all nodes
once in a while in order to update the topologic data of the network. The proposed
algorithm in this thesis, is an energy-aware algorithm and on this basis any node, in
its hello message, in addition to its ID number, sends and notifies its remaining
energy. In this manner, all of the inner-network nodes are continuously informed of
the amount of remaining energy in their neighboring nodes.

Each node, upon the receipt of hello message, includes its ID No. and the data on
the remaining energy of the node, which has received the said message, within its
list of neighbors. The number of fields for each of the nodes of the network in the
list of neighbors is equal to the number of its neighboring nodes. In this manner,
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each of the nodes will maintain the local data of its neighbors. In fact, list of
neighbors of each node such as Ni node is presented as equivalent to the length of
its neighbors and each of its homes belongs to a neighboring node such as Ni node
which maintain the two fields of ID and Energy within the framework of List of
Neighbors.

Assume that Ai Automata is equivalent to Node Ni.

Assume that oi is the action set for Automata Aj.

Assume that Ei is the remaining energy of Ni Node.

Assume that Fi is the average remaining energy of nodes adjacent to Node Ni.

Assume that o is the action selection of Nj Node by Ni Node.

Assume that pi is the vector on possibility of selectin of action of Automata Ai.

Assume that pj is the possibility of selection of action ;.

Now, the action set of each automata allocated to each node is defined as

follows with due regard to the location of that node in the network.

e The letter r is the number of actions of each automata which is equivalent to the
number of neighboring nodes, from which the automata has received a hello
message, plus one.

e Each action of automata is equivalent to its own selection and/or the selection of
one of the neighboring nodes from the List of Neighbors.

e Selection of each action of o by the automata is equivalent to Node Ni, tanta-
mount to selection of Node Nj as the cluster head for Node Ni.

e Action probability vector is formed with allocation of the initial value of 1/r to

each action when r is equal to the number of actions of each automata.

Given the possibility of impairment of nodes; the network’s topology is
changeable with the passage of time, and since the structure of automata is shaped
based on data on nodes’ neighbors; the data of the topology of network should be
continuously updated in nodes. Thus, the proposed algorithm continuously updates
its topologic data. If, after a specified duration, a hello message is not received from
a node which has been adjacent to Node Ni, it would be eliminated from the list of
neighbors of the said node and its equivalent action from Automata Ai is also
eliminated. Thus, the learning automata which is used in this thesis is the learning
automata with a number of variable actions. One of the other reasons for usage of
learning automata with a variable action set is to prevent the emergence of loop in
the process of development of topology, which will be fully detailed later on.

As previously mentioned, the process of control of topology in the proposed
algorithm is carried out in two phases. The first phase is the clustering of network,
while in the second phase; the backbone is built via the connection of the cluster
head nodes.

The first phase: Clustering of the Network [21-23]

(1) Initially, each Ni node activates its allocated Ai.
(2) Automata Ai chooses one of its possible actions in random and based on the
Action Probability Vector pi.
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Each action selected by automata means that the equivalent node to the selected
action is considered as the cluster head for the said node.

— Assume and select Nj as the cluster head
— Now, the learning automata equivalent to each node, assesses the optimality of
the selected action as follows:

(3) Ni Node calculates the average energy of the remaining adjacent nodes Ei.

(4) If the remaining energy of the chosen cluster head (Ei) would be larger and/or
equivalent to the average energy remaining from all neighboring nodes to Node
Ni; in this case.

(5) The learning automata rewards its selected action via the usage of following
relationship and raises the possibility of selection of that action for the fol-
lowing repetitions.

Pi(n+1)="Pi(n)+a(l —Pi(n))

The possibility of selection of other actions of the automata is reduced upon
fining them via the following relationship; with a and b respectfully being the fine
and reward rates [24, 25].

Pi (I1+1) = (1-a) Pi (1): Yj # i

(6) Otherwise, if the energy of the node of selected cluster head would be less than
the average remaining energy of all neighboring nodes.

(7) The learning automata reduces the possibility of selection of the said action
(node) via fining it based on the following relationship:

Piin+1)= (1 -b)Pi(n)

The learning automata increases the possibility of selection of other actions of
automata upon rewarding them via the following relationship [26]:

Pi (I1+1) = b/r-1 +(1-b) Pi (1]): §j #i

(8) The steps one to seven in each node is repeated until the automata equivalent to
that node selects one of its actions with the possibility of more than one
threshold limit referred to as Pr; that is also referred to as the condition for
termination of algorithm. Obviously, the higher the value of Pr, the more will
be the cost of implementation of algorithm, and on the other hand the con-
vergence of automata with the optimal cluster (most energetic cluster) takes
place with further precision. This means that a more appropriate node is chosen
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as the cluster head. However, on the other hand, with the reduction of the value
of Pr, the possibility of convergence with the optimal cluster is reduced, in
addition to the reduction of the cost of implementation of algorithm.

In this manner, in each section of the network, the node which maintains the
highest level of energy in comparison to other neighboring nodes, is chosen as the
cluster head node of that section. The selected node, as long as having a remaining
energy higher than the energy of other nodes in that section, plays the role of cluster
head for the clusters within that section. As a result, upon the usage of learning
automata, the inner-network nodes are clustered such that the said clusters (or
cluster heads) maintain maximum energy and thereby the maximum lifetime.

Second Phase: Development of Topology

In the second phase of algorithm; the topology of the network is established via
connection of nodes of cluster head. To this end, each node of the cluster head
identified itself and connects to them, via delivery of the message of nodes of its
neighboring cluster head. The process of connection of cluster heads is as follows:

Each node of the cluster head CH forms a message of request for connection,
known as CR, in short, sending it to its neighboring nodes.

In this case, it is possible for one of the following cases to occur for each node
neighboring Nj, which receives the message CR from cluster head CH [27]:

(A) The two cluster heads are located a step from each other. The node neighboring
Nj is a cluster head node. In this manner, two cluster heads Chi and CHj are
directly connected to each other.

In this manner, Node CHi also receives its CR message from CHj Node.

(B) Two cluster heads are two steps apart. The Node neighboring Nj neighbors
another cluster head such as Chi Cluster Head. In this case, the node neigh-
boring Nj as the gateway node, is duty-bound to connect Chi Cluster Head and
CHj Cluster Head.

(C) In the last mode, two cluster heads are three steps apart. In this case, the two
cluster heads Chi and CHj are respectively neighboring two gateway nodes Ni
and Nj; with the two said nodes also being next to each other. In this mode, the
two cluster heads Chi and CHj are connected to each other via two gateway
nodes Ni and Nj.

In the end of the second phase of proposed algorithm, the most resistant network
topology is formed via the connection of the most energetic cluster head nodes,
thereby shaping the most resistant backbone of the network (against the movement
and impairment of sensor nodes).

One of the capacities and abilities of learning automata is compatibility with the
environment and environmental changes. Given that each topology maintains a
limited lifetime, and after a while, the formed topology will lose its energy and will
break; under these conditions, in each of the topology control methods, the process
of redevelopment of topology should be repeated. But, in the proposed algorithm,
with the passage of time, whenever each node of the backbone loses its energy, the
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learning automata intelligently converges toward the second energetic neighboring
node, in the following repetitions; preventing the failure of topology and removing
the need for the repetition of algorithm. Thus, it is expected from the proposed
method to significantly rise topology’s lifetime and to reduce the costs of calcu-
lations and communications.

3 Conclusion

In this thesis, a fresh approach based on learning automata was presented for unequal
clustering of wireless sensor networks. In unequal clustering, the sizes of formed
structures are not equal and the majority of clusters close to sink node will be smaller
in size, while the further away clusters will maintain larger sizes. This feature
reduces the consumption of energy in the vicinity of the sink node and will increase
the network’s lifetime. The proposed model can maintain the following steps.

(1) Determination of the cluster head with the usage of a learning automata

(2) Determination of the size of each cluster with the application of optimization
model and formation of clusters

(3) Routing data in the clustered network, with the application of routing algorithm

(4) Measures of the automata are updated in the end of each cycle

In the proposed method, the cluster heads are determined with the usage of
possibility vector of the learning automata, and the number of neighbors to sensor
node is determined. At the end of each cycle, the measures of learning automata are
updated with the application of laws on rewards and fines. This feature results in the
better performance of the proposed method in selection of the cluster head after a
number of cycles.

In order to assess the performance of the proposed model, NS2 software is used.
In this measure, the performance of the clustering algorithm in the network’s
environment was studied from different angles such as the network’s lifetime, rate
of consumption of energy, rate of delivery of package, and participation of nodes in
the delivery process. The results of this study revealed that the proposed method
maintained a better performance compared to the performance of other methods,
and in addition to a longer lifetime, the proposed method will result in lower
consumption of energy, and larger number of delivery of packages.

References

1. Dargie W, Poellabauer C (2010) Fundamentals of wireless sensor networks theory and
practice. Wiley series on wireless communications and mobile computing, 1st ed (Wiley
Publication)

2. Sohraby K, Minoli D, Znati T (2007) Wireless sensor networks: technology, protocols and
applications, 1st ed. Wiley



An Unequal Clustering-Based Topology Control Algorithm ... 67

3.

4.

S.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Younis M, Senturk I, Akkaya K, Lee S, Senel F (2014) Topology management techniques for
tolerating node failures in wireless sensor networks: a survey. Comput Netw 58:254-283
Mamun Q (2012) A qualitative comparison of different logical topologies for wireless sensor
networks. Sensors 12(11):14887-14913

Alnuaimi M, Shuaib K, Nuaimi K, Hafez M (2012) Performance analysis of clustering
protocols in WSN. IEEE IFIP WMNC, pp 1-6

. Liu X (2012) A survey on clustering routing protocols in wireless sensor networks. Sensors

12:11113-11153

. Afsar M, Tayarani M (2014) Clustering in sensor networks: A literature survey. J Netw

Comput Appl 46:198-225

. Thathachar MAL, Sastry PS (2002) Varieties of learning automata: an overview. IEEE Trans

Syst Man Cybern—Part B: Cybern 32(6):711-722

. Narendra S, Thathachar AL (2012) Learning automata: an introduction. Courier Corporation,

476 pages

Barto AG, Anandan P (1985) Pattern-recognizing stochastic learning automata. Syst Man
Cybern 15(3):360-375

Forghani A, Rahmani AM (2008) Multi state fault tolerant topology control algorithm for
wireless sensor networks. In: Proceedings of the IEEE 2nd international conference on future
generation communication and network, vol 1, pp 433-436

Wang L, Jin H, Dang J, Jin Y (2007) A fault tolerant topology control algorithm for
large-scale sensor networks. In: Proceedings of 8th international conference on parallel and
distributed computing applications and technologies (PDCAT), vol 8, pp 407412

Sergiou C, Vassiliou V, Paphitis A (2013) Hierarchical tree alternative path (HTAP)
algorithm for congestion control in wireless sensor networks. Ad Hoc Netw 11(1):257-272
Gupta G, Younis M (2003) Load-balancing clustering of wireless sensor networks. In:
Proceedings of the international conference on communications (ICC ‘03), vol 3, pp 18481852
Bhowmik S, Basu D, Giri Ch (2014) k-fault tolerant topology control in wireless sensor
network. Adv Intell Syst Comput 235:371-377

Basagni S (1999) Distributed clustering for ad hoc networks. In: Proceedings of IEEE fourth
international symposium on parallel architectures, algorithms, and networks (I-SPAN 99), vol
8, pp 310-315

Xia D, Vlajic N (2006) Near-optimal node clustering in wireless sensor networks for
environment monitoring. In: Proceedings of CCECE, vol 6, pp 1825-1829

Jiang CJ, Shi WR, Tang XL, Wang P, Xiang M (2014) energy balanced unequal clustering
routing protocol for wireless sensor networks. J Softw 23(5):1222-1232

Liao Y, Qi H, Li W (2013) Load-balanced clustering algorithm with distributed self
organization for wireless sensor networks. IEEE Sens J 13(5):1498-1506

Bagci H, Yazici A (2013) An energy aware fuzzy approach to unequal clustering in wireless
sensor networks. Appl Soft Comput 13:1741-1749

Lee S, Choe H, Park B, Song Y, Kim C (2011) LUCA: an energy-efficient unequal clustering
algorithm using location information for wireless sensor networks. Wirel Pers Commun
56:715-731

Guha S, Khuller S (1998) Approximation algorithms for connected dominating sets.
Algorithmica 20(4):374-387

Butenko S, Cheng X, Oliveira C, Pardalos PM (2004) A new heuristic for the minimum
connected dominating set problem on ad hoc wireless networks. In: Recent developments in
cooperative control and optimization, cooperative systems, vol 3, pp 61-73

Heinzelman WR, Chandrakasan A, Balakrishnan H (2000) Energy-efficient communication
protocol for wireless microsensor networks. In: Proceedings of the 33rd Hawaii international
conference on system sciences (HICSS), vol 8, pp 1-10

Kour H, Sharma AK (2010) Hybrid energy efficient distributed protocol for heterogeneous
wireless sensor network. Int J Comput Appl 4(6):1-5



68

26.

27.

E. Nouri

Heinzelman W, Chandrakasan A, Balakrishnan H (2000) Energy-efficient communication
protocol for wireless microsensor networks. In Proceedings of the 33rd Hawaii international
conference on system sciences, vol 8, Citeseer, p 8020

Deniz F, Bagci H, Korpeoglub I, Yazici A (2016) An adaptive, energy-aware and distributed
fault-tolerant topology-control algorithm for heterogeneous wireless sensor networks. Ad Hoc
Netw 44:104-117



Using an Active Learning M)
Semi-supervision Algorithm e
for Classifying of ECG Signals
and Diagnosing Heart Diseases

Javad Kebriaee, Hadi Chahkandi Nejad and Sadegh Seynali

Abstract Diagnosis of various heart defects and arrhythmias based on the ECG
signals recorded from the patient has greatly appealed to the medical community.
Biological signal processing performed by experts in the field has involved many
challenges to be able to present a precise model of the recorded signals and to
analyze and diagnose defects and arrhythmias based on the extracted features and to
classify them into the normal and abnormal classes. It is an issue that has appealed
to researcher for years to make the process of precisely diagnosing heart diseases
intelligent. An efficient classification method with active and semi-supervised
learning for classification of the ECG signal based on the mRMR feature selection
method has been used in this research. The extracted features include the temporal
features, AR, and wavelet coefficients. Finally, the indicators of validity, precision,
and sensitivity for this set of selected features have also been evaluated through
application of the proposed classifier. The results of simulations in the Matlab
software environment suggest that the proposed system has 98.64% validity for
diagnosis of 6 class types of ECG. Comparison between the obtained precision and
that of the previous research demonstrates the proper performance of the proposed
method.
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1 Introduction

Diagnosis of different types of cardiac anomaly and arrhythmia based on the ECG
signals recorded from the patient has greatly appealed to the medical community.
Experts in the field have been confronted with many challenges processing bio-
logical signals, so that they can present an accurate model from the recorded signals
that can be analyzed making it possible to diagnose anomalies and arrhythmias and
to classify them as normal or abnormal based on the extracted features. Making the
process of accurate diagnosis of heart diseases intelligent is an issue that has
appealed to researchers for years. In this research, an efficient classification method
with active semi-supervised learning has been used for classification of the ECG
signal based on the mRMR feature selection methods. The extracted features include
temporal features, AR, and wavelet coefficients. Finally, the correctness, accuracy,
and sensitivity indices are evaluated for this set of selected features through appli-
cation of the proposed classification. The results of simulation in the MATLAB
software environment suggest that the proposed system has an accuracy of 98.64%
for diagnosis of 6 ECG class types, which demonstrates the desirable efficiency of
the proposed method as compared to the accuracy obtained in previous research.

Diagnosis of different types of cardiac anomaly and arrhythmia based on the
ECG signals recorded from the patient has greatly appealed to the medical com-
munity. Experts in the field have been confronted with many challenges processing
biological signals, so that they can present an accurate model from the recorded
signals that can be analyzed making it possible to diagnose anomalies and
arrhythmias, to classify them as normal or abnormal, to diagnose the type of
arrhythmia for presentation of the source of anomaly, and to diagnose ventricular
tachyarrhythmia, atrial fibrillation, and congestive heart failure based on the
extracted features. Many methods and algorithms have been presented so far for
analysis of ECG biological signals in the field of frequency, which have classified
the cardiac signals of a normal individual and those of one with a specific
arrhythmia based on the frequency ranges of the signals. Analysis in the field of
frequency is affected to a large extent by signal noises resulting from movement of
the patient, the electric equipment noise of the device, etc., and it is not possible to
predict and analyze beyond the time of recording and for future. Furthermore, it is
impossible in the field of frequency to make a distinction between arrhythmia and
noises, and primary diagnosis of CHF is impossible. For this reason, there has been
concentration to some extent in the few recent years on analysis of these signals in
different fields.

In this research, we will detail the different steps of implementing the proposed
method, and will also investigate the effects of changing the parameters effective on
implementation of the method. The method has been implemented in the MATLAB
software environment. The steps of signal preprocessing will first be described, and
the steps concerning extraction and selection of features will then be addressed,
followed finally by data classification, for classification of the normal signal and the
5 arrhythmias [1].
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2 History

It has been debated for years by researchers in all countries to make the process of
diagnosing heart diseases intelligent. The process consists of steps during which the
ECG signal is selected as the input to the software, and the software is expected to
diagnose well-being or disease and even the type of heart disease with an acceptable
accuracy. All these pieces of software extract and select the appropriate features of a
signal after receiving it, and then diagnose the type of disease. We will examine
different methods used in previous research below.

2.1 Classification of the ECG Signal Using a Wavelet,
Morphological Properties, and Neural Networks

In this research, 15 temporal features and 15 features of transform of the selected
wavelet have been used after the preprocessing and the PCA method for reduction
of the feature sizes, which has resulted in selection of 8 of the best features in each
class. Classification is made by a combination of the multilayer perceptron neural
network and the radial basis neural network. It has been demonstrated in this
research that the hybrid structure of the neural network obtains much better results
than the multilayer perception (MLP) neural network [2].

2.2 (Classification of Cardiac Arrhythmias Using SVM

In this research, the features of the ECG signal have been extracted through its
analysis with a combination of wavelet transform and the AR model. The common
methods of cardiac disease diagnosis have been optimized with such an integration.
Then, a support vector machine classifier with a Gaussian kernel has been used for
automatic classification of five types of cardiac arrhythmia.

2.3 Electrocardiogram Signal Processing

Biological signals are processed in 4 steps.

Measuring or recording the signal: Transformers are used for recording and
collecting signals from the body.

Transforming the signal: This step is referred to as preprocessing. The purpose is
to reduce signal noise and data size, so that the signal features are easier to extract in
the third step. Calculating the signal parameters: The step consists of extraction of
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the appropriate meaningful parameters (signal features) [3]. Interpreting or classi-
fying the signals: The physician or computer introduces the final interpretation
using the extracted features.

3 Pattern Recognition

One of the important purposes of recording and processing critical signals is to
interpret them and to employ the useful information in them in diagnosis and
treatment. The interpretation step occurs in the recognition or classification phase.
For instance, it must be specified after the ECG signal is recorded and preprocessed
whether or not it concerns an individual with a particular heart disease. Signal
classification actually responds to this question.

3.1 Pattern Recognition Methods

The methods for pattern recognition fall in general into three groups. Statistical
methods: Statistical models are generated for patterns and classes, and classification
is made using the concept of probability distribution. Structural (analytical): The
pattern classes are specified by figurative structures. These methods are applied
most often in cases where the patterns have specific structures [4]. Intelligent
networks: Artificial neural networks are networks of units that model the brain
neurons. Classification is made using these structures [5].

4 Proposed Method

Classifiers are sometimes based on generating models, since they model observed
data (samples), can be trained using partially labeled datasets, and make it possible
to integrate expert knowledge easily. However, it is important to identify over-
lapping processes belonging to different classes and incomplete data distribution
matching in order to obtain great classification performance. That is why we use
two different methods of training technique for the CMM probabilistic modeling
approach (classifier based on probabilistic hybrid models). The first method that we
use, titled shared component classifier (CMMsha), determines structural informa-
tion in an unsupervised way in the first step with a density model of shared com-
ponents, and is extended to a classifier using class labels [6].

The second classifier, titled separate component classifier (CMMsep), uses class
information at present for training, first for construction of the density model of
separate classifiers and then for allocation of the components to classes.
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Fig. 1 Comparison of the two types of CMM over an artificial dataset

In Fig. 1, the differences between the two approaches of CMMsha on the left and
CMMsep on the right are shown for a two-dimensional continuous (real-value)
input space, where we use bivariate Gaussians (normal distributions, in other
words) as model components. Each component should model one class of samples
in the input space, which can be assumed to result from a process in the actual
observed environment. We have 3 such processes that belong to two classes, where
the circles are red, and the crosses are blue. The two processes, one blue and one
red, overlap each other to a large extent. The center (average) of the Gaussian
component describes its location, covariance matrix, and shape. The curves in
Fig. 1 are Gaussian curvatures located at the centers represented by large crosses.
The decision boundary is shown as a thick black line. In the first step of modeling,
CMMsha on the left does not use label information, and is therefore incapable of
differentiating between overlapping processes or classes. CMMsha recognizes only
two classes, and places both in the green class, and incapability of realizing a high
classification rate occurs subsequently. CMMsep on the right, which uses class
information in the first step of modeling, is capable of recognizing up to 3 classes,
modeling them correctly, and providing us with higher classification accuracy.

4.1 A General View of the Active Learning Approach
Using Directed Learning

The standard PAL learning cycle (without our novel directed learning process, in
other words) is represented by thick black arrows in Fig. 2a. PAL usually begins
with a large repository U of unlabeled samples (the gray box on the left) and a small
set of labeled samples L (the gray box on the right), where X = U U L and |L| < |
U|. A classifier G is trained based on L. Then, a question-and-answer set of unla-
beled samples is specified for labeling based on selection strategy Q, which
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Fig. 2 Graphic description of the active learning process

considers the knowledge contained in G for sample selection, and is presented to
predictor O. The labeled samples are added to L, and classifier G is updated. If a
termination condition is met, PAL is stopped; otherwise, a new round of questions
and answers begins (learning cycle, in other words). Our extension of the standard
PAL cycle is shown using the additional dotted arrows in part a of Fig. 2 [7].

4.2 Our Approach Differs from the Standard Approach
Jrom the Following Aspects

The initial set L is empty.

A directed trainer has been used (part a of Fig. 2, the green box in the middle),
which adopts a generating model M in each cycle, and uses M for labeling all the
samples in U with a semi-supervised approach.

Classifier G is trained with the labels for all the samples in the dataset.

(a) PAL learning cycle (full arrows) with extensions (dotted arrows).
(b) Directed learning process, extending the standard PAL cycle, concerning the
green directed learner box in part a of Fig. 2.

5 Simulation

The method has been implemented in the MATLAB software environment. The
steps of signal preprocessing will first be described, and the steps concerning
extraction and selection of features will then be addressed, followed finally by data
classification, for classification of the normal signal and the 5 arrhythmias.

The ECG signals concerning different patients have been provided by the
MIT-BIH standard database. The database has 48 two-channel ECG signals
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obtained from 47 case studies at the BIH arrhythmia laboratory between 1975 and
1979. The signals have been stored with a frequency of 360 samples per second and
an accuracy of 12 bits in a range of 10 mV, and 20 patients’ signals were selected
as input data (Fig. 3).

5.1 Signal Shift to the Baseline Deviation

The noise resulting from breathing when the electrocardiography signal is recorded
has a low frequency of about 15 Hz. The noise causes the baseline of the elec-
trocardiography signal to change, as a result of which extraction of the temporal
properties and features of the signal is confronted with problems. The level-8
wavelet of the ECG signal has a higher amplitude than at the previous wavelet
levels, and the ECG signal is corrected if it exhibits a considerable difference from
the baseline at some pulses (Figs. 4 and 6) following the removal of the level, so
that a uniform, regular signal is achieved.

5.2 Removal of the Noise Resulting from Mains Electricity

The ECG signal at this level includes noise resulting from mains electricity.
Through application of a band-pass filter that does not pass signals in the range of
60 Hz, the noise resulting from mains electricity, which has a higher frequency than
that of the main signal, can be filtered (Figs. 5 and 6) [8].
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5.3 Signal Windowing

Windowing is carried out using the information extracted from the software envi-
ronment, such as the moment when wave R has occurred and the type of disease
diagnosed by the physician for each pulse. For this purpose, 100 samples before and
200 after the moment when wave R has occurred of the smoothed signal is con-
sidered as a complete pulse (Fig. 6), and the pulse is placed in the class concerning
its disease based on the physician’s diagnosis on it.
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5.4 Selection of the Training and Test Data

At the final step of signal preprocessing, 1060 pulses are fully randomly selected
from each of the six classes, out of which 750 pulses are considered as training data
and 310 as test data, and are stored in a separate classification (Given the low
amount of data available in the database on the disease A signal, 224 pulses have
been considered as training data and 97 as test data) [9].

5.5 Feature Extraction

Temporal features, wavelet features, and AR features were selected for the feature
extraction step, which were extracted for the training and test data. Each extracted
feature vector consists of a total of 64 features, including 9 temporal features, 48
wavelet features, 2 AR features, and 5 PCA features.

Feature selection with PCA.

When the PCA operator is applied, the features are mapped in a new space, and
sorted based on importance. The superior features are selected, and stored for
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Table 1 Accuracy of classification using 5 classification methods and 40 selected features
Method A L N P R \'% Accuracy
PCA.SVM 93.67 81.44 82.58 85.66 84.02 80.30 84.61
mRMR.SVM 94.05 82.55 82.90 86.12 80.26 83.71 84.93
PCA.Porposed 94.11 99.40 98.91 99.64 99.70 99.03 98.47
mRMR .Proposed 94.11 99.05 99.54 99.33 100 99.82 98.64

classification in the following steps. The distribution of 20 feature vectors from
each class after PCA mapping is shown in two dimensions in Fig. 7. Table 1 shows
the output of the classifier.

Identification of the important points of the signal using PCA.

We consider all the points of the signal as the input to PCA. Given the PCA
mapping, the mapped points are ranked based on importance. We select 5 superior
mapped points as features to be used in the following steps [10].

6 Principal Component Analysis (PCA)

In the principal component analysis method, new coordinate axes are defined for
the data, such that the first axis lies in the direction that maximizes data variance,
the second axis is considered perpendicular to the first axis in the direction that
maximizes data variance, and the following axes similarly lie perpendicular to all
the previous axes to maximize data variance in that direction. Principal component
analysis is one of the popular methods of feature extraction, used in many studies
due to simplicity and high processing speed. The PCA technique is the best method
for linear reduction of data dimensions; that is, less information is lost than in other



Using an Active Learning Semi-supervision Algorithm ... 79

methods, since the less important coefficients obtained from the transformation are
eliminated. Assume that input matrix Xhas Ny samples and n features, and the Ny
samples should be placed in C groups. The data mean and covariance are calculated
based on the following equations.

Equation (1):

1 c N
=Y

i=1 j=1

1 c N;
COV = NiTZ Z (Xi‘j — Il’ld) (Xi,j — md)T

i1 j=1

In the next step, the eigenvalues and eigenvectors are calculated based on the
covariance matrix. Then, k greater eigenvalues are selected of the total n. Now,
input matrix X is transformed under eigenvector matrix P with k features to the
principal component analysis space.

Equation (2):

Y = [P1.Ps,.. ., PJ"X; B

6.1 Feature Selection with mRMR

Through integration of the features and its application to mRMR, the dimensions
are sorted in terms of importance. In mRMR, the feature dimensions are sorted in
all the classes through selection of the best with the criteria of maximum depen-
dency and minimum redundancy, and no mapping is carried out there.

6.2 Classification Using the Proposed Method

Learning and test: First, all the ECG segments including a particular type of
heartbeat are mapped onto the feature space using the wavelet, AR, and temporal
features. In the learning phase, the proposed network receives a few samples as
input. These patterns are heartbeats shown by m feature parameters that can be seen
as points in an m-dimensional space. The network is then capable of obtaining the
labels of the new vectors by comparing the samples used in the learning phase. The
network receives the training and test data, and carries out the classification.
Finally, the network output is compared to the test data, and the error rate of the
classifier and classification percentage are obtained by counting the pulses classified
incorrectly.
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In classifiers where mRMR is used as feature selection, this method of feature
extraction achieves the best classification accuracy with the lowest number of
selected features.

Number of False Classified Beats
Number Beats (3)
Accuracy = (1 — ERROR) x 100

ERROR =

Table 1 shows the accuracy of ECG signal classification using 5 classification
methods. The classification has been carried out through selection of 40 features
and 750 pieces of training data. In this table, the proposed method and the support
vector machine method have been compared to each other for two different
instances of feature extraction.

Figure 8 shows the training procedure of the proposed network in 21 iterations.

A change in the number of selected features causes a change in classification
accuracy. Figure 9 shows classification accuracy for changes in the number of
selected features with 750 training data, and the proposed network selects the best
solution from among the features.

In this paper, we described the steps in simulation of 5 different methods of ECG
signal classification. Classification was divided into the 4 major steps of prepro-
cessing, feature extraction, feature selection, and classification. Among the imple-
mented methods, use of the mRMR. Proposed classification exhibits acceptable
accuracy as compared to the other common methods. Table 2 shows the other
comparable indicators in regard to this research, such as sensitivity.

Current Percent = 93.4011, at tteration = 21

10 ==f=train Accuracy

% Irlm

Percent

1} 5 10 15 20
lteration

Fig. 8 Selection optimization procedure for the proposed semi-supervised network in 21
iterations of the algorithm
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Fig. 9 Accuracy of classification using 4 classification methods for 10, 20, 30, and 40 dimensions
of the feature vector

Table 2 Statistical results of implementing the proposed network and support vector machine for
two feature selection methods

Feature(s)-network Statistical parameters

Sensitivity (%) Specificity (%) Accuracy (%)
PCA-SVM 84.32 85.53 84.61
mRMR-SVM 85.32 86.63 84.93
PCA-Proposed 96.71 96.82 98.47
mRMR-Proposed 97.32 97.73 98.64

7 Conclusion

In this research, the classification of 5 cardiac arrhythmias and the normal signal
selected from the MIT-BIH database were investigated. For each arrhythmia, 70%
was used for training the system and the remaining 30% for testing the system. As
shown, use of mRMR for optimal feature selection and of the proposed classifier
network is an appropriate approach for achieving 2 purposes:

(1) increasing classification accuracy
(2) selecting fewer features (superior features).

Selection of fewer features will reduce computation, while higher accuracy was
observed where fewer features had been selected than in the case where all the
features had been applied to the classifier. Furthermore, selection of wavelet fea-
tures and features extracted from the signal mapped by PCA has an important role
in improvement of the precision of classification, in such a way that of the total of 6
superior features, 1 is a wavelet feature, and 2 are features extracted from the
PCA-mapped signal. As compared to previous research with the same patient ECG
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signals as in this one, it is observed that application of the proposed method to these
data obtains favorable results. Thus, an accuracy of 84.93 has been obtained with
750 pieces of training data and the mRMR.SVM method, while implementation of
the mRMR. Proposed method with 750 pieces of training data shows an accuracy of
98.64.

8 Features Works

Finally, we make suggestions for achievement of better diagnosis of heart disease
based on the results obtained from analysis of the collected dataset.

(1) Addition of further independent features can reduce algorithm error.

(2) Use of combinations of various classifiers can improve the rate of ECG signal
recognition.

(3) Use of two-dimensional features using a Hankel matrix.
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Automatic Clustering Using M)
Metaheuristic Algorithms for Content oy
Based Image Retrieval

Javad Azarakhsh and Zobeir Raisi

Abstract Development of internet networks and mobile phone tools with image
capturing capabilities and network connectivity within the recent years have led to
defining new services and applications, using such tools. In this article, automatic
clustering method using evolutionary and metaheuristic algorithms used in order to
identify and categorize various kinds of digital images. For this purpose, a database
of images prepared, and then k-means clustering method using evolutionary
algorithms and optimization applied on these images. The results of retrieval
indicate that automatic clustering using particle swarm optimization
(PSO) algorithm has higher average retrieval accuracy in comparison with other
methods.

Keywords Image retrieval - Feature extraction - Automatic clustering
Evolutionary and metaheuristic algorithms

1 Introduction

Expansion increasing of Internet and availability of imaging tools such as digital
cameras and image scanners in recent decade led to generation of a huge volume of
images per day [1-3]. Digital images include images of textures, natural images,
images from animals and plants, digital signatures, figure print images, face images,
digital maps, medical images, artistic images etc. These images, in any case, are
increasing and expanding day by day. Thereby, how to find the image of concern in
the increasing databases has become one of the very important research questions.

For this purpose, traditional image retrieval algorithms that are presented based
on context cannot satisfy the needs of the operator any more [4]. Therefore,
nowadays Content Based Image Retrieval (CBIR) algorithms are now of more
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considered by people [5]. In a CBIR process, features of the whole images available
in the database are extracted first and are effectively saved, then for a sample image
(searched case) after extracting its features using a criterion, the extracted features
are compared with the saved features of all images and after sorting similarity
spaces, then, the results of retrieval are presented to the operator. The process of the
CBPI system studied in this article is demonstrated in Fig. 1.

In CBIR, images are indexed using their own visual contents such as color [6],
texture [7] and shape [8]. One of the common methods in image retrieval systems is
color histogram, as it is very simple and is calculated rapidly. Furthermore, color
histogram is resistant to noise and image rotation. Texture is one of the visual and
internal features of images which is not dependant on color and brightness of the
image. This feature reflects the homogeneity of the image. Texture contains the
information of the image surface and also the information on the surrounding
ambient in the image. The special information of the image is expressed quanti-
tatively using the texture feature of image. Shape is one of the fundamental features
for displaying objects in images, in a way that utilization of this feature can improve
accuracy and efficiency of the CBIR systems. Generally there are two methods for
displaying shape features: one is contour based and the other is area based [9, 10].
The methods that are utilized in order to extract the features of these two types of
shape display are Fourier descriptor and fixed moments, respectively.

Although there are several complex algorithms designed for describing color,
texture and shape, however, these models are incapable of presenting a good model
for image semantics and do not return an appropriate retrieval when dealing with
huge image databases. Extensive experiments on CBIT system indicate that low
level contents (such as color, texture and shape) are often incapable of describing
high level semantic concepts that are understood by an operator from an image [11,
12]. The performance of CBIR, therefore, is still beyond the expectations of
operators.

Clustering is one of the problems that is discussed in the field of machine
learning and sight and also has applications in various fields. There are several
methods for solving this problem. However, the classic algorithms that are used for
solving the clustering problem sometimes do not have the necessary efficiency for
solving these problems. Thereby, metaheuristic algorithms or smart optimizations

3 - ¢ -
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(u] 0 N g
e a
(=) a

Fig. 1 Lloyd’s algorithm for solving K-means problem
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can be used for solving these problems. In order to transform a clustering problem
to an optimization problem, we need indices, which for two well-known index in
the field of evolutionary data mining are utilized in this article.

Genetic Algorithm or in short GA is absolutely the most known method for
smart optimization and evolutionary algorithm which has several applications in
different scientific and engineering majors. The importance of this algorithm is so
much for evolutionary calculations and computational intelligence that the first term
that comes to mind after the term “Evolutionary Algorithm” is the “Genetic
Algorithm”. Many people recognize other smart optimization methods as modified
versions of genetic algorithm and do not believe in the authenticity of existence and
nature for such other algorithms. This computational tool was emerged in the early
1970s from the heart of the outcomes derived from the efforts of the engineers and
scientists of those days for simulation of the evolution process. The innovator if the
idea of genetic algorithms was John Holland and after him one of his students,
David Goldberg put much effort into developing genetic algorithms [13].

Particle Swarm Optimization, in short PSO, is one of the most important smart
optimization algorithms that is classified under the category of Swarm Intelligence.
This algorithm was introduced by James Kennedy & Russell C. Eberhart in 1995
and is designed inspired by the social behavior if animals such as fishes and birds
that live together in big and small groups. In PSO algorithms, the members of the
population are directly interrelated and proceed with solving the problem through
exchanging information with each other and remembering the good memories of
the past [14].

Differential Evolution algorithm or in short DE is a smart optimization algorithm
and is based on population which was introduced by Storn and Price in 1995. The
primary version of this algorithm was presented for solving continues problems,
however, other version of this algorithm were presented gradually that were
designed for solving discrete optimization problems [15-18].

Honeybees are among the insects that live together in relatively huge colonies. In
addition to the benefits that are obtained from these useful insects in terms of
agriculture, gardening and production of honey and wax, their social behavior has
always been an origin of inspiration and a basis for scientific researches. Different
versions of optimization algorithms are presented until now that are inspired by the
group behavior of bees. The Artificial Bee Colony, in short ABC, is recognized as
one of the well-known versions of the algorithms that are based on the behavior of
honeybees [18].

The focus, in this article, is on applying clustering algorithm on images and
finding a retrieval system based on accurate and efficient content for such images.

In the following, we applied a content-based image retrieval system on various
types of images, which for, we have extracted shape, color and texture features of
the images and thereby proposed a method that automatically extracts the best
clusters from the image using evolutionary and metaheuristic algorithms, which this
proposed method leads to increased accuracy of image retrieval.
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2 Clustering

Clustering is a non-regulatory learning problem. For this problem, in general state,
we categorize a set of objects in a way that nobody has provided us with no
information.

Clustering has two very important feature and purpose:

(A) Conjunction: stating that all members in a formed group should have maximum
similarity with each other or in other words, such group should have maximum
conjunction.

(B) Separation: Stating that the groups should be defined under this condition in a
way that they should have the minimum similarity with each other.

In general, therefore, the members of a group should have maximum similarity
with each other and the members of groups should have maximum separation or
minimum similarity with each other. These maximum and minimum terms bring
this question to mind that clustering is an optimization problem. Therefore various
evolutionary and metaheuristic algorithms can be used for solving such problems.

2.1 K-Means Problem

One of the most important problems that are discussed in the topic of clustering is
K-means [19]. In general, K-means problem is stated as following:
Assume the dataset of x ad following:

X = {x1,%2, .., X}, % € RP (1)
And the cluster centers as following:
M:{ml,mz,...,mn},ij%D (2)

If x; are located in a d dimension space, then m; are in the d dimension space as
well. The total number of the unknowns is k x d.

2.2 Objective Function

Is the total for all clusters (j = 1, 2,..., k), therefore the total distance of all these
cluster members to the center is calculated and the objective function is defined as
following:
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Obj.Fun = min d(x;, m; 3
] i:llgjgk(” .1) ()

In the above equation, when x is a member of cluster m;, then it has the shortest
distance to the center of such cluster. Therefore the minimum distance between
such x and m; for all data is calculated as following:

n

Obj.Fun = min d(x;, m;) 4)

— 1<j<k

In general, therefore, we have a dataset comprising of n vectors with d dimension
and we want to locate k points with d dimensions in the same space as the cluster
centers in a way that the objective function becomes minimum (x and k are known).

2.3 Lloyd’s Heuristic Algorithm

One of the algorithms that by standard is utilized for solving k-means problems is
Lloyd’s algorithm. This algorithm include two phases:

Competitive Phase: in this phase, each member of the dataset is allocated to the
closes cluster center or in other words each cluster center competes with other
cluster centers and takes the points that are closest to it.

Update Phase: After the competitive phase, the members that are placed in a
cluster proceed as holding an election and thereby replace the cluster center with
their own mean. Figure 1 displays the mechanism of this algorithm:

2.4 Automatic Clustering

One of the complex types of clustering problems is addressed when the number of
clusters is unknown as well and the clustering algorithm is obliged to find the
number of clusters. This problem is the so called “Automatic Clustering” different
than the “Automatic Classification” which represents the clustering problem itself.
In the k-means problem, if the number of unknowns is not known, then this
problem becomes an automatic clustering problem. Automatic clustering, in general
and according to Fig. 2, is comprised of two parts: One is activation thresholds and
the other is cluster centroids.

Solving a clustering problem in general and an automatic clustering problem in
particular, can sometimes go beyond the power of common clustering algorithms.
One of the solutions that is considered for these cases is transforming the clustering
problem into an optimization problem and solving it utilizing smart optimization
and evolutionary algorithms [19] which is the case of our discussion in this article
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Fig. 2 Coded display of different components of automatic clustering [19]

too. In this article, five smart optimization algorithms including Genetic Algorithm,
Particle Swarm Optimization, Differential Evolution and Artificial Bee Colony are
used in order to solve automatic clustering problem. For this purpose we use the
indexes that are provided in the following.

2.4.1 Validation Indexes

The clustering problem that was presented in the previous section did not consider
separation state appropriately; especially when the number of clusters changes, then
k-means problem do not provide an acceptable response. Validation index or cri-
terion cause to consider the two important clustering factors (i.e. conjunction and
separation).There are many indexes for this purpose such as Dunn’s Index
(DI) [20], Calinski-Harabasz Index [21], DB Index [22], Pakhira Bandyopadhyay
Maulik (PBM) Index [23] and CS Measure [24]. In this article, DB and CS indexes
are chosen for automatic clustering, as these indexes provide better responses
comparing to others [19].

2.4.2 DB Index

DB or Davies and Bouldin Index was introduced in 1979 [21] and is used for
evaluation of automatic clustering validation. In general, this index is defined as
following:
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Distance inside Clusters

DB (5)

~ Distance between Clusters
According to the above equation we are after minimizing the distance inside
clusters and maximizing the distance between clusters which leads to decreased DB
index value. On the other hand, as the relation between distance and similarity is
reverse, therefore decreased DB value cause increased similarity.
Dispersion of the members of a cluster is defined as following:

Sig= o3 (e (©

U xec;

where N, is the number of the members of cluster i and d(x, m;) is defined as
following:

d(x,m;) = [|x —mi (7)

The larger is the value of S ;,, the space covered by cluster i is larger. The
distance between two cluster centers is defined as following:

The above parameter indicates that cluster i has the maximum separation.

1 k
DB = E; Rig: (10)

2.4.3 CS Index

CS or Chou, Su and Lai Index was introduced in 2004 and is utilized for evaluating
the validation of the automatic clustering [20]. Description of this index in general
is as following:

Assume a dataset such as x,, which belongs to cluster i(x,, € c,-). The maximum
distance between the members of this cluster from this data is defined as following
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d;nax — g}ggd(xp,xq) (11)

The average of the maximum distance of the members with other members of
that cluster is defined as following:

1 1
d,»:ﬁZdl‘)“aX:ﬁ max d(x,, x,) (12)

P i e, Xa€Ci
pECi Xp€ECi

Which indicates the extent of the cluster and the larger is the value of this
parameter, then it indicates more distance between the members. Based on this
parameter, therefore, CS index is defined as following:

1
2w Ly Max d(xp, %)

CS =
Do H.gnd(mi»mj)
_] 1

(13)

In this index we are after minimizing CS value, which for the face should be
minimized and the dominator should be maximized.

3 Main Image Retrieval Algorithms

Major image retrieval algorithms which are briefly explained in the following are
utilized in this article for retrieving images.

3.1 Color Feature Extraction

Color is one of the intrinsic and obvious features of an image. This feature is resistant
to changes in size, direction, noise and transparency [25]. The algorithm used in this
article for extracting color feature is Color Moments. Color moments are extracted
from different color spaces, however, RGB color space has a better performance in
comparison with the other color spaces. The advantages of color extraction utilizing
color moments include its simplicity and display of all color distributions existing in
the image. Color histogram is used in this article as the extracted color feature of the
image. This method is thoroughly presented in articles [26, 27].

3.2 Shape Feature Extraction

Shape is one of the fundamental features for displaying objects in images in a way
that utilization of this feature can improve accuracy and efficiency of the CBIR
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systems. Generally there are two methods for displaying shape features: one is
contour based and the other is area based [9, 10]. The methods that are utilized in
order to extract the features of these two types of shape display are Fourier
descriptor and fixed moments [9], respectively. In this article, Zernik moments is
used for the purpose of extracting shape feature due to its simplicity of calculation
and its resistance to image rotation [9, 10]. This method is thoroughly presented in
articles [26, 27].

3.3 Texture Feature Extraction

Texture is one of the visual and internal features of the color that is not dependant to
color and brightness [7]. This feature reflects homogeneity of the image. Texture
contains the information of the image surface and also the information on the
surrounding ambient in the image. The special information of the image is
expressed quantitatively using the texture feature of image. Harlick et al. have
defined Co-Occurance Matrix of the gray low level (Gray low-level Co-occurrence
Matrix) in order to analyze the texture of image and to extract this feature which
includes 14 features itself [28]. The same method is used in this article which its
feature vector is comprised of 8 components and is used as texture feature [26, 29].

4 Empirical Results

4.1 Database

COREL_IK database was used for this article [18]. This database includes 1000
images that are categorized in 10 different image groups. Each group is comprised
of 100 images. A sample of each image category is provided in Fig. 3. Table 1
presents the name of each of these 10 groups.

4.2 Evaluation Criterion

Precision and Recall criterion, which was first proposed by Mehtre et al. [11], is
used in this study in order to evaluate each of the retrieval methods. This criterion,
as addressed in most of the researches, is used as the criterion for evaluation of the
performance of CBIR system [1, 5, 12, 30, 31]. Precision and Recall of the kth
searched item is defined as following:
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Fig. 3 Some sample images from Corel_1K database

Table 1 Group names of the
image sets in Corel_lk
database

Group Group’s name

1 African People
Beach
Building

Bus

Dinosaur
Elephant
Flower

Horse

NeR e NIEN Bie WV, I IF-NY ROV ]

Mountain
Food

—
(=)

Ny

precision(k) = % and recall(k) = 17[1 (14)

where L is the number of retrieved images, 7, is the number of images related to the
searched image in L retrieved images, N, is the total number of images related to the
searched image in the image database.

4.3 Results

The parameters that were used in this article concerning different algorithms are as
provided in Tables 2, 3, 4 and 5.
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Table 2 Parameters related to genetic algorithm

Parameter | Mutation Selection Cross over Mutation | Population | Maximum
percentage | pressure percentage rate iteration
Value 0.3 8 0.8 0.02 100 200

Table 3 Parameters related to PSO

Parameter Construction coefficient Population Maximum iteration
Value @ = @y, =2.05 100 200

Table 4 Parameters related to ABC algorithm

Parameter | Acceleration coefficient upper Population number of Maximum
band bees iteration
Value 1 100 200

Table S Parameters related to DE algorithm

Parameter | Cross over Upper band of Lower band Population | Maximum
probability scaling factor of scaling iteration
factor
Value 0.2 0.8 0.5 50 200

This method usually requires much iteration and does not provide an appropriate
response in CS Index.

This method is very fast comparing to the other methods and also provides an
acceptable response for both indexes.

DB is a more appropriate index for the data of this article.

4.4 Performance Evaluation for Each of the Above Methods

For the purpose of performance evaluation for each of the above methods, we as the
problem designer have produced a dataset with the following centers: m{1} =
[0,0], m{2} = [3,4] and m{3} = [6, 1], and then randomly and with distributed a
number of data around each center Gaussian Normal Distribution in order to be able
to better evaluate the performance of each method. The number of data around each
center is 300. The set of produced data is displayed in Fig. 4.

The results obtained from applying each of the algorithms on the above dataset,
for the purpose of automatic clustering with the two introduced indexes are pro-
vided hereunder (Fig. 5).

In this work we have firstly set all optimization algorithms for 10 clusters,
however, the algorithms found 3 or sometimes 4 clusters considering DB and CS



94

Fig. 4 Produced dataset for
evaluation of different
algorithms
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criteria. As it is evident from the above figures, DB index provided better results in
comparison with CS index. In all algorithms, DB index automatically found 3
clusters, while CS index not only found the 3 clusters but also was unable to locate

(1a)

Fig. 5 Applying various evolutionary and metaheuristic algorithms on the produced dataset. 1a
Genetic Algorithm applied on the produced dataset, utilizing DB index, 1b genetic Algorithm
applied on the produced dataset, utilizing CS index. 2a PSO Algorithm applied on the produced
dataset, utilizing DB index, 2b PSO Algorithm applied on the produced dataset, utilizing CS index.
3a ABC Algorithm applied on the produced dataset, utilizing DB index, 3b ABC Algorithm
applied on the produced dataset, utilizing CS index. 4a DE Algorithm applied on the produced
dataset, utilizing DB index, 4b DE Algorithm applied on the produced dataset, utilizing CS index
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(2b)

(3a)

an

Fig. 5 (continued)
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(4b)

Fig. 5 (continued)

the centers of clusters correctly. Thereby it can be concluded from this stage that
DB index is a more appropriate index for the dataset used in this article.

4.5 Applying Automatic Clustering for the Purpose
of Image Retrieval

For this purpose, utilizing the above introduced algorithms, all images of the dataset
were clustered using DB index which had a more appropriate clustering result
comparing to CS index. A sample image which the above algorithms are applied on
it is provided hereunder. The best image retrieval result is obtained for automatic
clustering using PSO algorithm (Fig. 6).

The results obtained from this evaluation on the searched images for HSV color
histogram, texture and shape features are presented in Table 6. As it is evident in
the table, the results of evaluation, considering the average precisions obtained from
each of the three main methods, are almost the same. Therefore, each of them can
be used as the representative of the retrieval algorithm for extracting the features
from the clustered images. The results obtained from retrieval using Automatic
clustering with metaheuristic algorithms are demonstrated in Table 7. As you can
see from this table PSO algorithm has the best result among other and the second
highest retrieval is DE.
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Fig. 6 a The original image, b clustering with ABC Algorithm with k = 7 clusters, ¢ clustering
with DE Algorithm with k = 7 clusters, d clustering with GA Algorithm with k = 4 clusters,
e clustering with PSO Algorithm with k = 8 clusters

Table 6 The results of retrieval precision based on the main algorithms

Searched image Color (HSV His.) Texture (GLCM) Shape (Zernike)
African People 0.754 0.798 0.415
Beach 0.598 0.415 0.598
Building 0.479 0.863 0.671
Bus 0.523 0.706 0.527
Dinosaur 0.980 0.443 0.827
Elephant 0.754 0.370 0.598
Flower 0.981 0.751 0.598
Horse 0.598 0.598 0.863
Mountain 0.598 0.598 0.618
Food 0.618 0.751 0.980
Average precision 0.688 0.629 0.669

Table 7 Results obtained from retrieval using automatic clustering with metaheuristic algorithms

Heuristic algorithms

ABC

DE GA

PSO

Average precision

0.81

0.92 0.85

0.96
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5 Conclusion

Different types of image content-based image retrieval methods which include
extracting color, texture and shape features were applied on the images in this
article. Furthermore, the images were automatically clustered using different
metaheuristic algorithms, along with applying main algorithms on the images, in
order to increase retrieval precision of all images. The results obtained from
applying precision and recall criterion indicated that clustering with utilization of
optimization algorithms lead to a higher average precision in comparison with
solely utilizing the main image retrieval algorithms and, among them, PSO algo-
rithm provides the highest retrieval precision.
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A Robust Blind Audio Watermarking )
Scheme Based on DCT-DWT-SVD s

Azadeh Rezaei and Mehdi Khalili

Abstract In this paper, Watermarking hybrid sound algorithm is presented to
protect the copyright of audio files, which, in addition to the clarity and consistency
of the audio signal, has increased the strength and strength. To this end, a hybrid
algorithm for voice signal cryptography is presented in the three domain parser
transforms, discrete cosine transform, and discrete wavelet transforms. So, after
discrete cosine transformation (DCT) on the host signal, by selecting the sub-band
of low frequency, which contains the highest signal energy, two discrete wavelet
transform (DWT) with a random wavelet filter on the low-frequency coefficients of
conversion A discrete cosine applies, after selecting the approximation coefficients,
the resulting one-dimensional matrix is converted to a two-dimensional matrix, and
finally the resulting matrix is applied to a single value decomposition (SVD), which
results in the formation of a The diameter matrix is that the watermark bits are
embedded in the first layer of the dipole matrix, so that the two bits with value S
(1,1), S (2,2) of the matrix The diameter S is chosen, first compares the first and
second intersections of the diameter matrix S, which is multiplied by the coefficient
6 multiplied by the obtained two bits and is used as a fixed value in the embedding
formula and The title of the new watermark is embedded in S (1,1). The results of
the implementation show that the proposed algorithm succeeded not only in
achieving transparency and resistance to general audio processing attacks, such as
Gaussian white noise, quantization rates, decreasing and increasing the rate of
sampling, compression and low pass filtering. But has achieved better results than
other similar algorithms.
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1 Introduction

Recent advances in the Internet and digital multimedia products technology have
made it possible for digital signals (audio, video, and video) to be easily distributed
to different regions. This ease in Transmission, allows unauthorized copies of
multimedia products to be distributed and distributed. For this reason, protecting the
right to digital rights has become an important topic in the world [1]. Digital
Watermark has given a lot of attention to solving this problem [2]. Information
storage is a way to make information. In the form of an overlapping agent with the
highest degree of security precaution, it moves between the points in question so
that even if the information is accessed through unauthorized persons along the
route, there is no access to the hidden data [3]. In fact, the lack of a focus on art and
science is the embedding of information in a carrier medium, which is becoming
increasingly widespread due to the significant advancements in digital communi-
cations [4]. In mainstream preservation, security means inability to prove the
existence of a message [5]. Digital media are more popular than analogue media,
and unlike them, they can be easily stored, reproduced and distributed. Thus,
unauthorized reproduction of digital documents, such as audio signals, has been
raised as a concern in recent years [6]. Therefore, digital sounds calling is used to
protect copyright and prove ownership [7]. In this regard, several methods have
been proposed in different areas of frequency and time, in which the algorithms
presented in the frequency domain are more resistant [8]. The most significant
transformations in the transformation area used in watermarking algorithms are the
discrete cosine transform, the discrete wavelet transform, and the conversion of the
parsing of unique values [9]. Discrete cosine transforms are resistant to image
processing operations such as low pass filter, contrast, brightness adjustment, etc.
[10]. A discrete wavelet transform is presented as an alternative to the Fourier
transform of short time, and its goal is to overcome resolution problems in Fourier
transforms of short time [11]. Although DCT has a combination of features of the
human vision system, wavelet transformation is closer to the human vision system
than DCT, and in general in some applications it is better than DCT-based methods
[10]. The conversion of the unique value fragmentation is an efficient and effective
tool in numerical analysis, a clear feature of this transformation of stability against
attacks such as rotation and noise [11]. Considering the benefits of each of the
conversion areas, various studies have been done on the combination of these
conversions on Watermarking, which is, of course, much of the research done in
this regard, the use of watermarking of digital images in audio signals is most
commonly used. Compared to Watermarking, Video and Watermarking video are
more susceptible to two major causes. First, the contents of the audio signals are
one-dimensional data, so it’s very difficult to add hidden data without harming the
quality of the audio signal. Secondly, the human hearing system (HAS) is more
sensitive to the human system of vision, so the control of degradation in quality is
detected by the listener. In practical applications categories, the soundtrack method
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must certainly meet a number of needs [12]. The three important requirements that
come with the Watermarking Voice are: Inaudible, Resistance and Security [13].

Cai et al. [14] in order to protect the copyright of digital audio and video
copyright in the network, a blind audio algorithm is proposed using digital discrete
wavelet transform (DWT) and the conversion of unique values (SVDs). In this
algorithm, an original audio signal is segmented into blocks with a length of 1024,
and each block blocks the wavelet transform into two levels. Then, the approximate
coefficients of the near-correct sound of the initial sound are decomposed into the
SVD conversion, and the resulting matrix of transformation is obtained.
Watermarked information is embedded in a diagonal matrix. The experiments show
that the proposed algorithm has a transparency of 20.7000 and its robustness against
common audio signal attacks, such as re-sampling, low pass filtering, quantization,
Gaussian noise, MP3 compression, on average, with a correlation coefficient of
more than 0.940 and an average. The error rate is less than 0.060. The non-attack
extracted signal has a mean normal correlation coefficient of 1 and an average error
rate of O that indicates that the watermark can be extracted explicitly and without
blindness without any attack. In [15], a strong blind sound market with
DCT-DWT-SVD is presented. In this article, the original sound is first divided into
frames of length 4096. Then DCT conversion is applied to each frame at first. The
low frequency coefficients derived from the DCT conversion of the five levels of
the DWT conversion are applied to obtain the approximation coefficients.
Eventually, the SVD conversion is applied to obtain the three matrices S, U, V, the
32-bit binary watermark image in the matrix Diagonal S is embedded. Public
sounding attacks such as sampling, low pass filtering, quantization, Gaussian white
noise, and MP3 compression have been applied, the results show that the average
correlation coefficient is normal at about 0.980 and the average error rate is less than
0.058. In this paper, the strength of the work has been investigated, but the
transparency has not been tested and the extraction is non-blind. In the proposed
paper, a method is suggested that, in addition to achieving the characteristics of
Watermarking, it improves the transparency component and the resistance of the
audio signal, so that by combining three discrete wavelet transforms, a discrete
cosine transform, and the decomposition of single values into an algorithmic rep-
resentation in To prove the right to own digital audio.

2 Background

2.1 Discrete Cosine Transform (DCT)

A discrete cosine transform is a technique for returning the signal within the ele-
mental frequency components [16]. A discrete cosine transform transforms a signal
into three sub-band frequencies down, middle, and up. Most of the input signal is
accumulated in low frequency components, called DCs [17].



104 A. Rezaei and M. Khalili

The relation of the discrete cosine transformation is in the form of relation (1):

N—1
(2n+1)Kn
X|K| =wK X —_ 0K KKN 1
K] = wiK] + 3 Xl (eos P 05T). 0 <k < m
So that
L k=0
Wik =
2, 0<k<N-1

2.2 Discrete Wavelet Transform (DWT)

The wavelet transform method is that with two high pass and low pass filters, the
audio signal is divided into two sections: high frequency, detail (CD) and low
frequency, approximation (CA), the number of samples in each of these sections
Half the number of samples in the main signal [18]. The transformation of a discrete
wavelet acts as follows:
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2.3 Singular Value Decomposition (SVD)

This conversion is an efficient and effective tool in numerical analysis. This con-
version is due to the application of the matrix topic and the fact that a digital image
is also a matrix can be effective in the process of watermarking [19]. Using this
transformation on the desired matrix A Dimensions m * n are obtained by three
matrices U, V, S [11] so that A=U * S * V and

S =diag(ol,...i,...0r),6i >0 =1,...,r)r = rank(A) (3)
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3 The Proposed Algorithm

In order to protect the proposed algorithm, a binary image is first embedded as a
watermark in an audio signal. First, the watermark image of the gray will be
converted to a binary image before the embedding of the watermark, then the
embedding and extraction process is described. The block diagram of embedding
and extraction of watermarks is shown in Figs. 1 and 2 respectively.

3.1 Watermarking Process

Framing the original audio signal

. Convert DCT to any frame

3. Performing two levels of DWT conversion on the low frequency coefficients
derived from the DCT transform with a random wavelet filter for obtaining
approximation coefficients (second level transformation on the approximation
coefficient obtained from the first level transformation).

4. Conversion of the one-dimensional matrix obtained from the conversion of the
coefficients of the DWT approximation to a two-dimensional matrix

5. Run SVD transform on a two-dimensional matrix according to the relationship

and obtain three matrices U, S, V

DN =

R=USV (6)

Inverse SVD

SVD »| Embeddingw iing bit
B=05

Selecting low 2=SA.DISA2)"8)
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Fig. 1 Block diagram of watermark image embedding algorithm in domain DCT-DWT-SVD
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Fig. 2 Block diagram for
watermarked extraction of
image-sound algorithm in
domain DCT-DWT-SVD

Watermarked audio

frequency cosfficients

Obtam diagonal matrx
Extracting watermark bit Into 3 wo-dimensional mage
matrix

l Extracted watermark image

6. Two bits of value S (1,1), S (2,2) are selected from the diameter matrix S and
embedded in them according to the conditions of the watermark. We first
consider the comparison of the first and second intersections of the diagonal
matrix S: if the remainder of the subdivision of the sub frame, including the
integer S (1,1), on the product of S (2,2) in the defined coefficient, is 0.5 = 9,
we consider the constant z, then If this value is a pair wise integer and a
watermark bit, then it multiplies the individual value of z (i.e., z + 1) in the
product of S (2,2) in the coefficient 6, and in the bit S (1,1) We install as new
watermarked. Now, if the bit watermark is 0, then the z value unchanged is
multiplied as a pair wise value in S (2,2) and 6, and we embed it as a new
watermarked value in S (1,1).

0=0.5 .

z=3S(1,1)/(5(2,2) * 0) @)
if((floor(z)/2) == 0) iseven & watermark image bit = 1 g
S(1,1) = S(2,2) x 0 « floor(z + 1)) ®

if((floor(z)/2) = is odd & watermark image bit = 1 ©)

S(1,1) = S(272) * 0 x floor(z))
Now if z is a certain number and the watermark bit 1 then multiplies the pair of
z, (z + 1) in the product of S (2,2) in the coefficient 6, and in S (1,1) to Insert
the title of the new watermark. Now, if the bit watermark is equal to 0O, then the
z value unchanged as an individual value in S (2,2) and 0 is multiplied and
embedded as a new watermarked value in S (1,1).
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S

10.
11.

if((floor(z)/2) == 0 is even & watermark image bit = 0 (10)
S(1,1) = S(2,2) * 8 * floor(z))

if((floor(z)/2) == 0 is odd & watermark image bit = 0 (11)

S(1,1) = S(2,2) * 0 * floor(z + 1))

In this algorithm, the bits of diameter matrix S (1,1) with the proposed solution

contain watermark bits.

Reversal SVD conversion on watermarked matrix.

Convert a two-dimensional matrix to a one-dimensional matrix.

Inverse the two levels of DWT conversion on a one-dimensional matrix and

obtaining approximation coefficients.

Reverse DCT conversion on approximation coefficients.

Finally, the addition of all the original audio signal frames and the watermark to

calculate the watermarked audio signal.

3.2 Watermark Extraction Process

4

Framing the watermarked audio signal.

. Performing DCT transformation on the watermark signal and obtaining low

frequency coefficients.

. Implementing two levels of DWT conversion on the low frequency coefficients

of the DCT conversion and obtaining approximation coefficients (second level
transformation on the approximation coefficient obtained from the first level
transformation).

Conversion of a one-dimensional matrix to a two-dimensional matrix

Rg = Us Ss Vs (12)

Run SVD conversion on a two-dimensional matrix.
Isolation of watermark bits without the need for the original audio signal by the
blind method.

. Finally, sorting the extracted watermark bit in a two-dimensional matrix to

extract the Watermark image.

Results of Implementation of the Proposed Method

In the proposed algorithm, first, a 32-bit binary image with jpg format (Fig. 3) as a
watermark in a 16-bit audio signal with a sampling rate of 44,100 kHz with a size
of 2,395,137 * 1 and a wav format (Fig. 4) is embedded. The main watermark
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Fig. 3 Main watermark image

Fig. 4 Main sound signal

image and the images attacked by various attacks, including Gaussian white noise,
the rate of quantization, decreasing and increasing the sampling rate, compression
and low pass filter, as well as the original sound signal and the watermarked sound
signal are also shown in Fig. 5. It can be seen. The test results are based on the
following criteria: SNR, which represents the signal-to-noise ratio. This scale
indicates the amount of noise added to the sound due to the insertion of a mark in it.
The BER, which is the bit error rate between the two image images extracted with
the original sign, and the NCC, which represents the normalized cross-correlation
of the two signs, has been reported. The SNR value is given in Table 1, and the
BER and NCC values obtained from this algorithm are shown in various tables,
respectively, in Tables 2 and 3. The comparison chart for BER and NCC values is
also given in Figs. 6 and 7, respectively.
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I

A : No attack

il A
HE =

B : MP3 Compression C: White Gaussian noise D: Re-quantization

E : Up-samplmg F : Down-samplmg G : Low-pass filtermg

Fig. 5 Watermark image with SNR = 35.2469 with various image processing attacks

Table 1 Comparison of the proposed SNR of the proposed algorithm with similar tasks

Proposed watermarking algorithm Method
Cai et al. [14] Lei et al. [15]
35.2462 20.7000
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Table 2 Comparison of the BER Factor of the proposed algorithm with similar tasks

Attack Method
Cai et al. [14] Lei et al. [15] Proposed watermarking
algorithm

No attack | 0.0000 0.0000 0.0000
MP3 compression | 0.0000 0.0000 0.0000
White Gaussian noise | 0.1523 0.1474
Re-quantization | 0.2676 0.1791 0.1033
Up-sampling | 0.0000 0.0586 0.0000
Down-sampling | 0.0000 .. 0.0000
Low-pass filtering | 0.0059 0.0586 0.0000

Table 3 Comparison of the NCC factor of the proposed algorithm with similar tasks

Attack Method
Cai et al. [14] Lei et al. [15] Proposed watermarking
algorithm

No attack | 1.0000 1.0000 1.0000
MP3 compression 1.0000 1.0000 1.0000
White Gaussian noise | 0.8603 0.8723
Re-quantization | 0.7311 0.9206 0.9875
Up-sampling 1.0000 1.0000 1.0000
Down-sampling 1.0000 .. 1.0000
Low-pass filtering | 0.9999 0.9440 1.0000

03 T

02 +

015 7 —+#—(Yong-meietal, 2013)

01 1 —B—(Leietal, 2012)

0.05 +

~#— Propoded Watermarking
Algorithm

Fig. 6 Comparison of the BER Factor with the proposed method
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Fig. 7 Comparison of the NCC factor of the proposed method with similar tasks
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i

5 Conclusion

This paper is devoted to the presentation of a hybrid algorithm based on discrete
cosine transformation, discrete wavelet transform and parsing single values for
voice signal cryptography. The proposed algorithm has been able to prove the right
to ownership of digital audio and video. On the other hand, the comparison of the
proposed algorithm and the evaluation of their performance and resiliency and their
transparency against various attacks has led to a rather comprehensive research on
the methods of watermarking for digital audio signals.

In order to use the benefits of different domains simultaneously, a hybrid cog-
nitive algorithm has been proposed in three discrete cosine transformation areas,
discrete wavelet transform and single particle breakdowns. In the proposed cog-
nitive auditing approach, a DCT operation layer is initially on the host audio signal
is applied to produce high, low, and average frequencies, then on a low frequency
coefficient, which contains the highest energy, a DWT conversion level is applied
with a randomized wavelet filter to yield the frequency bands CA, CD. Then, on the
sub-band CA, which is called the sub band of approximation and follows the initial
shape of the signal, once again the DWT conversion is applied to the randomized
wavelet filter, we transform the resulting one-dimensional matrix into a
two-dimensional matrix, It converts a single value parsing (SVD), so that the two
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bits with S (1,1), S (2,2) are selected from the S-matrix matrix, first compare the
first and second intersections of the diameter matrix S And embedded in the for-
mula for the new watermarked value in S (1,1). Then the ISVD is converted and the
two-dimensional matrix is converted to a one-dimensional matrix. By performing
two conversion levels, the modified IDWT blocks are redone to the modified
sub-band of the edited host audio, and then a conversion level of the IDCT is
applied. Has been finally, to create a watermark, all the original audio frames and
watermark bits are merged.

The watermarking process is also reversed by the embedding process, so that the
host signal is first blocked and a DCT transformation level is applied to produce
low-frequency coefficients and the DWT conversion factors are carried out with a
randomized wavelet filter. And low frequency coefficients are approximated. Again,
these approximation coefficients apply to a transformation DWT, and the
one-dimensional matrix is derived from the approximation coefficients to a
two-dimensional matrix, transforming the SVD to obtain a diagonal matrix The
two-dimensional matrix is applied and the watermark bits are extracted without the
need for the host’s sound signal. The results indicate that the algorithm has a
satisfactory performance in achieving the desired goals and has performed better
than similar research.
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A New Method to Copy-Move Forgery M)
Detection in Digital Images Using T
Gabor Filter

Mostafa Mokhtari Ardakan, Masoud Yerokh
and Mostafa Akhavan Saffar

Abstract Copy-move forgery is one of the types of image manipulation which is
widely used due to simplicity and effectiveness. In this method, part of the original
image is copied and pasted to the desired location in the same image. The goal of
detecting copy-move forgery is to find areas of the image that are identical or very
similar. One of the important issues that some of the earlier algorithms suffer from
is that the forged area is rotated or resized after attachment. In this research, a new
approach is presented to detect copy-move forgery in digital images based on
discrete wavelet decomposition along with multiple features extracted by Gabor
filter to improve the function of detecting similar areas of the image. Experiments
have shown that this algorithm recognizes similar areas with relatively good
accuracy and is resistant to rotation and change in the scale of the forged area.

Keywords Detection of forgery - Copy-move forgery - Discrete wavelet transform
Gabor filter - Feature matrix

1 Introduction

Image forgery or manipulation has a long history. In today’s digital world, it’s easy to
create, modify, and correct information provided by the image (without leaving any
obvious traces of this operation) [1]. Image forgery can be done in different ways and
for different purposes. An old sample of forged image is the following Fig. 1.
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Fig. 1 Removing Nikolai
Yezhov’s picture

Fig. 2 The original image
before forging

In this picture, the image of Nikolai Yezhov, one of the closest advisers of
Joseph Stalin, the General Secretary of the Communist Party of the Soviet Union’s
Central Committee was removed from Stalin’s photo after being jailed for cor-
ruption. The original image before the forging can be seen in Fig. 2.

Of the latest examples of image forgery, is Fig. 3. After the speech by Mr.
Hassan Rouhani, President of Iran at the seventieth meeting of the UN General
Assembly in New York, Foreign Minister Mohammad Javad Zarif, who was
leaving the Assembly Hall, occasionally faced with President Barack Obama and
Secretary of State John Kerry at the entry to the General Assembly and shook hands
with them. After the publication of news, an image was published on social net-
works that claimed to be the photo of the moment that Javad Zarif and Barack
Obama were shaking hands. A little care in watching the image shows that the
image of Obama shaking hands with Zarif is manipulated in photoshop and it is
fake. Studies also show that the original image is related to the visit of President
Cavillion Raul Castro and Barack Obama (Fig. 4).

The purpose of detecting forged image is the authentication of a digital image.
Authentication solution is classified into two types:
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Fig. 3 A forged image
published showing the
moment of Zarif’s meeting
with Barack Obama

Fig. 4 Cuban President Raul
Castro’s and Barack Obama

(1) active and
(2) passive or blind.

Active forgery detection techniques (such as digital watermarking or digital
signatures) utilize a well-known authentication code embedded in the image con-
tent; the authentication process may be proven through the verification of the
existence of such an authentication code (by comparing with the original code
inserted). In addition, this method requires specific hardware or software to add an
authentication code into the image (before the image is published) [2].

Blind or passive forgery detection technique uses the received images only to
assess the completeness or accuracy of the images. This method is based on the
assumption that while digital forgery measures may leave no visual clues of a
distorted image, but most likely they distort the statistic features or image integrity
compared to the normal structure of the image, resulting in new adverse effects
(leading to various forms of mismatch). This mismatch can be used to identify
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forgery. Since this technique does not require any former information about the
image, it is a commonly used technique. Existing techniques determine types of
traces of manipulation and identify them (separately) by positioning the distorted
areas.

2 Copy-Move Forgery (Or Area Copy Forgery)

Copy-move forgery is one of the most common techniques of image distortion,
which is used due to its simplicity and effectiveness. In this method, part of the
original image is copied and moved to another part in the same image and it is
pasted there. This is done in order to hide particular details of the image or
reproduce special effects in it. Because the uneven areas of the image have similar
properties of color and noise fluctuations (which is imperceptible to the human eye
in search of inconsistencies within the statistical properties of the image,) the region
is used as the ideal part for cop-move forgery. Usually, fading operations (along the
boundary edge of the modified area) are used to reduce the effect of disturbances
between the main area and the pasted area [1]. Figure 5 presents examples of this
type of forgery.

Copy-move forgery detection methods can be divided into two general
categories:

1. Methods based on blocking
2. Non-block method

Fig. 5 a is the original image; b, ¢ and d are forged images
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Detection methods based on blocking

Most blocking methods follow a six-step process according to graph in Fig. 6.

Before the feature extraction process, a series of operations, such as image
sorting, conversion of RGB images to black and white images or YCBCR con-
version and the use of certain channels of the obtained images, the use of DWT or
DCT conversion in order to reduce the size and improve the efficiency of classi-
fication, can be enforced on the desired images. To avoid the high computational
cost of detailed search of image, comparison is made at the block level. The blocks
used for comparison can be square or circle. Of course, square block use is more
common [3]. If the image f(x, y) with a size of M x N pixels, and blocks with a
size of b x b pixels are considered for comparison, then each block must be
compared to the other blocks overlapping in the image by M —-b + 1) X
(N — b + 1). Figure 7 shows the use of the two methods of blocking [4].

Accuracy, speed and complexity of forgery detection algorithm depends heavily
on the ability to extract and identify similar features. Different extraction methods
have been proposed for the extraction of features, most of which can be summarized
in three methods: wavelet [4-7], location [8, 9] and frequency [10—12]. Some of
these methods, such as methods that have been proposed in wavelet and frequency,
have a good accuracy but are difficult in terms of time complexity, on the other
hand, only part of these methods are resistant to factors such as Gaussian flattening
and rotation. After the feature is extracted, potential copy-move pairs are identified
by searching for similar feature blocks. Extracted features are initially arranged as

Fig. 6 Forgery detection
process based on blocks pre-pFOCESSing

v

blocking
v

feature extraction

v

feature comatibility

v

deciding on the forgery
¥

post-processing
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M-matrix rows, then using trivial approach, each feature is compared with all the
other features, but this approach is expensive in terms of computation time. To cope
with this challenge, there are many ways to set similar features close together,
which prevents useless comparisons and reduces computation time. In fact, each
feature will be compared only to a certain number of neighbors. Among the known
methods, the most common method is “lexicographic sorting” which uses “radix
sorting” to create a matrix with the same features in the neighborhood, and thus
make them easier to detect.
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In addition to lexicographic sorting, base sorting, sorting by the number of zeros,
k-dimensional tree sorting [13], a combination of “lexicographic sorting” and “k-d
tree” which is used to improve the time complexity and accuracy in the process of
matching the features, Bloom filters counting, sorting based on vector components
with the highest variance among all features, comparing the hash values, block
linking and block clustering could also be named. As soon as the data are organized
to reduce the complexity of the investigation of similarities, search for similar
features using various “similarity terms” is done, some of which can be cited as
follows: Euclidean distance with the size of S = 1/(1 + dis) where “dis” is the
distance measured in Euclidean space; Hamming distance, Hausdorff distance,
logical distance, the correlation coefficient, the phase coefficient, cross-spectrum
normalized, local sensitive hashing and ratio of absolute error. In the
decision-making process on forgery, one can state that, almost always, a single
similarity criterion is not enough to decide on the presence or absence of duplicated
space. This is due to the fact that most natural images may contain one or more
pairs of very similar regions; so, wrong matches may be resulted. Therefore, it is
required to identify copy-move features of the areas to distinguish them from false
matches. Sometimes, the map of the duplicated areas obtained from the previous
step require more processing. Along with the rest (of the methods), post-processing
can be performed by methods such as morphological post-processing including
opening operations, erosion, dilatation, sliding window, square kernel mean filter
and random sample consensus algorithm (RANSAC) which recognize the inliers
and eliminate the outliers [3].

3 Introducing the New Method

In this research, a new method is presented for identifying areas of the image that
are identical or very similar. The methodology is one of the methods of blind
detection based on blocking. The proposed method is shown in Fig. 8. Myna et al.
[4], presented a wavelet-based approach in which the use of wavelet transform in
detection of copy-move forgery was tested. In the second stage, stored blocks are
repeatedly compared in each level of the wavelet transform. Finally, the last match
is done on the image. This approach functions properly when the copied area is
changed by scaling and rotation. In their method, to resist against the change of
scale and rotation, polar logarithmic transformation is used which is a change from
the Cartesian to polar coordinates. In the new method in the present paper, to resist
to the change in scale and rotation of the attached area, the Gabor filter is used.
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Fig. 8 Steps of the proposed . i i oo
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3.1 Feature Extraction by Gabor Filter

Since the desired features in the image have different scales and directions, to
extract information and directed features in different scales from the image is an
essential step. Today, Gabor filters are widely used for this purpose due to suitable
properties.

In 1946, Gabor deduced the principle of uncertainty for information on relations
in quantum mechanics. According to this principle, simultaneous accuracy of a
signal in two domains of time and frequency (the product of its time and frequency
bandwidths) is limited by a low limit. Then he introduced a group of
one-dimensional functions that achieved the low limit of uncertainty principle; in
other words, the minimum simultaneous resolution in both time and frequency.
These could be called fundamental (function) signals [14].

In 1980, inspired by Gabor, Dougman presented relations of uncertainty in two
dimensions, and introduced a family of two-dimensional functions that reach the
minimum value in the principal of uncertainty, and he called them Gabor functions.
Two-dimensional Gabor function is obtained by multiplication of two-dimensional
Gaussian function by a sinusoidal function in different directions of
two-dimensional space. Due to very helpful properties, these functions are used in
many applications as a filter in different fields of machine vision such as texture
analysis, classification, image retrieval, pen detection, etc. Some of these properties
to mention are simplicity, optimal simultaneous focus in location and frequency,
and choice of direction and frequency for extracting image data [15, 16].

Using the two-dimensional transform of Gabor wavelet, one can extract the
directional properties of the image in different scales. Physiological studies suggest
that visual information processing in the visual system is done by a series of parallel
mechanisms called channels; so that for each channel to use two-dimensional
transform of Gabor wavelet, directional characteristics of the image at various
scales could be extracted and each channel is regulated for a low frequency band
width with specified direction. Mathematically, each of these channels are modeled
with a pair of band-pass Gabor filters. The main advantage of Gabor filters are
immutability to clearing up, rotation, scaling and image transfer. In addition, the
filters can resist against photometric disorders (such as clearing changes and noise
in the picture). Gabor filter in a two-dimensional spatial coordinate is a Gaussian
kernel function (modulated by a complex flat sine wave), as formula (1).

f2 exp <_ x/2_|_52y/2

G(x,y) = p—

X =xcosO+ysinf

o5 )exp (i2nfx' + o)

(1)

y = —xsin0+y cos 0

where f'is the frequency of the sinusoidal factor. 8 also shows the orientation of the
normal stripe of Gabor’s function relative to the parallel striped of the Gabor
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Fig. 9 Gabor filter in 5 sizes
and 8 directions

Fig. 10 a Vehicle image to
apply to the Gabor filter.

b The Gabor filter output on
the vehicle image
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function. ¢ is the offset of phase and ¢ is equal to the standard deviation of
Gaussian cover. v is the ratio of space visibility that determines the ellipticity of the
Gabor function. As shown in Fig. 9, the algorithm can take advantage of forty
Gabor filters (on five scales and eight directions) [17].

For example, if we use Gabor filter on Fig. 10a, the output will be the same as
Fig. 10b.

Due to the fact that adjacent pixels in the image are correlated to each other,
extension information could be removed through the sampling process which is less
than the usual images resulting from Gabor filters [17].
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3.2 Splitting the Image into Overlapped Blocks
and Creating a Feature Matrix

After reading the input image of the size M x N the wavelet transform is done to
the “L” level, then blocks of the size b x b pixels continue from the top left corner
of the image down to the lower right corner. For each position, the block is mapped
to the fifth row of the Gabor filter, then the pixel values are extracted in one row of
the two-dimensional A-matrix with 32 columns and M — b+ 1) x N — b + 1)
rows. Each row corresponds to a block position and to better understand the steps
involved in implementing the proposed method, this algorithm is described with a
small and very simple image like Fig. 11.

Because Fig. 11 is too small, a 4 x 4 window as shown in Fig. 12 is moved by
applying Gabor filter on each block. According to Fig. 10, (8 x 8 block was used
in the source code) overlapping blocks inserted in the feature matrix as a row vector
shown Fig. 13.

3.3 Alphabetical Sorting of Feature Matrix

To ensure the minimum number of comparisons to find the most similar blocks to
each other, alphabetical sorting is applied on the feature matrix obtained from the
previous step. This will locate the more similar rows next to each other and the
execution time of the algorithm will reduce significantly. The result of the alpha-
betic sorting on the feature matrix of Fig. 13 is visible in Fig. 14.

Fig. 11 An 9 X 8 image
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Fig. 12 Overlapping blocks
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3.4 Finding the Most Similar Blocks to Each Other Using
Fourier Transform and Phase Correlation

Phase relationship is a suitable method for pattern matching. The ratio of R between
the two pictures img1 and img?2 is calculated according to formula (2) where ‘F’ is
Fourier transform, and ‘conj’ is mixed conjunction [4, 18].

F(imgl) x conj(f (img2)) (2)

k= F(imgl) x conj(f(img2))

To find forgery in the image, a threshold proportional to the image is defined
which the selection of this coefficient will be largely empirical. Surely, the more
accurate this coefficient is selected, the more precise will be the locations that are
detected as forgeries and also the less the extra points.

4 Investigating the results

The new program for detecting forgery by Gabor filter and the Myna [4] method
was implemented in MATLAB environment version R2014a and was tested on a
computer with a six gigabyte RAM and a five-core processor and Windows 8.1
operating system.

As mentioned, to resist the rotation and size change of the forged parts, the
Gabor and Myna [4] filters used logarithmic-polar transformation. Results on the
forged image have been investigated in different sizes and modes that shown in
Figs. 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24.
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Fig. 13 Feature matrix before sorting

4.1 Forgery Detection Without Changing Size and Rotation

and Different Rows of Gabor Filter

Result 1: The result of the forgery detection algorithm is visible using the Gabor

filter in Fig. 16.

Result 2: Test on the second forged image without using discrete wavelet transform

(Fig. 17).

Result 3: Test on the second forged image using discrete wavelet transform

(Fig. 18).
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Fig. 14 Feature matrix after sorting

Result 4: Test on the third forged image using discrete wavelet transform (Fig. 19).

Result 5: Test on a the fourth forged image without using a discrete wavelet

transform (Fig. 20).

Result 6: Test on the fourth forged image using discrete wavelet transform

(Fig. 21).
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Fig. 15 The original image on the right, the forged image on the left

grayscale input image forgery detection with gabor

Fig. 16 Resolution: 256 x 256 pixels, block size: 88, diagnosis time: 30.737703 s, the
correlation coefficient: 0.8 < R < 0.87, Gabor filter: fifth row, DWT to the first level

grayscale input image forgery detection with gabor

Fig. 17 Resolution: 160 x 160 pixels, block size: 88, diagnosis time: 63.503775 s, the
correlation coefficient: 0.87 < R < 0.81, Gabor filter: fifth row, no DWT
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grayscale input image forgery detection with gabor
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Fig. 18 Resolution: 160 x 160 pixels, block size: 88, diagnosis time: 7.636435 s, correlation
coefficient: 0.87 < R < 0.81, Gabor filter: fifth row, DWT to the first level

grayscale input image forgery detection with gabor

Fig. 19 Resolution: 256 x 256 pixels, block sizes: 88, diagnosis time: 31.899262 s, correlation
coefficient: 0.9 < R < 0.85, Gabor Filter: fifth row, DWT to the first level
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grayscale input image forgery detection with gabor

Fig. 20 Resolution: 160 x 160 pixels, block size: 88, diagnosis time: 61.1505862 s, correlation
coefficient: 0.95 < R < 0.9, Gabor filter: fifth row, no DWT

grayscale input image forgery detection with gabor

Fig. 21 Image size: 160 x 160 pixels, block size: 88, detection time: 61.1505862 s, correlation
coefficient: 0.95 < R < 0.9, Gabor filter: fifth row, DWT to the first level
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4.2 Resistance to Rotation

See Figs. 22 and 23.

4.3 Resistance to Resizing

See Fig. 24.

grayscale input image forgery detection with gabor

Fig. 22 The original image on the left, the forged image on the right, image size:
412 x 412 pixels, block size: 88, detection time: 15.12938 s, correlation coefficient:
0.86 < R < 0.83, Gabor filter: fifth row, DWT to second level

grayscale input image forgery detection with gabor
-

Fig. 23 The original image on the left, the forged image on the right, image size:
256 x 256 pixels, block size: 88, detection time: 30.04619 s, correlation coefficient:
0.9 < R < 0.8, Gabor filter: fifth row, DWT to the first level
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grayscale input image forgery detection with gabor

Fig. 24 The original image on the left, the forged image on the right, resolution: 300 x 600 pix-
els, block sizes: 88, detection time: 25.27208 s, the correlation coefficient: 0.92 < R < 0.87, Gabor
filter: fifth row, DWT to second level

5 Conclusion

The obtained results and their comparison with the results indicated by Myna, it can
be concluded that the new method proposed considering the time of performance is
suitable, and on some images, in particular, the images in which the forged piece is
resized, this method is better than Myna’s method. To detect the forged area on
images that forgery is not in the form of moving one part, which is not a dominant
component of the image, it works well and as expected, it also works well in resize
and rotation cases. However, in case of forgeries that part of the image background
is used to hide part of the image or object, the performance is reduced. As already
mentioned, the main advantage of Gabor filters is their immutability to clearing up,
rotation, scaling and image transfer. In addition, the filters can resist against pho-
tometric disorders (such as clearing up and noise in the picture). Additional oper-
ations such as blurring may be used to eliminate the unevenness of the edge of the
copied area. In such cases, the use of DCT and PCA has the advantage of being
resistant to such an operation, but direct implementation lacks this advantage. It
should be noted that these methods can undergo this type of operation to a certain
extent. For example, if blurring is performed with high intensity, other duplicated
areas cannot be identified. This occurs when blurring can be detected by eye, in
which case there will be no need to search for the duplicated area. In the mentioned
methods, the time complexity of the algorithm will also be reduced by reducing the
length and size of the blocks.
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Temporal and Spatial Features )
for Visual Speech Recognition s

Ali Jafari Sheshpoli and Ali Nadian-Ghomsheh

Abstract Speech recognition from visual data is in important step towards com-
munication when audio is not available. This paper considers several hand crafted
features including HOG, MBH, DCT, LBP, MTC, and their combinations for
recognizing speech from a sequence of images. Several classifiers including SVM,
decision trees, K-nearest neighbor algorithm and the sub-space K-nearest algorithm
were tested feature evaluation. Further, the application of PCA for dimensionality
reduction was considered in this study. Two sets of tests were carried out in this
study: lip pose recognition and recognition of isolated words. For evaluation, the
MIRACL-VCI data set was considered. Self-dependent tests reached an accuracy
of over 95% while in the self-independent tests, the maximum accuracy of
recognition was about 52%.

Keywords Speech recognition - Temporal features - Spatial features
Dimensionality reduction - Classification

1 Introduction

Talking is a relationship between people that includes voice transmissions, facial
expressions, hand movements, and body language. The features of the human face,
such as the eyes, ears, nose and lip, are widely used for diagnostic tasks in the field
of vision. Lip reading or visual speech recognition is a method for speech recog-
nition using lip, face, and tongue movements, when no audio is available.

Terissi et al. [1] proposes a visual speech classification scheme based on
wavelets and Random Forests (RF). To model the sequence of visual parameters,
wavelet multiresolution analysis is used and the coefficients associated with these
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representations are considered as features to model the visual information. In most
of previous work, visual features of lip shapes are represented by Snake’s contour.
They represent the features of lip shape by six points on the lip contour extracted
from the Snake model. Six point representation of lip’s Snake contour, is expected
to reduce the burden on recognition stage. For example, Faridah et al. [2], uses the
Snake contour to find the visual feature of lip shapes. Six points from the outer edge
of the lip were taken as a feature. These are the leftmost, rightmost, uppermost and
lower points of the lobe. These points are taken from the snake points that result
from the contour extraction process. For a lip that is not in line with the horizon, it
is necessary to rotate the lip image according to its deviations.

Chung et al. [3] try to identify phrases and sentences pronounced by a talking
person with or without sound. Instead of focusing on identifying a limited number
of words or phrases, their work was addressed as an open world issue for unlimited
natural language sentences and in wild videos. The key words in this article are,
firstly, “look, listen, pay attention and spell”, which the network learns to transmit a
video of lip movements to the character. Second is a learning strategy for learning
to accelerate education and reduce costs and third is a collection of visual speech
samples consisting of more than 100,000 natural sentences from British television.
Palecek [4] in his article, examined the effect of depth information using Kinect for
visual speech recognition. The feature based on depth information with active
appearance model (AAM) was used. This system consists of detecting the desired
area, computing visual features, enhancing features, and integrating features to
extract visual features. Zhang et al. [5] focuses on the impact of Kinect 3D data on
the ability of the lip reading system. To find the complete lips, the left lobe and the
right lobe are reconstructed using three-dimensional coordinates obtained from.
Their main contribution is that the two sides of the lobe profile are reconstructed
according to the three-dimensional coordinates taken by Kinect to complete the lip
data. Wand et al. [6], show that the neural network based learning on raw images of
the oral area has a better accuracy than systems based on the processing and
extraction of features and classification. Feedforward and recurrent neural network
layers, namely, Long Short-Term Memory (LSTM) were stacked to form a single
structure which is trained by back-propagating error gradients through all the layers.

Although many features and classifiers are tested for visual speech recognition,
previous studies have not evaluated the importance of each feature separately.
Further, no evolution on the classification strategy chose for visual speech recog-
nition is available.

The objective of this study is to explore various feature extraction methods and
classifiers for visual speech recognition and find the best combined technique
among extensive choices possible. In order to achieve this, we designed a system
based on conventional visual descriptors and applied several well established
classifiers in the classification stage. The MIRACL-VCI1 dataset which contains 10
word classes collected from 15 individuals with ten repetitions was used for
evaluations. Results showed that with pre-labeled data from individual accurate
speech recognition is possible.
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2 Method

To evaluate the performance of spatial and temporal characteristics of the lip during
the act of speech, two states were considered: first, the impact of features for lip
pose detection (Fig. 1) and the second, the impact of features for visual speech
recognition (Fig. 2).

Detecting the pose of the lips is regarded as assigning a class label to individual
frames while a certain word is spoken. For example, the classes that show if the lips
are open or closed. To implement this stage, first, the face region was detected using
the well-known Viola and Jones algorithm [7]. Consequently, the region consisting
of lips and mouth where extracted from the detected face region. Then, by using
different methods of feature extraction, the lip features were extracted and cate-
gorized into 5 classes.

For isolated words recognition using the visual data, first the mouth region was
extracted as above. Then, the feature vector was extracted for each frame. In order
to handle variable length videos, the features of each frame were arranged in an
F x N array, where, F is the number of frames, and N is the size of the feature
vector. Then, using bi-cubic interpolation, the feature vector for an input video was
converted to a 20 x N array. Several classifiers where tested to obtain the accuracy
speech recognition. Features and classifiers used in this study are briefly explained
in Sects. 2.1 and 2.2.
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Fig. 2 Lip-reading process for speech recognition
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2.1 Hand-Crafted Features

Features applied to describe the lip image include: Histogram of Oriented Gradients
(HOG) [8, 9], Local binary pattern (LBP) [9], Modified Census Transform (MCT),
Motion Boundary Histogram (MBH) [8], and Discrete Cosine Transform
(DCT) [4].

The local appearance and shape of the object in an image can be described by the
distribution of intensity gradients or edge directions provided by the HOG feature.
In this study, the input lip image was divided into small connected regions called
cell, and the pixels of each cell were used to create a histogram of gradient
directions. The final descriptor was produced by integration of these histograms. To
increase accuracy, the local histogram was normalized by the intensity obtained
from a larger area of the image called blocks. The magnitude of the edges where
calculated via (1) and edge angles were obtained by (2). Since the information
between frames are not considered, the feature is regarded as a spatial feature.

g§=1/8 + & (1)
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In contrast to the HOG descriptor that is closely related to the derivative in a
single frame, MBH describes a region of interest based on horizontal and vertical
derivatives the optical flow image separately. The descriptor encodes the relative
motion between pixels. Since MBH represents the gradient of the optical flow,
locally constant camera motion is removed and information about changes in the
flow field (i.e., motion boundaries) is preserved. Optical flow describes the pattern
of apparent motion of the lip regions using consecutive frames of the input image
sequence. MBH can be regarded as a temporal feature as it considers could describe
the information between consequent frames.

LBP, another spatial feature, can be used to further include the texture infor-
mation of the input region of interest. LBP is a texture operator which labels the
pixels of the region of interest by thresholding the neighborhood of each pixel and
considers the result as a binary number. In this study, 8-connected neighbours were
considered for describing the texture of the input region of interest. The region was
split into cells using, then each pixel (x., x,) was compared in a cell with its eight
neighbors, and an 8-bit binary number was created using (3). The binary numbers
were then converted to decimal format using (4). In each cell, the histogram was
normalized and the histogram of all cells were merged to form the final descriptor.
The process of producing the LBP code for a pixel (x, x,) is shown in Fig. 3.
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Fig. 4 Implementation of MTC feature for an example pixel
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MTC provides an illuminant-robust constancy assumption for solving corre-
spondence problems appropriate for computation of displacement field in image
sequences. To implement the MTC transformation, a 3 x 3 neighbor of a pixel was
considered. First the average value of the neighborhood matrix was calculated (5)
and the average values was compared with the corresponding pixel neighbors. If the
neighbor was larger than the average value, it was replaced with one and otherwise
it was filled by zero (6). Finally, put together the zero and the one that came from
the comparison with the neighbors, and converts the binary string into decimal (7).
Figure 4 shows the implementation steps for an example pixel.
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DCT expresses a finite sequence of data points in terms of a sum of cosine
functions oscillating at different frequencies. DCT is a powerful feature for
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describing an image in the frequency domain. In this study, eight point DCT was
applied to the region of interest and DCT coefficients were considered as features of
the region. This study considers the two dimension frequency information of the
image sequences. Thus, the feature acts as a spatial features in this study. It should
be noted that DCT actually represent the image features in the frequency domain,
however, for the means of this study, it was categorized as a spatial feature.

All the above mentioned features were used to describe the lip region, i.e. region
of interest in an input image. In the results section, it will be shown how each
feature affects the problem visual speech recognition.

2.2 Classifiers

Several classifier were considered in the classification stage: Support Vector
Machine (SVM), k-Nearest Neighbors (KNN), Decision Tree (DT), and Ensemble
Learning [10].

SVM is a supervised machine learning algorithm which can be used for both
classification and regression challenges. In this algorithm, each data point is plotted
as point in n-dimensional space, where n is defined by the number of features,
where the value of each feature is the value of a particular coordinate. Classification
is performed by finding the hyper-plane that differentiate the two classes the best. If
features can’t be mapped into two classes with a linear hyper-plane, a kernel can be
used to map the data into a high dimensional vector space where linear relations
exist among the data. Then, a linear algorithm can be applied in this space. In this
study, the cubic kernel function as formulated in (8) was used for classification.

k(x1,%) = (x[xy+1)° (8)

KNN is another simple algorithm that stores all available cases as training data
and classifies new cases based on a similarity measure (e.g., distance functions).
A case is classified by a majority vote of its neighbors, with the case being assigned
to the class most common amongst its K nearest neighbors measured by a distance
function. In this study we chose K = 1, thus, each feature vector is simply assigned
to the class of its nearest neighbor.

Decision tree learning uses a decision tree as a predictive model to go from
observations about an item represented in the branches of the tree to draw con-
clusions about the item’s target value which are represented in the leaves. An
important notice about decision trees is that they are robust against noise. In the
case of speech recognition, where the region of interest in the image comprising the
mouth is normally a small region, noise could play in important role in the clas-
sification results. Thus, the effectiveness of this classifier for visual speech recog-
nition was evaluated in this study.

Ensemble learning is a machine learning paradigm in which several generic
learners have been trained to solve a similar problem. Compared to commonly used
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machine learning methods that try to learn a hypothesis from train data, ensemble
methods try to build a set of hypotheses and combine them for use. Since a large
number of features were considered in this study, ensemble learning was also
considered to explore how effective it could be for the task at hand.

3 Results

This section reports the results of evaluations. MIRACL-VC1 dataset was used for
this evaluation, which is a lip reading dataset consisting on 1500 samples
(15 persons x 10 phrases x 10 instances) and 1500 phrases (15 persons X
10 phrases x 10 instances) [10]. The dataset covers phrase such as navigation,
connection, etc., and everyday phrases like Nice to meet you, I love this game, etc.
The Kinect sensor was used to acquire 2D images and depth maps with a resolution
of 640 x 480 pixels and at an acquisition rate of 15 fps. The distance between the
speaker and the Kinect is about 1 m. In this study, only color images acquired by
the Kinect were considered. The depth images in the dataset were used for
extracting the lip region in the image. However, our observations showed that only
using color images and the Viola-Jones algorithm suffices for the purpose of this
study [7]. Several tests were conducted for evaluations:

Evaluation of lip pose classification.
Evaluation of speech recognition.
Speaker independent (SI) test.
Speaker dependent (SD) test.

For SI configuration, leave-one-speaker-out strategy was utilized where data
from a single speaker were used as the validation data, and the records of the
remaining speakers were used for the training stage. The same procedure was
repeated for each speaker in the dataset.

In the SD configuration, the training and the testing data were obtained from the
same speaker. For each of speakers in the dataset, the leave one video out cross
validation was carried out, that is, two videos were used for testing and the rest were
used for training. The results of this article are based on the accuracy measure:

b+t

Accuracy = N

©)
where N is the number of total test data for each experiment. First, we evaluated the
accuracy of lips pose recognition. To achieve this, the mentioned dataset was used
to extract the lips and then, based on the shape of the lips, the extracted lobe area
was classified into five classes. Classes were recognized manually. The lips were
categorized into five classes based on the apparent visual movements of the mouth
as illustrated in Fig. 5.
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Fig. 5 Five classes of lip poses. The classes were obtained considering 5 levels of movement in a

lip pose

Table 1 Res.u.lts of the. lips DT Cubic KNN Subspace

poses recognition. a Without SVM KNN

principal component analysis

(PCA). b With principal

component analysis (PCA) DCT 73.7 74.40 72.0 86.1
HOG 71.0 |86.5 83.9 84.5
LBP 51.5 |68.8 63.1 70.3
HOG + LBP |69.6 |86.8 83.2 84.9
MTC 642 |844 82.3 82.4
b
DCT 74.0 |86.2 84.0 85.0
HOG 714 | 85.8 82.5 82.8
LBP 53,5 |65.9 62.9 65.5
HOG + LBP |69.0 |845 81.7 82.8
MTC 68.1 |76.8 77.0 82.3

Table la, b represent the results of lip pose classification. Since no motion data
is available in this stage, only spatial feature were considered. In both tables,
applying PCA did not make a significant difference on the results. DCT coefficients
in this context was an exception. When PCA was applied to the feature vector
obtained by applying DCT, the accuracy were increased to more than 10%. Further,
SVM with cubic kernel showed to have a better accuracy compared with other
methods. In these tests, DT had the lowest accuracy no better than 73.7%. Overall,
the lip pose recognition stage showed an accuracy of 86.5% when SVM and DCT
features were used.

Table 2a, b show the results for evaluating visual speech recognition using the
pre-mentioned features and classifiers. When image sequence were used for
recognition, except for the DT classifier, the accuracy rate was significantly
increased compared to the case of lip pose recognition. Further, the accuracy of
DCT compared with other features was also reduced. The best results were obtained
when HOG and MBH were combined. This is an expected result, because, when
image sequences are used for classification, MBH can describe the relation between
different frames and thus better results could be obtained. When DCT, HOG, LBP
and MTC, i.e. only spatial features were used for speech recognition, the accuracy
of recognition was significantly reduced. This is due to the same fact that these
features do not consider the motion information for classification. In these tests,
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Table 2 Results of speech DT Cubic KNN | Sub-space

recognition with SD strategy. SVM KNN

a SD training and testing

without principal component

analysis. b SD training and DCT 414 58.5 75.1 92.7

testing with principal HOG 36.5 91.2 87.1 94.1

component analysis LBP 207 | 64.1 68.6 |84.6
HOG + LBP 327 |91.1 87.6 94.4
MBH 312 | 884 88.2 95.1
MBH + HOG 334 |91.6 88.8 95.6
MBH + LBP 28.3 89.0 86.5 95.7
MBH + DCT 40.0 |[82.3 87.3 94.9
MTC 272 854 83.9 88.5
b
DCT 529 |842 87.4 91.9
HOG 484 [87.1 90.4 93.3
LBP 26.6 |52.6 64.5 83.7
HOG + LBP 430 |85.2 90.4 93.5
MBH 414 |[87.1 88.2 94.6
MBH + HOG |454 |90.9 91.7 95.0
MBH + LBP 422 189.0 914 95.5
MBH + DCT 363 |86.1 91.1 94.3
MTC 35.1 83.4 83.5 83.4

applying PCA did make a significant change in the recognition accuracy. A notable
difference between lip pose recognition and speech recognition was improvement of
accuracy using the Sub-space KNN classifier. For the case of speech recognition,
Sub-space KNN classifier provided accuracy significantly higher than the SVM
classifier. In fact, the sub-space classifier shows a better performance when the size
of the feature vector is large. It should be notices for an N frame video, the feature
size is 20 times larger than when a single frame is used for describing the lip region
in the image. Please refer to the Method section for information on the size of the
feature vector.

Table 3 provides the results of speech recognition using the SI evaluation
strategy. As the results show, in the case of SI tests, the accuracies were signifi-
cantly reduced. This is probably due to the fact the different people show have
different visual features for saying each phrase. In SI tests, SVM showed to better
classifier compared with other classifiers tested in this paper. Temporal features had
a negative impact on the results. This is probably because transitions from one
frame to other frames does not correlate among different samples of the data set.

In summary, when temporal features had no effect on the results, DCT, LBP, and
HOG features showed to be significant features for lip pose and speech recognition,
in addition, in such cases the cubic SVM showed to be the superior classifier. In the
SD tests, were temporal information were significantly appropriate for speech
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Table 3 Resglts of speech DT Cubic KNN | Sub-space
recognition with SI strategy SVM KNN
DCT 23.1 |51.7 355 09.8
HOG 162 |48.1 30.2 10.6
LBP 154 |28.1 19.9 9.20
HOG + LBP 16.1 [452 30.1 10.8
MBH 17.7 370 22.8 11.7
MBH + HOG | 182 459 30.2 10.2
MBH + LBP 17.6 39.8 274 11.6
MBH + DCT 24.1 |419 25.5 10.8
MTC 199 |45.1 29.7 10.1
100
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Fig. 6 Comparison among significant features in all test strategies

recognition, KNN and sub-space KNN showed to be the superior classifiers.
Figure 6 shows summarizes the significant results among all tests. Based on results
shown in this figure, SI testing does not show significant accuracy, thus, however, if
a recordings from the same person is available, it is possible to recognize a con-
versation with significant accuracy.

4 Conclusion

In this paper, several spatial and temporal features were tested for visual speech
recognition. Also, 4 classifiers accompanied with PCA for feature size reduction
were used for evaluation of the selected features. The results showed that DCT and
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HOG were significant features for visual speech recognition. Further, in SD test
strategy, the added temporal features showed to have a significant impact on
increasing the accuracy of visual speech recognition. In the SI test strategy, the
results were mostly insignificant. That is, in all evaluation cases, the accuracy did
not increase more than 52%. In general, the results showed that providing improved
solution for anonymous visual speech recognition requires further research and
more sophisticated tools. However, if pre-labeled information of each individual is
available, accurate visual speech recognition can be achieved.

References

1. Terissi LD, Parodi M, Gémez JC (2014) Lip reading using wavelet-based features and
random forests classification. In: 22nd international conference on pattern recognition,
Sweden, 24-28 Aug 2014

2. Faridah F, Achmad B (2015) Lip image feature extraction utilizing snake’s control points for
lip reading applications. Int J Electr Comput Eng 5(4):720-728

3. Chung JS et al (2016) Lip reading sentences in the wild. In: Asian conference on computer
vision. Taiwan, 20-24 Nov 2016

4. Palecek K (2015) Comparison of depth-based features for lipreading. In: 38th International
conference on telecommunications and signal processing (TSP), Prague, 9—-11 Jul 2015

5. Wang J et al (2015) Lipreading using profile lips rebuilt by 3D data from the Kinect.
J Comput Inf Syst 11(7):2429-2438

6. Wand M, Koutnik J, Schmidhuber J (2016) Lipreading with long short-term memory. In:
International conference on acoustics, speech and signal processing, Shanghi, 20-25 Mar
2016

7. Viola P, Jones MJ (2004) Robust real-time face detection. Int J Comput Vis 57(2):137-154

8. Rekik A, Ben-Hamadou A, Mahdi W (2016) An adaptive approach for lip-reading using
image and depth data. Multimedia Tools Appl 75(14):8609-8636

9. Pei Y, Kim T-K, Zha H (2013) Unsupervised random forest manifold alignment for
lipreading. In: Proceedings of the IEEE international conference on computer vision, USA,
1-8 Dec 2013

10. Ho TK (1998) Nearest neighbors in random subspaces. In: 1998 proceedings joint IAPR
international workshops advances in pattern recognition, Australia, 11-13 Aug



The Application of Wavelet Transform M)
in Diagnosing and Grading of Varicocele St
in Thermal Images

Hossein Ghayoumi Zadeh, Hamidreza Jamshidi, Farshad Namdari
and Bijan Rezakhaniha

Abstract Varicocele is the abnormal dilation and tortuosity of venous plexus
(venous) above the testicles. The pattern of abnormal heat distribution in the
scrotum can be diagnosed by the help of thermal imaging. Thermal Imaging is a
distant, non-contact, and non-invasive method. Thermal imaging was conducted on
50 patients who referred to the hospital 501 (AJA). It was implemented by
non-contact infrared camera VISIR 640. Capabilities of thermography method was
then evaluated. In order to evaluate and diagnose the varicocele, thermal asymmetry
and Haar wavelet techniques were used based on thermal imaging. In two methods,
with the help of heat distribution, varicocele can be detected using a thermal
camera; one of these two methods includes thermal asymmetry and increased
temperature in venous plexus (pampiniform) with no thermal increase in the testicle
of the same side (It is grade II of varicocele with a temperature difference of about
1 °C), and the other includes the increased temperature of venous plexus
(pampiniform) with increased temperature of the testicle in the same side(It is grade
IIT of varicocele with a temperature difference of about 1.5 °C). The accuracy of the
recognition of thermography is 76% in different grades of varicocele. According to
the results of the study, thermography is a useful method for the initial screening
process. In addition, it can be applied as a supplement to other diagnostic tech-
niques due to lack of exposure, low cost and its exact diagnostic capacity in
varicocele.

Keywords Thermal imaging - Varicocele - Heat distribution
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1 Introduction

Varicocele is the abnormal dilation and tortuosity of venous plexus (venous) above
the testicles. This disease rarely occurs at ages under 10 but its prevalence among
young adults and in fertile men is 15 and 20-40%, respectively [1]. Among those
with secondary infertility (already have child), its prevalence may reach 70% [2].
90% of cases occur in the left side and only 10% of them are bilateral [3]. This is
because of higher length of the vein discharging the left testicle blood into the renal
vein and its more vertical angle compared to the right testicle. One of the main
theories explaining the pathophysiology of varicocele is the theory of testicular
temperature increase [4]. What is certain is that the etiology of temperature rise in
the standing and Valsalva maneuver positions seems questionable [5]. It should be
noted that increased intra-abdominal pressure is considered a weak risk factor for
varicocele [6]. However, there are still many discussions on the treatment of
varicocele by surgery. Most of men with varicocele are able to have child, so
spermatic vein ligation surgery is not recommended for all common cases varico-
cele. In some men, varicocele is a progressive condition which causes the loss of
former fertility [7]. Current guidelines recommend surgery for infertile men with
diagnosed conditions and semen disorders [8]. However, recent research has led to
the revision of these suggestions and it has been shown that surgery option in the
treatment of varicocele does not increase the chance of fertility in cases that
varicocele is considered the only proof of infertility [9]. This problem needs a
solution which is timely selection of men with deteriorating varicoceles and reduced
semen quality. The negative toxic effect of varicocele on the testes is proven by
evidence; which also indicates that untreated cases varicocele can have unpleasant
results such as male infertility [10]. In cases where the quality of semen is dete-
riorated as a result of progressive varicocele, surgical operation should be per-
formed. The lack of diagnostic criteria on performing surgery is an issue in this type
of varicocele. Semen quality analysis is not regarded as a screening method.
Currently, varicocele diagnosis depends on physical examination and
ultrasonography/Doppler scrotum [10, 11]. Abnormal thermal patterns can be easily
detected by thermal imaging. On the other hand, clinical thermal imaging was
performed occasionally in the past as a short objective diagnostic method [2].
Although it is a non-specific method and highly dependent on background and
environmental factors in some cases, there are several reasons that have caused
thermal imaging to be generally accepted and welcomed in the medical community.
First of all, thermal Imaging is a distant, non-contact, and non-invasive method
[12]. Duration of imaging is very short, so it is possible to simultaneously monitor a
large part of population. The colors of thermograms can be easily and quickly
interpreted. In addition, this method records only the natural radiations from the
surface of the skin and there would be no trace of harmful rays. Therefore, this
method can be repeatedly used for a long term. Finally, thermal imaging is an
immediate method which can monitor the dynamic changes of temperature. Digital
infrared thermography of scrotum is a non-invasive, sensitive diagnosis tool for the
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detection of primary varicocele using the scrotal skin surface temperature mea-
surement. In spite of objective truth and short duration of this diagnostic method, it
used to be sporadically used during clinical procedures in the past. A recent
research has proposed the diagnostic criteria of scrotal thermography for varicocele
detection [13]. It has been also proven that scrotal thermography is a useful diag-
nostic method for mild varicocele and the postoperative period [14] Thermography
has been also applied as a successful for follow-up [12, 15, 16]. Asymmetry
technique is one of the basic principles and methods for analysis of thermal images.
Some researchers [17] have conducted the analysis of asymmetry based on tem-
perature change and skewness and kurtosis of the image and the study area.
According to studies conducted in other countries, it has been revealed that the
thermography imaging systems, considering the proper and correct diagnostic
results and a few numbers of false positive or negative responses, can have an
appropriate performance not as a precise and absolute method but as a supplement
to other techniques [18-20].

The present study also aims to identify the strengths and weaknesses of ther-
mography systems in scrotal thermography for diagnosis of varicocele. The main
assumption is that scrotal digital infrared thermography is the main tool in the
diagnosis of varicocele.

2 Materials and Methods

In the present study, a thermography device with non-contact infrared camera
(VisIR 640) was used. This system has a resolution of 110,592 pixels per image
and a minimum thermal resolution of 0.01 °C. Satlr Wizard software was used for
analysis and presentation of images. For conducting thermography, the patient was
placed in a certain distance of about 30 cm from the infrared thermal camera and
the body radiations that are in the range of 0.7-0.9 um were sent to the computer
processing system of images after passing through a focusing lens that acts as a
filter. Points which must be observed when thermal imaging include the following:
(1) The patient must relaxed and comfortable psychologically before the perfor-
mance of thermal imaging. (2) Room temperature is set in approximately 25 °C
(not too cold and not warm). (3) It is best that patient take off their shirts for 10 min
before shooting and somewhere sits calmly. (4) If fluorescent lamps are used in
place of imaging, it must be turned off.

After determining the location and based on the received wavelength, temper-
ature of each point of the body appears on the display in a certain color. The
accuracy of detection of radiations from the surface of the skin depends on the skill
of the specialist in reading the thermography images, the operator’s skill in setting
the visibility window, the selected color scale, and patient’s distance to the device.
In this study, 50 patients suspected of varicocele were clinically examined by a
specialist and the results were recorded. It is worth mentioning that all patients have
been randomly selected, and all of them had referred to urologist. The average age
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Fig. 1 Thermographic image of grade 2 varicocele

of patients is 35 years. Before conducting the thermal imaging, some items such as
imaging conditions, room temperature, patient’s comfort, and so on, all are effective
in providing false or true responses of thermography, were investigated. Then, the
patients were placed in front of the camera in a standing position with naked lower
part of the body. The patients were asked to hold the tip of their penis upward with
their finger in a way that the patients’ legs were stretched, testicles hung freely, and
the head of penis was kept against the abdominal wall. Finally, thermography
images were taken of the testicles by the operator. Increased scrotal temperature is
considered the main reason for semen disorder in patients with varicocele.
Monitoring the temperature of the scrotum is part of the diagnostic evaluation of
varicocele. In digital infrared thermography of the scrotum, highly sensitive
infrared cameras are used for tracking and measuring the temperature of the scro-
tum area [22]. Thermal images of a patient with grade II, varicocele is noticeable in
Fig. 1.

To evaluate the temperature of the thermal images which are as thermal pixels,
two strategies are proposed. One of them is thermal asymmetry evaluating, and the
other is a model based on Haar wavelet transform. In the first method, the subject of
thermal asymmetry is examined in venous plexus pampiniform. Secondly, a model
is proposed based on Haar wavelet transform. Both methods are useful for the
diagnostic purposes and they also complement each other.

Noise elimination is one of the complicated and ambiguous subjects, and their
importance cannot be ignored in signal processing and analysis system.

Specialists in the field of signal analysis and systems, examined different Filters
and methods and conversion and mapping in order to remove noise. They have
done several studies to improve the functioning of the filters and methods. Many
experts have assessed Strengths and weaknesses of each of these methods, by using
real samples in different fields to remove the potential noise from the data, signals
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and systems. And they have tried to obtain efficiently and accurately results. One of
the new methods in recent decades, which has become important from different
aspects is wavelet method. An exceptional feature of this method is that the wavelet
analysis combines both time and frequency domains together. A field of wavelet
transform is uses it as a preprocessing tool for smoothing [21]. The main form of a
wavelet transform is defined as follows, that s (x) known as the mother wavelet.

Vi (x) = 200 (2x — k) (1)

j and k are used for changing the scale and shift (transmit) of the wavelet. In 1910,
Alfred Haar introduced the first recognized wavelet, indicating, every continuous
function f (x) in the range [0, 1] can approximate it by using a series of step
functions. These functions are shown below:

1 (t€]0,0.5))
Y() =9 —1 (t€[05,1)) 2)

0 otherwise

According to the following features, \/; function is an orthonormal function.
[ Ch) = 0,(G £ Vvlk £ m) ()

/ (Zj/2\|/(2jx _ k))zdx —1 (4)

The transfer function of f(x) is expressed as follows in which \ (t) is known as
the parent wavelet or Comparator The function.

n—12/—1

FO) =cU®+ D) il (5)
=0 k=0
1 0<r<l1
vy = {0 otherwise (6)

/ W(t)dr = 1, / W(t)dr = 0 7)

Using the Haar wavelet, the signal is decomposed into an original signal known
as the approximation shown as a; and more minor signals called details and indi-
cated as d; . At each stage of decomposition, a; can be decomposed again using
Haar wavelet so that the sum of a,, d; create the same original signal (Fig. 2).

The original signal = a, + d; + dp +---+ d,,.
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Fig. 2 Decomposition of
wavelet tree based on the
original signal

The model proposed for using Haar wavelet transform for investigating the
thermal images includes these aspects. First, thermal line from temperature pixels is
drawn in vertical direction of the left and right testicles. Then it is seen as a
continuous signal. Now, Haar wavelet transform is conducted on it. The image of
the obtained signal is shown in Fig. 3.

Now, Haar wavelet transformation is applied on the signal in three stages. The
composed figure can be seen in Figs. 4 and 5 concerning, healthy and patient
samples.

If we notice the level of difference of peaks in the d1, d2, d3, in the person with
varicocele, we will find that these differences are more than healthy samples. The
next stage includes thermal asymmetry which is examined In addition to the
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Fig. 3 Creating thermal lines in parallel with the penis on both sides of the testicles
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Fig. 4 Decomposed Tipaks index by Haar wavelet transform in the 3-step process of decompose
for the sample with grade 3 varicocele

Features of the wavelet transform method. As it was mentioned before, at the first
stage, the patient’s history was recorded. Then clinical examination was performed
by a specialist in the field of stereotypes urology. The following thermal imaging
was conducted on the patient. Finally, the results were compared with each other to
identify whether the samples suffer varicocele or not. According to the previous
studies, the temperature of the right and left testicular and venous plexus are the
focused points. If the temperature of the both sides of the scrotum is uniform, the
result of the related sample is normal [14]. A sample of Thermal images taken from
the patient is shown in Fig. 6. It is evident from the image that the thermal pattern is
uniform and asymmetric on both sides of the scrotum. Then, the obtained results
were compared with the related doctor. Finally, it was shown that the analyzed
sample is not suffering varicocele.

The first pattern with asymmetric temperature distribution is described in the
pampiniform venous plexus of scrotum which exclusively engages the upper part of
the testicles. An example of this pattern obtained from the results has been shown in
Fig. 7. As it can be observed, an asymmetric thermal pattern can be seen in the
pampiniform venous plexus area at the top of the right and left testicles.

The second pattern with asymmetric temperature distribution is in the
pampiniform venous plexus that is expanded towards the testis of the same side or
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Fig. 5 Decomposed Tipaks index by Haar wavelet transform in the 3-step process of decompose

for the healthy sample

Fig. 6 Thermographic image of testicles of a healthy person in two states; a gray, b colorful

involves the hyperthermia of the whole testicles. Although the full bilateral
hyperthermia of the scrotum is rare, it is a definite symptom of varicocele. As
previously shown, localization and extension of hyperthermia area are very
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(a)

Fig. 7 Asymmetric thermal pattern in the upper part of the testicles in thermography image
a gray, b colorful taken from a patient with grade 2 of varicocele

(a)

Fig. 8 Asymmetric thermal pattern in the pampiniform venous plexus and the scrotum in
thermography image a gray, b colorful taken from a patient with grade 3 of varicocele

important in the interpretation of thermography. An example of this pattern has
been shown in Fig. 8. According to this figure, increased temperature involves both
the pampiniform venous plexus and the scrotum.

3 Results

The obtained features using Haar wavelet transform are presented in Table 1.
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Table 1 The obtained features of Haar wavelet transform in healthy and varicocele samples

Features of Haar wavelet transform Varicocele Health

Average of level peak D1 0.1 £0.4. 0.1 £0.2
Average of level peak D2 0.1 £0.5 0.05 £0.2
Average of level peak D3 0.1 £ 04 0.01 £ 0.2

Table 2 Measured temperature (Celsius) by thermal cameras in different areas

Temperature LP RP LT RT LTH |RTH |ALPRP |ALPLTH |ARPLTH
Mean 34.15 3232 |334 |3222 |33.1 |33.11 | 192 1.18 0.01
Median 34.15 |32.32 |33.65 [32.22 |33.1 |[33.21 |1.83 1.43 0.11
Standard 0.74 0.65 | 1.21 | 051 | 0.89 | 0.52 |0.09 0.7 0.37
deviation

Minimum 331 |31.1 312 |313 333 |322 |2 0.1 1.1
Maximum 36 335 [35.55 332 |[34.88 |344 |35 2.35 0.48

Temperature areas related to pampiniform plexus, scrotum, and thigh in a sample
of patients have been presented in Table 2. In this table, L, R, P, T, TH, and A
denote left, right, pampiniform plexus, testicle, thigh temperature, and the differ-

ence between the measured temperatures, respectively.

In general, the approximate temperature difference between patients with
varicocele with their grades is shown in Table 3.
50 persons were tested and evaluated. Initially, all were tested with Doppler
ultrasound. From surveyed cases, 35 patients had diseases related to testicular. The
results of Ultrasound are shown in Table 4.
Then, the obtained results of ultrasound methods were compared with thermal
imaging method. The Results of Testicular ultrasound of patients are shown in

Table 3 The approximate difference of temperatures among the patients with varicocle

Samples Temperature differences in venous plexus Pampiniform
Healthy case AT < 5
Grade | 0.5 < AT <0.75
Grade II 075 < AT < 1
Grade III 1 < AT
Table 4 Scrotal Properties Number of cases (%)
abnormalities detected by -
scrotal ultrasonography in 35 Left varicocele 30(66.7)
infertile men Epididymal cyst 2(4.45)
Right varicocele 2(4.45)
Unilateral testicular cyst 1(2.22)
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Table 5 Comparison of the results between diagnosis of thermography and ultrasound in grade
varicocele

Grade no (%)

1 1T III No(healthy) Total
Ultrasonography 8 12 10 15 45
Thermography detection 5 10 8 22 45

Table 6 Venous diameter of left spermatic vein

Diameter of vein in left pampiniform plexus, mm*
Left varicocele none present (No) 3.0 £ 0.9
Grade 1 37+£12
Grade 2 41+£13
Grade 3 51 +15

Table 7 Identification of

Janit _ Proposed pattern Number
individuals only with the help

of the proposed thermal Healthy pattern 22
patterns regardless of the Grade I of thermal pattern 5
temperature difference Grade II of thermal pattern

between the proposals Grade 111 of thermal pattern 5

Table 4 with considering their varicocele grade. Also diagnostic functions of
thermography were evaluated according to presented patterns in this article. It is
worth mentioning that from 50 cases, 5 patients were excluded from Examining due
to cystic masses and etc. (Table 5).

The values related to venous diameter of left spermatic vein are presented in
Table 6.

It is noteworthy that Thermography is only able to offer temperature changes of
the skin surface. According to proposed thermal models in the paper, the results of
studding these patterns can be observed in Table 7 on the collected cases.

4 Discussion

Currently, varicocele diagnosis depends on physical examination and
ultra-sonography /Doppler scrotum. Physical examination is subjective and also it
cannot be helpful alone in the diagnosis of subclinical varicocele [17]. Clinical
experience of the examiner and the interpreter is one of the disadvantages of
ultra-sonography/Doppler. In addition, the use of ultrasound in the postoperative
stage as a follow-up is restricted [22]. Thermography allows imaging of the surface
temperature distribution. Skin temperature depends on complex relationships of
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heat exchange between the skin tissue, internal tissue, and local vascular and
metabolic activity. Thermography was applied in medicine for the first time in 1957
[23] and its application for diagnosis of varicocele goes back to 1970 [24].
However, at the time, thermal measurement equipment was expensive, large, and of
low-resolution and also did not support the relevant software for interpretation of
images. Recent developments in the field of focal thermal cameras as well as mobile
software have made digital thermography to be presented as an affordable and easy
method. Testes temperature is about 3 °C lower than the body temperature (37 °C)
[25]. If varicocelectomy is done in the early stage of the disease and at a young age,
it will produce better results in fertility [26]. Recent studies have shown that
patients with the early abnormalities of semen quality are more at risk of PDSQ
(Progressive Deterioration of Semen) than patients with normal primary quality of
semen. In addition, varicocele patients with normal initial semen quality and higher
scrotum temperature are more likely to suffer from PDSQ [27]. Although varicocele
is a common condition, the infertility caused by is not much prevalent. Effects of
varicocele are progressive and varicocele over time can affect sperm production and
fertility, in a way that can cause azoospermia [28]. It has been also reported that the
size of varicocele cannot make for the prediction of the final status of fertility and
even a subclinical varicocele can be similar to a large and clinically significant
varicocele in terms of damages [29]. It has been revealed that bilateral varicoc-
electomy significantly leads to improved sperm production compared to one-way
varicocelectomy, even if there is a little varicocele on the right side [30]. The effect
of varicocelectomy on male fertility has been often challenged [31]. It is really
difficult and impossible to predict that who will benefit from this surgery. It would
be valuable to study that whether a degree of varicocele on physical examination is
always in relationship with the similar temperature increase that can be detected by
thermography. In other words, is it possible to relate temperature to visible changes
in semen analysis? Some authors have reported their experiences on digital ther-
mography and briefly expressed their own diagnostic criteria for varicocele.
However, we still do not have standardized diagnostic criteria and specifications for
varicocele. The present study aimed to analyze the thermography images of patients
with typical varicocele and try to propose elements for these criteria. The ther-
mography defined in this study correctly confirmed the left varicocele diagnosis in
all patients. Merla et al. [32] stated that temperatures above 34 °C in the
pampiniform network vein and/or scrotal temperatures above 32 °C are indicative
of varicocele. In the studied sample in this research, 83% of patients had a tem-
perature above 34 °C and 92% of them showed temperatures above 32 °C. Tucker
reported that retention of breath can help diagnose of varicocele, and in a normal
mode (i.e. absence of venous reflux), this leads to a decrease in temperature by 0.5 °
C [33]. However, no similar effect was observed in this study and further studies
should be conducted to determine the usefulness of this parameter. Nogueira et al.
(2009) and Yamamoto et al. stated that a temperature difference of 0.3 and 0.8 in
the right and left sides of upper part of the pampiniform network are indicative of
one-sided varicocele [16, 34]. It should be emphasized that this clinical sign alone
cannot be taken into account in one-sided varicocele. Temperature of the scrotum
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skin is lower than that the upper part of the thigh [35]. In this study, the temper-
atures of the central part of the upper thigh was measured as the calibration tem-
perature. In all patients, temperature of the left pampiniform network was higher
than that of the upper part of the thigh. In the study conducted by Merla et al., the
researcher raised the possibility for measuring the difference of temperature return
speed after cooling of the scrotum [32]. The obtained Mean difference of temper-
ature in the venous plexus (pampiniform) of patients with grade III varicoceles is
1.5 °C and in patients with varicocele grade II is almost 1 °C.

However, this potential diagnostic method was not studied in this research that
was mainly due to the complexity of its practical approach. Finding at least three
potential symptoms leads to the diagnosis of varicocele. During the present
research, a common described pattern of thermal distribution was found in men
with varicocele. In some cases, high scrotal temperature can be observed only in the
venous plexus (pampiniform) and there is no increase in temperature in the testicles
of the same side. In other cases, increased temperature of the venous plexus
(pampiniform) expands to the testicles of the same side.

5 Conclusion

The importance of studying and research in this field is due to the fact that few
studies and comparison have been conducted on varicocele diagnosis in relation to
thermography. The findings from the present study show that thermography has
some advantages and disadvantages in the detection of varicocele. With the advent
of new generations of infrared detectors, infrared thermal imaging has become a
thorough medical diagnostic tool for measuring the abnormal areas in the thermal
pattern. In addition, sensitivity to temperature, spatial resolution, and its
non-contact nature, and safety are some of the features of thermal imaging. Thermal
images can be digitally stored and then processed using different software packages.
Thermography does not provide information on morphology of testicular structures,
but presents information on temperature function and vascular conditions of tes-
ticular tissue. The results of this study suggest that thermography can be used for
primary diagnosis or quick screening. In addition, it can be applied as a supplement
to ultrasound. In other words, although thermography can be helpful in the initial
screening for determining the positive or negative result of affliction with varico-
cele, determining the grade of diseases requires higher accuracy and more studies.
However, a pattern for grading can be reached in a large number of images. Another
point is that asymmetry has a key role in early diagnosis, which can be achieved
through primary settings of the camera. To achieve perfect certainty, thermal
characteristics of Haar wavelet transform can be used in this research. The results
can be used to identify two things in relation to varicocele: a temperature difference
in venous plexus (pampiniform) and the other thermal pattern that was discussed in
the paper. If the temperature difference is noticed in venous plexus (pampiniform),
Varicocele can be suspected. Due to the temperature difference the thermal pattern
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can be related to varicocele grade. The potential defect of scrotum thermography is
inseparability of varicocele from other pathological states of scrotum (such as
testicular tumors and inflammation of the epididymis). Given the advances in this
technology and increased demands for a low price and radiation-free method of
screening, thermography has great potential for being selected as proper varicocele
imaging technique. It is recommended that more studies to be conducted on larger
number of patients and healthy subjects to investigate the sensitivity of thermog-
raphy method and its features and also to study the diagnostic parameters for
investigation of thermal measurement in varicocele detection.
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A Review of Feature Selection Methods m)
with the Applications in Pattern oy
Recognition in the Last Decade

Najme Ghanbari

Abstract The present study is a review of recently-done research (in the past
10 years) on the feature selection methods and a set of the applications in pattern
recognition. The study aimed to introduce the latest research on the feature selection
methods and applications. The study findings can be the basis for further and more
practical research in this field. Significant advances have been made in the last
decade. Particularly in recent years, the evolutionary algorithms related to random
methods were widely used to solve feature selection problems.

Keywords Feature selection - Feature selection methods - Applications of feature
selection

1 Introduction

Feature selection is an important topic in modeling, classifying, discovering
knowledge and data mining in a variety of fields such as signal processing, com-
puter vision, statistics, neural networks, pattern recognition and machine learning.
Due to the speed of data collection, feature selection problem is one of the most
important factors in reducing or increasing the recognition rate. The feature
selection process consists of four basic steps as follows.

Step 1: Finding a starting point to create a subset of features. Usually, researchers
use three starting points in their research; (a) Begin with an empty set, (b) Begin
with a full set, and (c) Begin with a subset of features selected randomly.

Step 2: Applying one of the feature selection methods. The feature selection
methods are divided into three main categories: complete methods, heuristic
methods, and random methods.
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Complete methods are categorized into exhaustive or non-exhaustive methods.
Exhaustive methods can find the optimal subset by creating and controlling all
candidate subsets. Such methods are used in cases where time is not a problem and
the total size of the good set of features is small. In non-exhaustive methods, the
size is larger, i.e. more features.

In heuristic techniques, the number of optimal features that can be selected is
predefined. Adding more features will increase the classification error. In addition,
the more information we have about the problem, the less error we will face.
Sequential search methods and principal components analysis (PCA) are among
heuristic techniques. Although such methods may not be able to find minimum size
subsets, they can find subsets with a size close to the minimum in less time, in cases
where the total number of features and the number of good features are large.

In heuristic techniques, a candidate subset is created randomly, and a supervised
instruction is applied during the search for logical leaps in searching other regions
of the feature space. There is no guarantee for obtaining the subset of the optimal
features through such techniques. Evolutionary algorithms are an example of ran-
dom methods.

Although the complete methods guarantee that the optimal candidate feature
subset is obtained, high costs are required to implement such methods, which itself
requires high computational complexity. On the other hand, the size of databases
today is large in bioinformatics. Therefore, the complete methods are used less
commonly. In contrast, the random and exploratory methods have been widely
used, despite the lack of any guarantee for optimality.

Step 3: Applying an evaluation strategy for feature selection. There are two
methods for the evaluation strategy.

1. A filter approach
2. Dubbed the wrapper

Step 4: Determining stopping criterion or condition. There are different stopping
criteria. For example, a criterion could be that the number of predetermined features
to be selected has already been obtained or the maximum number of iterations as
another criterion.

Feature selection can result in several concurrent improvements. For example,
removing inappropriate features that cause a deterioration of the recognition rate
will increase computational efficiency. Another example, feature selection increases
the generalization power and classification accuracy by reducing the dimension of
the input vector. The selection of appropriate features also reduces the computa-
tional and convergence time during the training procedure. Section 2 is an overview
of some of the feature selection methods proposed for pattern recognition over the
last few years. There is an overview of some of the applications of feature selection
in pattern recognition in the last 10 years in Sect. 3. And, Sect. 4 includes the
conclusion.
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2 Some of the Feature Selection Methods Proposed
for Pattern Recognition Over the Last Few Years

In order to solve the feature selection problem, a modified feature selection criterion
was proposed using fuzzy logic [1]. In this method, the number of features was
defined as a fuzzy number and the fuzzy criterion was obtained by applying the
principle of fuzzy development. This method was implemented and evaluated on 6
datasets of UCI machine learning. The results confirmed its effectiveness. In this
method, fewer features are obtained with higher classification accuracy than the
previous methods or with almost the same.

An improved version of the binary ant optimization algorithm was introduced to
solve the feature selection problem [2]. This algorithm presents the characteristics
of both the Ant Algorithms for Discrete Optimization and Binary Ant Algorithm. It
is worth noting that the feature selection problem had already been solved sepa-
rately by both algorithms, and the combined method proposed solved the previous
weaknesses. This method was implemented on 12 standard classification
(UCI) databases, which were varied in number of samples, features, and classes.
And, the evaluation results confirmed the proper performance of the algorithm.
K-Nearest Neighbors Classifier was used for classification (k = 1).

A classification-based selection feature method was proposed using the Genetic
Algorithm (GA) and Decision Tree (DT) [3]. This method was implemented on the
polarimetric features of the land cover classification (RADARSAT-2 images, San
Francisco). In addition to being highly precise in distinguishing between urban
classes and vegetation, it produced high speed performance. The parameters
extracted from the distribution matrix, covariance, and coherence, as well as the
parameters extracted from the target analysis methods were considered features.
Furthermore, the feature selection was done using the GA-SVM algorithm for
comparison. The results indicated that the GA-DT algorithm was more efficient in
distinguishing “urban areas and vegetation” and the GA-SVM algorithm in dis-
tinguishing “urban and water areas”.

Several filter and wrapper based feature selection methods, including were
reviewed [4]. It was mentioned that evolutionary algorithms have been widely used
to resolve the feature selection problem in recent years. In the reference, seven
examples of these algorithms were studied, i.e. ant colony algorithm, genetic
algorithm, firefly algorithm, bee colony algorithm, harmonic search algorithm,
cuckoo algorithm, and colonial competition algorithm.

The filter and wrapper feature selection methods were described [4]. Moreover,
the feature selection problem was solved and evaluated using the aforementioned
seven methods. However, it cannot be claimed that a particular evolutionary
algorithm is more efficient for all problems. In other words, any algorithm can be
used according to the intended project.

For the first time, a hyper-heuristic approach was proposed to select optimal
features among all the features for classification [5]. According to this approach, the
search space is efficiently searched by applying a few local searches, each of which
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is neighborhood structures and/or simple local searchers. Each part of the search
space had its own features. In the search path, a local search should be selected and
applied in the current solution. This selection is made by an observer based on the
history of local search performance. This method represents a good compromise
between search and productivity, unlike the existing heuristic algorithms. In this
method, the genetic algorithm was used as an observer and the 16 other heuristic
algorithms were used for local search. The method was evaluated on the UCI
databases with very good results.

3 The Applications of Feature Selection in Pattern
Recognition in the Last Decade

The goal was hyperspectral image classification using Support Vector Machine
(SVM) [6, 7]. SVM gives good stability in high-dimensional spaces. For a better
SVM performance in this article, (a) the parameters of the support vector machine
are optimally determined, and (b) an optimal feature subset is selected from all the
input features. One of the most powerful methods to accurately and rapidly classify
the hyperspectral images using SVM is feature selection by which noise and
irrelevant bands are eliminated. In 1 and 2, hyper-heuristic algorithms were used. In
feature selection using Genetic Algorithm, Data Envelopment Analysis (DEA) was
used. In order, two criteria were considered to evaluate the quality of the selected
features, i.e. classification accuracy and the number of selected features. In other
word, the aim was higher accuracy and fewer features. By applying 1 and 2
simultaneously, the classification accuracy increased by 5 and 15% for the data
obtained by AVIRIS hyperspectral sensor for Gaussian and Polynomial kernel. In
addition to the genetic algorithm, a simulated annealing algorithm for gradual
optimization was used. And, the results showed that genetic algorithms, especially
as the search space grows, produces a better performance.

An intelligent feature selection method was proposed to solve the recognition
problem of Persian handwritten digits [8]. In this method, a binary gravitational
search algorithm was used. This algorithm minimally optimizes the fitness function,
which is the recognition system error. Accordingly, the features that affect the
increase of the recognition rate are selected and applied, and other features are
eliminated. In addition to reducing the number of features and computational rate,
the method increases the recognition rate dramatically. The classifier used was a
simple fuzzy method and the features used for digits were the zooning features.

An application of feature selection from DNA microarray data that play a key
role in diagnosis of cancerous tissues was presented [9]. The microarray data are a
matrix with thousands of columns and a few hundred rows, i.e. each column
represents a gene and each row a sample. The high-dimensional feature vector and
the small number of samples caused problems in analyzing the data such as
increased classifier complexity, reduced ability to generalize classifiers, and their
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reduced credibility for predicting new samples. Therefore, reducing the number of
genes (the selection of distinctive genes) is an important step in data analysis. An
effective gene selection method can greatly improve the classification and diagnosis
of cancer. The microarray data are pre-processed and their information-less genes
are identified and discarded. The method proposed in this paper was a combination
of the Binary Particle Swarm Optimization (BPSO) algorithm and the Bayesian
Linear Discriminate Analysis (BLDA). Effective genes were selected by BPSO and
BLDA evaluated the quality of the subset of genes selected by the PSO. The
algorithm was implemented on four datasets of cancer database and was able to find
a small subset of genes with information so that classification accuracy increased
significantly. The results were evaluated based on the 10-fold cross-validation
method.

In order to increase the recognition rate in the power quality disturbance clas-
sification, the feature selection was used through Gram-Schmitt method [10].
A combination of Hyperbolic S-transform and Wavelet Transform was used for
feature extraction. SVM Multi-Class Classification was also used. The SVM
parameters were optimized using PSO. For the classification, there were 6 single
disturbances, 2 combined disturbances, and normal mode. Evaluations were carried
in different noise conditions with different levels of signal with noise.

The problem of land cover classification, especially in urban areas, has been
improved with feature selection [11]. Land cover classification is one of the
applications of radar polarimetric imaging. Feature extraction is organized into
three groups of main data features, target analysis features, and SARs. As a search
tool, Non-dominated Sorting Genetic Algorithm II (NSGA-II, a multi-objective
optimization algorithm), two SVM classifiers, and Adaptive Network-based Fuzzy
Inference System (ANFIS) were used for classification. The proposed algorithm
was implemented on the images of RADARSAT-2 (located in San Francisco) and
its effectiveness was confirmed.

A method was presented for solving the problem of representing the behavior of
the brain in the state of visual selective attention, in which optimal feature selection
was also used [12]. This is based on Event-Related Potentials (ERP). Feature
extraction was done using wavelet coefficients (12 features) and scaling coefficients
(18 characteristics). Optimal features were selected by P-value and Dispersion
Index, and classification by using SVM with Gaussian and Polynomial kernels. To
evaluate the proposed algorithm, 5-fold cross-validation was used. The maximum
resolution between responses ranged from 100 to 400 ms created using stepwise
discriminant analysis. With Dispersion Index, and SVM with Gaussian kernel, both
target and non-target classes were distinguished with high accuracy (86.7%). The
highest accuracy was related to parietal and temporal regions. The database used
included 250 channels of brain signals recorded by ActiveTwo (BioSemi). The data
were sampled at 256 Hz and recorded using a 24-bit analog-to-digital converter.

The genetic algorithm was used to select the optimal features in implementing an
effective validation model for bank customer to provide credit facilities appropriate
to each class [13]. Decision trees were created to validate bank customers. Genetic
algorithms was used to select optimal feature and create the decision trees.
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The development process is also used in pattern recognition and CRISP. In addition
to decision trees, feature selection, and genetic algorithm, clustering was also used.
In this paper, the classification accuracy was higher than of the similar studies, and
also the number of leaves and size of the decision tree were smaller with less
complexity.

An application of feature selection in bioinformatics proposed was the selection
of single-nucleotide polymorphisms (SNPs) [14]. The SNPs provide useful infor-
mation for the detection of genes associated with diseases such as cancer, cardio-
vascular disease, diabetes, and mental diseases. Two important steps were proposed
to select important SNPs in the databases. In the first step, Correlation based
Feature Selection was used to reduce the number of features. The selected features
were used as inputs in the second step, which is the neural network. A genetic
algorithm was used to search the problem space in both steps. The final features
were the most important SNPs in the database.

An application of feature selection was proposed in the Intrusion Detection
System (IDS) [15]. Feature selection in intrusion detection systems improves
accuracy and speed. Using scattered search and some criteria, including linear
correlation and intraclass correlation, the interclass correlation, the feature selection
problem was solved step by step. The method implemented on NSL-KDD dataset,
increased the recognition rate and eliminated many extra and non-efficient features.

A brain-computer interface is a system that can directly communicate between
the brain and the outside world without the help of muscles. The basis of the work
is the recognition of the individual’s movements that can be used to help patients
who have lost their physical and muscular abilities. A method for feature selection
in brain-computer interfaces is presented using a new evolutionary algorithm called
ProbPSO [16]. This algorithm is a combination of particle group accumulation and
distribution estimation algorithms for feature selection. It can also be called
class-based feature selection. In this paper, combinatorial classifiers were used
instead of a separate classifier. This method was implemented on data from the
2005 Brain-Computer Tournament, and the classification accuracy increased by
20% compared to when the feature selection was not considered.

To predict the direction of changes in the index of the most active companies
listed in the Tehran Stock Exchange, a combined feature selection method was used
[17]. The classifier used was K-NN. The proposed feature selection algorithm was a
combination of principal components analysis and genetic algorithm. The advan-
tage of this combined algorithm is the use of both filter and wrapper methods in
selecting the optimal subset of the features. This method produced a higher accu-
racy than similar methods. Different feature selection methods were described and
presented in the form of a diagram in terms of three types of producer functions [18]
(Fig. 1).

An efficient feature selection algorithm was developed for the recognition of
breast cancer in diagnostic systems, which has used fewer features than similar
systems in addition to a recognition accuracy of 100% [19]. In this method, the
WDBC database features were used, which included 569 FNA samples. BPSO was
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Fig. 1 Feature selection methods in a category

used for feature selection and SVM for classifier. The recognition rate of 100% was
obtained using 28 features in the form of 5 SVM models.

Two new class-dependent feature selection methods were presented for Persian
handwritten digits recognition [20]. These methods were implemented on a Persian
Optical Character Recognition system. Four different feature classes (with 65, 129,
193, and 257 features) and three different classifiers (1NN, 7NN, and SVM) were
used and the results indicated that the proposed class- dependent methods increased
classification accuracy by up to 7.9% compared to similar non-dependent methods.

Optimal spectral and texture features were selected for analyzing multi-time
remote sensing images using the genetic algorithm and Bayesian classifier [21]. The
evaluation of the changes in Sahand City (in the northwest of Iran) were carried by
IRS-P6 and Geo-Eyel imaging screenshots collected on 14th July, 2006 and st
September 2013, were reviewed. The implementation was done by MATLAB
R2013a. The study revealed that texture features as a complementary source of
information improved the recognition of changes in urban areas. The study results
also showed that the feature selection produces an acceptable performance in
recognition of changes based on spectral and texture features. The proposed method
in this paper exhibited better results than the two commonly used techniques, i.e.
PCA and SAA. Kappa coefficient and overall accuracy of the map of changes also
increased.

4 Conclusion

The research reviewed several articles on new feature selection methods (5 items),
as well as several articles on the applications of feature selection in classification
problems (15 items). In most of the papers that have been published in recent years,
evolutionary algorithms were used that are considered random feature selection
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techniques. Most of the algorithms yielded good results. That which evolutionary
algorithm is better option to use in order to achieve the desired result depends on
the experience of the researchers and a particular one may not be an always good
algorithm for all problems. The evolutionary algorithms in feature selection proved
to be very effective in all disciplines, such as electronic, computer, medicine,
geography, management sciences etc. Even in one case, a hyper-heuristic algo-
rithm, which was proposed by using several evolutionary algorithms (17), was used
for feature selection and good results were obtained.

References

1. Nosrati Nahouk H, Eftekhari M (2013) A new method for fuzzy logic based feature selection.
Intell Syst Electr Eng 4(1):71-83
2. Kashef Sh, Nezamabadipour H (2015) A new version of binary ant algorithm to solve feature
selection problem. Iran J Electr Eng Comput Eng 12(2):127-134
3. Khosravi A, Mousavi MM, Amini J (2015) A feature selection method based on genetic
algorithm and decision tree for the classification of radar polarimetric images. Eng J
Geospatial Inf Technol 3(2):75-88, K. N. Toosi University of Technology
4. Shabani R (2015) An overview of evolutionary algorithms to solve the feature selection
problem. In: Third national conference on new ideas in electrical engineering, Isfahan Islamic
Azad University, Khorasgan Branch
5. Montazeri M, Soleimani Baghshah M, Niknafas AA (2011) Finding effective features using a
hyper-heuristic approach, Master’s thesis, Shahid Bahonar University of Kerman, Faculty of
Computer Engineering
6. Samadzadegan F, Hassani HA (2012) Optimal support vector machines in the classification of
hyperspectral imaging based on genetic algorithm. J Inf Commun Technol 4(13-14):9-24
7. Seryasat OR, Aliyari-shoorehdeli M, Honarvar F (2010) Multi-fault diagnosis of ball bearing
based on features extracted from time-domain and multi-class support vector machine
(MSVM). In: IEEE international conference on systems man and cybernetics (SMC),
pp 43004303
8. Ghanbari N, Razavi SM, Nabavi Karizi SH (2011) An intelligent feature selection method
based on binary gravitational search algorithm in the Persian handwritten recognition system.
Iran J Electr Eng Comput Eng 9(1):29-36
9. Joroughi M, Shamsi M, Saberkari HR, Sedaghi MH, Momen Nejad A (2014) Gene selection
and classification of cancer cells based on microarray data using BPSO and BLDA combined
algorithm. J Smart Syst Electr Eng 5(2):29-45
10. Hajian M, Akbari Foroud A (2013) A new design for automatic classification of power quality
disturbances based on signal processing and machine learning tools. Iran J Electr Eng Comput
Eng 12(1):1-13
11. Salehi M, Maghsoudi Y, Sahebi MR (2014) Improvement of Urban area classification with
radar polarimetric data and multi-objective optimization methods. Radar Mag 1(2):45-56
12. Akbarzadeh Totounchi MR, Hosseini SA, Naghibi Sistani MB (2016) Evaluation of visual
selective attention by analyzing event-related brain potentials. J Electr Eng, Univ Tabriz
46(75):13-24
13. Alborzi M, Mohammad Pourzarandi MA, Khan Babaei M (2010) The application of genetic
algorithm in optimizing decision trees for validating bank clients. J Inf Technol Manage 2(4):
23-38



A Review of Feature Selection Methods with the Applications ... 171

14.

15.

16.

17.

18.

19.

20.

21.

Sanat Nama H, Esmaeilizadeh Kashkuiyeh A, Holaku F, Eftekhari M (2011) Using a
combination of correlation coefficients, neural networks, and genetic algorithms for selection
of single-nucleotide polymorphisms (SNPs). In: 7th national conference on biotechnology in
the Islamic Republic of Iran, Tehran, Power Research Institute

Ostovar S, Nasser Sharif B (2014) Selection of feature subset using distance and correlation
based criteria for intrusion detection system. In: 1st national conference on industrial
mathematics, Tabriz

Sarabian Moghaddam A (2014) Feature selection and reducing data dimensions in
brain-computer interfaces using an evolutionary algorithm. Master’s Degree in Computer
Science, Tabriz University of Technology

Pouyan Far A, Fallahpour S, Noruzi Jan Lekwan A, Farhadi Shooli OH (2016) Using hybrid
feature selection method and nearest neighboring algorithm to predict the direction of the
daily movement of the index of 50 most companies listed in Tehran stock exchange. J Fin Eng
Manage Securities 25

Hatami Khah N (2013) Exploring methods based on feature selection. Malek Ashtar
University of Technology, ICT Complex

Alipour M, Haddadnia J (2009) Introduction of an intelligent system for the precise diagnosis
of breast cancer. Iran J Breast Dis 2:2

Nematollahi MM, Mahmoudi H, Kazimi Pour B, Salehi B (2011) “Two new class dependent
feature selection methods and their application in Farsi handwritten digits recognition”,
Conference

Sadeghi V, Enayati H, Ebadi H (2017) Improving the detection of changes in Urban areas by
selecting optimal spectral and spatial features based on genetic algorithm. J Geogr Inf 24:96



A Review of Research Studies ®)
on the Recognition of Farsi Alphabetic i

and Numeric Characters in the Last
Decade

Najme Ghanbari

Abstract The present paper is a review of research on the recognition of Persian
alphabetic and numeric characters in the last ten years. The goal is to provide
researchers with the latest research findings for further research after discovering the
gaps that still exist in this field, i.e. Optical Character Recognition (OCR) in the Farsi
language. However, there has been a dramatic improvement in this field in the last
decade as it will be discussed. Although the researchers have achieved very good
results, there is still a gap due to the lack of commercial and functional software.

Keywords Farsi alphabetic characters recognition - Farsi numeric characters
recognition - Handwritten alphabetic and numeric characters - Printed alphabetic
and numeric characters

1 Introduction

We humans need to learn how to work with computers as a tool, and provide
facilities for working with computer software programs. One of the most important
type of such programs includes Optical Character Recognition (OCR) for Farsi
characters, literally meaning converting a printed or handwritten text within an
image into a machine-readable text image. The image will be obtained by optical
scanning or digital imaging.

Over the past few decades, the recognition of written patterns that mostly include
printed or handwritten alphabetic and numeric characters attracted many
researchers. The first efforts date from the early 1970s. Although extensive research
led to the development of many efficient methods for importing information in
documents, books, etc. into computers, most of the methods are still not fully
functional. Filling this gap requires greater effort.
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Various fields such as digital signal processing, image processing, machine
vision, machine learning, fuzzy logic, statistics, neural networks et cetera are used
in character recognition. There are many applications of alpha-numeric character
recognition, such as postal address recognition, license plate recognition, automatic
bank cheque processing, and security applications like passport authentication, etc.

An overall categorization for OCR systems in terms of the type of input pattern
is as follows: 1. Recognition systems for printed texts. 2. Recognition systems for
handwritten texts.

Today, traditional writing tools like paper and pen are used more commonly than
keyboards and computers. In other words, information is usually handwritten.
Therefore, the digitization of such information requires handwriting recognition
(HWR).

In a different categorization, OCR systems are divided into two categories: 1.
online systems, and 2. offline systems.

The application of online recognition is in handwriting writing, and offline
recognition in printed and handwritten texts. The input to the offline systems is
scanned images of texts, and to the online system is the coordinates of the pen
movement points by a digitizer pen and tablet.

In the offline method, there are location information and highlighted image
points. In the online method, the sequence of the line parts written by the user is
accessible (the two-dimensional coordinates of a point sequence in writing are
recorded as a continuous function of time). That is, the online method includes
space-time representation.

Today, the demand for online systems has increased due to; (1) commercial tools
used to communicate with users through pressure-sensitive screens instead of
keyboards (such as PDA and Tablet PC, (2) writing being simpler than typing,
(3) typing being impossible in some cases, (4) being difficult to type characters, and
(5) lack of a full keyboard on small computers.

The main stages of a numeric character recognition system are presented in
Fig. 1.

classtfication feature extraction pfe-p[ocessing ]‘_ f
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Fig. 1 The main three stages of the handwritten numeric character recognition system
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2 A Review of the Research on Farsi Numeric Character
Recognition Methods

A method was presented for recognizing Farsi handwritten numeric characters that
is adaptable to rotation and scale variation of characters to an acceptable extent [1].
This method was implemented on a database of 8600 numerals, i.e. 860 samples for
each of the digits 0-9. In this method, 30% of the numerals were randomly rotated
at different angles ranging from 10 to 40 degrees clockwise or counterclockwise.
The recognition rate obtained was not reduced significantly compared to the
non-rotational state. In this method, k-means clustering method was first used and
then fuzzy SVM for classification. Feature extraction was carried using two
methods, i.e. Principal Component Analysis (PCA) and Linear Discriminant
Analysis (LDA).

In order to improve the recognition rate, the images of the numerals were first
upgraded in the preprocessing stage and then the slope in the image was corrected [2].
The database used included 4096 training numerals and 1532 test numerals written by
500 people in a number of forms. The preprocessing increased the recognition rate by
3.3%. In this method, intersection features, chain codes, and a SVM classifier were
used.

Gradient histogram features and the developed characteristic locus method were
used in combination [3]. The SVM classifier was also used. In this method, the
features that affect the recognition rate among all extracted ones were selected using
an Improved New Binary Particle Swarm Optimization (INBPSO) algorithm in
order to improve the recognition rate. The extracted initial feature vector included
400 features which were reduced to 64 after feature selection. HODA Farsi Digit
Dataset was used, which is a large dataset of handwritten Farsi digits. It consists of
102,352 digits, including 60,000 training, 20,000 test digits, and 22,352 remaining
samples. In this methods, a good recognition rate is 99.40%.

In order to improve the recognition rate, effective features were selected among
all the features [4]. For feature selection, an evolutionary genetic algorithm was
used. In this method, the gradient features and multi-layer perceptron classifier
(MLPC) were employed. A good recognition rate of 98.85 was obtained using the
HODA dataset. In this research, 40,000 training samples and 20,000 test samples
were used.

In order to increase the speed of feature extraction and the recognition rate, two
new features called improved gradient and gradient histogram were introduced [5].
The two new features are based on the gradient feature for brightness and for the
two-level and gray-scale images. Using a neural network classifier and the HODA
dataset, a good recognition rate of 99.02 (improved gradient) and 98.80 (gradient
histogram) was obtained. The feature extraction speed was increased 2 and 10 times
for the gradient feature and gradient histogram compared to the brightness gradient,
respectively.

In another method, binary SVM classifier and the HODA dataset were used for
handwritten Farsi digit recognition [6]. In SVM, the One-vs-All (OvA) strategy was
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adopted. The feature extraction was performed using a two-dimensional wavelet
transform and then feature reduction by PCA. A good recognition rate was
obtained, 91.75.

Handwritten Farsi digit recognition was done using the features extracted from
the image gradient [7]. In the method, the image was first normalized and the
gradient was calculated. After that, the gradient angle was calculated for each of the
image points, and converted to 4 or 8 standard angles. Using a gradient image, 4 or
8 separate images were created. Each of the images includes the gradient related to
each angle. Hidden features were extracted by sampling the above images. The
machine vector support was used as a classifier. In the SVM, One-vs-the-Rest
(OvR) method was employed. A good recognition rate of 99.59 was obtained by
using a database of 3939 test digits. This recognition rate was related to the 8-way
gradient using the RBF kernel for the SVM classifier. The database used included
4974 training digits. However, the initial numbers were 5000 and 4000 for training
and test samples, respectively. And, they were again reduced to 4974 and 3939 after
the removal of samples that were badly written and difficult to recognize even by
human. The samples had been written in forms randomly distributed among 90 high
school and university students. The samples written by an individual were only in
one of two sets, i.e. training or test set.

A method was proposed to improve the fuzzy recognition of handwritten Farsi
digits. The initial fuzzy method was based on a fuzzy rule for each digit (a total of
10 simple fuzzy rules) [8]. In the improved fuzzy method, the training data for each
digit were split into several clusters, and a fuzzy rule was extracted according to the
data of each cluster. The number of optimized clusters was selected randomly by
the particle swarm optimization algorithm. A good recognition rate obtained was
96.20. In this article, the HODA dataset was also used. The features used in this
method were zoning, characteristic location, and Zernike moment.

A very large dataset called HODA was presented for handwritten Farsi numeric
and alphabetic characters recognition [9]. This dataset was extracted from about
11,942 registration forms filled out by undergraduate and postgraduate students.
The degree of sample resolution was 200 DPI (dots per inch). Using the forms, two
large databases for handwritten Farsi numeric and alphabetic characters that have
been used widely. The total number of digits is 102,352, of which 60,000 are
training samples, 20,000 test samples, and 22,352 remaining samples. The
remaining samples can be used in various problems.

A new method was introduced for improving the recognition rate of handwritten
Farsi digits using a combination of different classifiers [10]. Digit recognition is a
ten-class problem, which was converted into ten simple two-class problems. Each
two-class classifier distinguishes one digit from others. It then recognized by using
the combining rule on maximum final output. The database used included 8600
samples, and the recognition rate obtained was 96.3% using 600 test samples.

In order to improve the recognition rate, another method was based on the
selection of effective features among all other features [11]. This will increase the
recognition rate and reduce computational costs. Population-based algorithms,
including binary particle swarm and genetic algorithms, were used for feature
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selection. The classifier used was a simple fuzzy classifier with no pre-processing
and post-processing. The HODA dataset was also used for system evaluation.

A novel smart handwritten Persian digit recognition method was proposed [12].
Using the smart method in the feature selection problem, the recognition rate was
increased to an acceptable extent. A fitness function, optimized and minimized by
Gravitational Search Algorithm (GSA), was the number of fuzzy classifier errors.
The good recognition rate obtained was 84.55% for test digits and 90.01% for
training digits, without any preprocessing and post-processing.

To improve the recognition rate, a combination of descriptors HOG and LBP
was used [13]. One advantage was that the information and features related to the
image texture had been recorded. In addition, the length of the feature vector was
short with high computation speed. Using the HODA dataset, the recognition rate
was 99.3%.

There is another handwritten Farsi digit recognition method [14], based on
which point, local, and global features are extracted for recognition. The SVM
classifier was used with the One-vs-All (OvA) approach. Using the TMU-Online
database, a recognition rate of 95.99% was obtained.

Two methods for improving the recognition rate in handwritten Farsi digit
recognition were presented [15]. In the first method, superior features were selected
using the Binary version of the Gravity Search Algorithm (BGSA) from all the
extracted features for. In addition to the reduced computation speed, the recognition
rate was increased. In the second method instead of feature selection, one weight
was assigned to each feature using Real-valued Gravity Search Algorithm (RGSA).
A new feature vector was obtained by multiplying the initial vector multiplication
by the weight vector. The fitness function was the number of simple fuzzy classifier
errors in both of the methods. And, the goal was to minimize this function to
increase the recognition rate that was significantly increased using the two methods.

3 A Review of the Research on Farsi Alphabetic
Character Recognition Methods

A relatively new handwritten Farsi distinct letter online recognition method was
proposed [16]. This method has a pre-processing and post-processing stage. This
method included preprocessing and postprocessing stages. In the preprocessing
stage, the dimensions of the extracted features were equalized. The recognition
stage consisted of two steps. In the first step, the main body of the input letter was
assigned to one of the 18 groups of the main body of letters. And in the second step,
the final letter was recognized based on the location, shape, and number of micro
movements, such as point etc. For example to recognize the letter “<”, the body
group “xcnexe” was first determined, and then it was recognized for the “two
points” micro movements above the letter. The classification was performed using
support vector machine. In the postprocessing stage, the possible errors of the
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previous steps were corrected and the recognition rate was increased by matching
the information of the main body and micro movements. For example, if the
classifier detected the letter “J” with a point above, the system correct and convert it
to the letter “U” in the postprocessing stage. The database used was the
Online-TMU dataset. This dataset is provided by the Electrical Engineering
Department, Tarbiat Modares University [17]. 70% of the samples were used in the
training and 30% in the test stage. The best recognition rate obtained through this
method was 98%. The implementation was done using the MATLAB software and
the package LIBSVM as a library for support vector machines.

A simple method for recognizing distinct printed Farsi letters was proposed [18].
Through the method, the letters were divided into nine groups based on points and
signs up or down. Using the neural network classifier, the points and signs were
recognized and the corresponding group was recognized. At this stage, three simple
features were used for feature recognition (the ratio of black to white pixels of the
symbol frame, the ratio of the length to width of the symbol frame, and the number
of horizontal crossings through the black parts of the symbol frame). If the rec-
ognized group includes just one letter, the same letter is assigned to the unknown
letter, otherwise the minimum distance classifier would be used, and the final letter
was recognized by comparing the body of the unknown letter with the body of
letters from the same group. At this stage for recognition, the characteristic location
features were extracted. To test the recognition system, fonts like Mitra, Lotus, Zar,
and Nazanin were used in different sizes. The recognition rate was 100% using this
method.

The classifier combination was used to improve the handwritten Farsi letter
recognition rate [19]. The classifier combination was used with the purpose of
creating different data for the training process to obtain a different classifier by
dividing the input features into each step and to obtain better results by combining
the results obtained by the classifiers.

In the method, the input data was first randomly divided into several classes,
Principal Component Analysis was implemented on each class, and the features
were extracted. By combining these features, the final feature vector was created
and the training process was carried out using the SVM classifier. The method was
evaluated by 10 datasets. Each dataset included 3200 samples of handwritten Farsi
letters (100 samples per letter). 70 samples of each letter (a total of 2240) were used
at the training stage, and 30 samples of each letter (a total of 960) were used at the
testing stage. In this method, there was the preprocessing stage. Each image had a
white background with letters in the middle. To enhance the quality, the images
were converted to binary images. To reduce the computational load, the letters were
separated from the background, and all the images were normalized to a standard
size.

The advantage of this method over the combined methods, is the dispersion of
samples at each stage and the increased accuracy of the base classifier. However,
the runtime is longer than of other methods. And, the increased recognition rate was
82.51%.
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A method for the online recognition of separate handwritten Farsi letters was
presented [20]. In this method, the main body and letter micro movement infor-
mation were used simultaneously. The letters were divided into 18 groups based on
the similarity of the main body and into 11 groups based on the similarity of the
micro movements. In this method, the main body group and the micro movements
were first recognized for unknown letters, and the character recognition would be
done if the recognized groups matched. If the recognized groups did not match, the
error correction algorithm was used in the post-processing stage. In this method,
there were preprocesses like the removal of bracket and duplicate points, point
refinement, dimensional alignment, transition to origin coordinates, and the uni-
formity of the number of points and the spacing between them. For more infor-
mation, see the reference. The preprocesses were necessary due to the fact that
online data were input with an optical pen on a touch sensitive screen, so the
number and spacing between the points and the dimensions of the sampled data
varied greatly. Therefore, the uniformity was needed. To classify the main body, a
series of global and point features were used, and a series of structural features and
several features extracted from the first and second micro movements were used to
classify the micro movements.

In addition, the feature vector dimensions of the main body were reduced from
102 to 17 features with the aim of increasing the resolution of the features and
reducing the computational rate by using the principal component analysis
(PCA) and linear separator analysis (LDA) algorithms. The classifier used for the
main body of letters and SVM micro movements were based on One-vs-One
approach (OvO). In this method, the optimal recognition rate was 98%. The
online-TMU database was used with 4022 distinct letters.

A fuzzy method was used for distinct Farsi letter online recognition [21]. In the
method, a hierarchical algorithm was proposed. A fuzzy classifier was also used to
recognize the body of the letters. And to create this fuzzy classifier, expert
knowledge and automated learning were combined. After the body recognition, the
secondary symbols of the letters were recognized through a set of fuzzy rules. Using
the method, the recognition rate was 90.3 for test samples of 54 individuals.

For Farsi manuscript online recognition, a database was introduced with digits,
letters, and 1000 subwords, which were used most in the texts [22]. This database is
fully functional for research on the recognition of Farsi letters, digits, and words.

For distinct Farsi letter recognition, the letters were first divided into 12 groups
based on the points and signs below or above in the main body [23]. The points and
signs of each letter were recognized, and each letter was assigned to one of the 12
groups. If the group included one letter, the unknown word would be recognized.
Otherwise, the final recognition was carried by comparing the body of the letter
with the body of letters from the same group using the minimum distance classifier.

Using a hidden Markov model (HMM), a method for Farsi letter online
recognition was presented [24]. In this method, the number of letter components
was obtained and the small components of the letter was recognized. After that, the
body and the small components of the unknown word were preprocessed. Feature
extraction was thus performed with greater accuracy. The features used were local
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and structural features. For the training phase, the Baum-Welch algorithm was used.
This method also included a postprocessing operation. The good recognition rate
was 97.22 for training samples and 94.9 for test samples.

4 Conclusion

According to the literature review, including 15 cases for digit recognition and 8
cases for letter recognition), it is clear that the resent research studies focused
mostly on digit recognition in recent years. Table 1 includes the results of various
methods used in the recognition of letters and digits, some of which were reviewed
in the present paper. According to Table 1, it is evident that both the digit and letter
recognition methods showed high recognition rates. Therefore, it is necessary to
develop methods for commercialization. Moreover, excellent databases for digits
and letters were developed during recent years, most notably the HODA Dataset for
digits and the Online-TMU Database for distinct letters, both of which used fre-
quently in the reviewed studies.

Table 1 The results obtained by different character recognition methods

Row | Reference Feature Classification The number | Recognition
extraction method of character rate
methods in the

database
1