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Foreword

Message from the General Chairs Dr. Modi Chirag
Navinchandra and Dr. Pankaj Kumar Sa

Welcome to the 5th International Conference on Advanced Computing,
Networking, and Informatics. The conference is hosted by the Department of
Computer Science and Engineering at National Institute of Technology Goa, India,
and co-organized with Centre for Computer Vision & Pattern Recognition, National
Institute of Technology Rourkela, India. For this fifth event, held on June 1–3,
2017, the theme is security and privacy, which is a highly focused research area in
different domains.

Having selected 185 articles from more than 500 submissions, we are glad to
have the proceedings of the conference published in the Advances in Intelligent
Systems and Computing series of Springer. We would like to acknowledge the
special contribution of Prof. Udaykumar R. Yaragatti, Former Director of NIT Goa,
as the chief patron for this conference.

We would like to acknowledge the support from our esteemed keynote speakers,
delivering keynotes titled “On Secret Sharing” by Prof. Bimal Kumar Roy, Indian
Statistical Institute, Kolkata, India; “Security Issues of Software Defined Networks”
by Prof. Manoj Singh Gaur, Malaviya National Institute of Technology, Jaipur;
“Trust aware Cloud (Computing) Services” by Prof. K. Chandrasekaran, National
Institute of Technology Karnataka, Surathkal, India; and “Self Driving Cars” by
Prof. Dhiren R. Patel, Director, VJTI, Mumbai, India. They are all highly accom-
plished researchers and practitioners, and we are very grateful for their time and
participation.

We are grateful to advisory board members Prof. Audun Josang from Oslo
University, Norway; Prof. Greg Gogolin from Ferris State University, USA; Prof.
Ljiljana Brankovic from The University of Newcastle, Australia; Prof. Maode Ma,
FIET, SMIEEE from Nanyang Technological University, Singapore; Prof.
Rajarajan Muttukrishnan from City, University of London, UK; and Prof.
Sanjeevikumar Padmanaban, SMIEEE from University of Johannesburg, South
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Africa. We are thankful to technical program committee members from various
countries, who have helped us to make a smooth decision of selecting best quality
papers. The diversity of countries involved indicates the broad support that ICACNI
2017 has received. A number of important awards will be distributed at this year’s
event, including Best Paper Awards, Best Student Paper Award, Student Travel
Award, and a Distinguished Women Researcher Award.

We would like to thank all of the authors and contributors for their hard work.
We would especially like to thank the faculty and staff of National Institute of
Technology Goa and National Institute of Technology Rourkela for giving us their
constant support. We extend our heartiest thanks to Dr. Sambit Bakshi (Organizing
Co-Chair) and Dr. Manmath N. Sahoo (Program Co-Chair) for the smooth con-
duction of this conference. We would like to specially thank Dr. Pravati Swain
(Organizing Co-Chair) from NIT Goa who has supported us to smoothly conduct
this conference at NIT Goa.

But the success of this event is truly down to the local organizers, volunteers,
local supporters, and various chairs who have done so much work to make this a
great event.

We hope you will gain much from ICACNI 2017 and will plan to submit to and
participate in the 6th ICACNI 2018.

Best wishes,

Goa, India
Rourkela, India

Dr. Modi Chirag Navinchandra
Dr. Pankaj Kumar Sa

General Chairs, 5th ICACNI 2017
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Preface

It is indeed a pleasure to receive an overwhelming response from academicians and
researchers of premier institutes and organizations of the country and abroad for
participating in the 5th International Conference on Advanced Computing,
Networking, and Informatics (ICACNI 2017), which makes us feel that our
endeavor is successful. The conference organized by the Department of Computer
Science and Engineering, National Institute of Technology Goa, and Centre for
Computer Vision & Pattern Recognition, National Institute of Technology
Rourkela, during June 1–3, 2017, certainly marks a success toward bringing
researchers, academicians, and practitioners in the same platform. We have received
more than 600 articles and very stringently have selected through peer review 185
best articles for presentation and publication. We could not accommodate many
promising works as we tried to ensure the highest quality. We are thankful to have
the advice of dedicated academicians and experts from industry and the eminent
academicians involved in providing technical comments and quality evaluation for
organizing the conference in good shape. We thank all people participating and
submitting their works and having continued interest in our conference for the fifth
year. The articles presented in the three volumes of the proceedings discuss the
cutting-edge technologies and recent advances in the domain of the conference.

We conclude with our heartiest thanks to everyone associated with the confer-
ence and seeking their support to organize the 6th ICACNI 2018 at National
Institute of Technology Silchar, India, during June 4–6, 2018.

Rourkela, India Pankaj Kumar Sa
Rourkela, India Sambit Bakshi
Patras, Greece Ioannis K. Hatzilygeroudis
Rourkela, India Manmath Narayan Sahoo
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In Memoriam: Prof. S. K. Jena (1954–2017)

A man is defined by the deeds he has done and the lives he has touched; he is
defined by the people who have been inspired by his actions and the hurdles he has
crossed. With his deeds and service, Late Prof. Sanjay Kumar Jena, Department of
Computer Science and Engineering, has always remained an epitome of inspiration
for many. Born in 1954, he breathed his last on May 17, 2017, due to cardiac arrest.
He left for his heavenly abode with peace while on duty. He is survived by his
loving wife, beloved son, and cherished daughter.

He is known for his ardent ways of problem-solving right from his early years.
Even at 62 years of age, his enthusiasm and dedication took NIT Rourkela com-
munity by surprise. From being the Superintendent of S. S. Bhatnagar Hall of
Residence to Dean of SRICCE to Head of the Computer Science Department to a
second term as the Head of Training and Placement Cell, he not only has con-
tributed to the growth of the institute, but has been a wonderful teacher and
researcher guiding a generation of students and scholars. Despite this stature, he
was an audience when it came to hearing out problems of students, colleagues, and
subordinates, which took them by surprise being unbiased in judgments. His kind
and compassionate behavior added splendidly to the beloved teacher who could be
approached by all. His ideas and research standards shall continue to inspire gen-
erations of students to come. He will also be remembered by the teaching com-
munity for the approach and dedication he has gifted to the NIT community.
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Multichannel Assignment Algorithm
for Minimizing Imbalanced Channel
Utilization in Wireless Sensor Networks

Abhinav Jain, Shivam Singh and Sanghita Bhattacharjee

Abstract Interference management is extremely important in wireless sensor
networks (WSNs). Due to the sharing of spectrum, interference resulting from
neighboring transmissions may degrade significantly the network performance. Use
of multiple non-overlapping channels improves the network capacity or mitigates
the interference by allowing multiple transmissions simultaneously on different
channels. In this paper, we propose a centralized channel assignment method for
single radio-equipped WSNs, which take advantage of multiple channels. The main
objective is to minimize the imbalanced channel utilization among nodes in the
network. Key components of the channel assignment procedure are root selection,
node ordering, and channel selection. We divide the channel set of each node into
three categories and assign channel to the node based on channel capacity, load of
the node, and load of nodes in 2-hop local neighborhood. The simulation results
demonstrate the effect of node ordering and root selection metrics on the network
performance, in terms of channel utilization balancing and number of nodes
accessing channel ratio.
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1 Introduction

In the past two decades, wireless sensor networks (WSNs) are popularly used as
wireless technology for monitoring and controlling various real-time applications.
The performance of WSNs is generally impaired by interference. High interference
minimizes the overall network throughput and increases unnecessary energy con-
sumption at the node. As a result, the power of a node depletes quickly and the
network becomes partitioned. Therefore, interference reduction is an important
issue in sensor network design. Transmission power control can minimize inter-
ference at the node. However, the power of a node affects the network connectivity
as some links become inaccessible [1]. Multichannel technologies eliminate inter-
ference at node effectively and improve the overall capacity of the network by
allowing concurrent transmissions on different channels. Although such schemes
effectively improve the network performance, the number of channels is limited in
wireless networks [2].

Researchers have proposed many multiple channel allocation algorithms [3–7]
for wireless networks. However, these protocols are not suitable for WSNs because
of the typical characteristics of the sensor. Generally, each sensor node is equipped
with a single half-duplex radio [2], which cannot transmit and receive simultane-
ously, but can switch to different channels. MMSN [8] is a first single radio-based
multichannel protocol for WSNs. In frequency assignment [8], frequency is
assigned to each node for receiving the data, while in media access, the slot allo-
cation is done for scheduling the nodes. In [9], the authors proposed routing-aware
channels allocation algorithms for WSNs with an aim to minimize the maximum
interference in the network. Hybrid-MAC (Hy-MAC) proposed in [10] utilizes
multiple channels to get high throughput. An interference-aware MAC protocol
(IM-MAC) for WSNs was introduced in [11]. IM-MAC improves the network
throughput by minimizing the hidden terminal problem. In IM-MAC, channel
assignment is done based on node ID, i.e., the node with the highest ID executes the
channel allocation process. A game theory-based channel assignment protocol,
known as ACBR, was proposed in [12] for prolonging the network lifetime. ACBR
uses multiparameter-based utility function to choose a suitable channel for
each node.

In this paper, we propose a multichannel assignment technique for WSNs, where
each node is equipped with a single radio, which is capable of transmitting and
receiving on a different channel. The goal of the work is to minimize imbalanced
channel utilization among nodes, so that balanced channel utilization is achieved in
the network. Our channel assignment scheme has three major components: (i) root
selection, (ii) node ordering, and finally, (iii) channel selection. At first, root is
selected and assigned the smallest numbered channel. Node ordering shows the
order of assignment of nodes (except root), while in channel selection, each node
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selects its channel based on the channel capacity, traffic load of the node, and load
of the nodes in 2-hop local neighborhood. The channel set of each node is divided
into three categories: primary channel, secondary channel, and free channel. Free
channels are interference free and are not chosen by the others in 2-hop local
neighborhood. Primary channels can be used by 1-hop neighbors and might be
assigned to the node if no free channel is available. Lastly, the secondary channels
can be used by the interfering nodes and can be allocated only if no valid primary
channel is available. Simulations are performed to evaluate the results that our
scheme produces.

The rest of the paper is organized as follows: Sect. 2 describes the model and
problem definition. The proposed multichannel assignment algorithm is described
in Sect. 3, and results are discussed in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Model and Problem Definition

2.1 Network Model and Assumptions

In this paper, wireless sensor network is represented as an undirected communi-
cation graph G= V ,Eð Þ where V is set of static nodes and E⊂V × V is the set of
edges. Each node is characterized by transmission range Rmax and interference
range Imax where Rmax ≤ Imax. Two nodes u and v are connected by an edge if
they are 1-hop neighbors. Let, N1 uð Þ be the set of 1-hop neighbors of node u. Any
node v∈N1 uð Þ if duv ≤Rmax where duv is Euclidian distance between nodes u and v.
To find the interfering nodes of a node, we follow Protocol Interference Model [13].
Two nodes u and v will be interfering if they are operating in the same channel and
u∈ N2 vð Þ∧ v∈N2 uð Þ where N2 uð Þ and N2 vð Þ are the set of 2-hop neighbors of u
and v, respectively. In this paper, we have made following assumptions:

• K: The set of different and non-overlapping channels in the network. The
capacity of each channel is same, and it is denoted by CTc where c∈K.

• C: A 1−D channel assignment array and is initialized to 0.
• L uð Þ: The traffic load of node u and it is known a priori.

2.2 Problem Definition

The objective of the channel assignment algorithm presented in this paper is to
assign one of K channels to each node in such a way that minimizes imbalanced
channel utilization among nodes in the network.

Multichannel Assignment Algorithm for Minimizing … 5



To maximize the channel utilization of node u, we define a binary channel
assignment variable Cc

u, v for each node v∈N2 uð Þ. Binary variable Cc
u, v will be 1 if v

is within 2-hop away and both u and v are operating on the same channel c.

Cc
u, v =

1, if v∈N2 uð Þ∧C uð Þ=C vð Þ= c
0, otherwise

�
ð1Þ

Now, we define the load on the channel of node u by

Lu cð Þ= ∑
v∈N2 uð Þ

C uð Þ=C vð Þ= c
c∈K

Cc
u, v × L vð Þ+L uð Þ ð2Þ

Using Eq. (2), we calculate the channel utilization of node u and it is given as

Zu cð Þ= CTc
Lu cð Þ ð3Þ

We use standard deviation Z Gð Þð Þ given in Eq. (5) to calculate channel utilization
balancing in G. Standard deviation is a metric that finds the deviation of channel
utilization in G. Lower value implies better balancing. Z ̄ Vð Þ is defined in Eq. (4).

Z ̄ Vð Þ= ∑
V

c∈K
u=1Zu cð Þ ð4Þ

Z Gð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Vj j ∑

V

u=1
Zu cð Þ− Z ̄ Vð Þð Þ2

s
ð5Þ

Therefore, our channel assignment problem becomes

minimize Z Gð Þð Þ ð6Þ

Subject to: 1. C uð Þ∈K,∀u∈V
2. CTc −Cc

u, v × L vð Þ− L uð Þ>0, ∀u∈V&v∈N2 uð Þ

3 Proposed Multichannel Assignment Algorithm

In this section, we present a centralized channel assignment algorithm which
assigns a different channel to each node in WSNs. The key aim is to minimize
imbalanced channel utilization among nodes. The proposed method has three
phases, namely root selection, node ordering, and channel selection which are
described subsequently.
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3.1 Phase I: Root Selection

At first, we select the root and assign the smallest numbered channel to it. One
way to select the root is lowest ID, i.e., the node with the smallest ID becomes the
root. The next alternative to choose the root is maximum degree which includes
both 1-hop and 2-hop neighbors. Another criterion is minimum degree, i.e., the
node with the minimum degree is selected as the root for the channel assignment
process.

3.2 Phase II: Node Ordering

The second important issue is node ordering which basically reflects the order in
which the nodes are considered for channel assignment. Here, we discuss three
ordering alternatives. First one is random ordering (RO) which uses randomization
to organize the nodes (except the root) for channel assignment. The next alternative
uses some fixed order (FO) to arrange the nodes. The channel assignment with
random and fixed ordering of nodes is given in Algorithm 1 and Algorithm 2,
respectively. Another alternative that we consider is minimum assignable channel
(MAC)-based node ordering. Previous two techniques (i.e., RO and FO) use the
original graph G to order the nodes, while MAC-based technique utilizes the
interference graph, denoted by G2, for organizing the nodes for the channel allo-
cation. Interference graph G2 consists of V nodes and E2 edges. Two nodes u and v
are connected by an edge, i.e., u, vð Þ∈E2 if u∈N2 vð Þ∧ v∈N2ðuÞ. In MAC-based
ordering, we use BFS-based traversal to traverse all nodes in G2 and then assign
labels to them. Here, the root is initialized to level 0. MAC generally works in top to
bottom fashion, i.e., nodes in lower level get their channels earlier than upper layer.
In each layer, we calculate the number of free channels (FCs) for each node and
select the node with the minimum value for channel allocation. If a tie happens, the
node ID is used to break it. The channel assignment when MAC-based ordering is
used is briefly shown in Algorithm 3.

Multichannel Assignment Algorithm for Minimizing … 7



Algorithm 1: RO-based Channel Assignment

Algorithm 2: FO-based Channel Assignment

3.3 Phase III: Channel Selection

The goal of this phase is to assign a different channel to each node in the network.
Similar to [11], the entire channel set of a node is divided into three categories: Free
channel set ðFCSÞ, primary channel set (PCS), and secondary channel set (SCS).
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FCS of node u, FCS uð Þ, contains set of channels which are not assigned in u′s
neighborhood. If FCS uð Þ is available, u selects the smallest numbered channel. PCS
of node u, PCS uð Þ, is a set of channels which are used by 1-hop neighbors of u. If
FCS uð Þ is empty, then u can choose its channel from PCS uð Þ only if it has valid
channel. A channel is said to be valid if the current capacity of the channel is greater
than the load of the node where the current capacity is complementary of total
capacity and load of neighbor nodes using that channel. If more than one channel is
available, the channel with the least load is selected. Node u can select the sec-
ondary channel only if PCS is empty. The secondary channel set contains the
channels which are used by 2-hop neighbors of the node. If valid secondary
channels are available, node u chooses the least loaded channel. Since SCS uð Þ is
PCS of N1 uð Þ, node u discards those primary channels which are in SCS uð Þ. After
selection, node u broadcasts the assigned channel and ID within its 2-hop local
neighborhood. All nodes in the neighborhood update their primary, secondary, and
free channel set accordingly. Algorithm 4 describes our channel assign method
in brief.

Algorithm 3: MAC-based Channel Assignment

Multichannel Assignment Algorithm for Minimizing … 9



Algorithm 4: Channel Selection

4 Results and Discussion

In this section, we conduct simulations to evaluate RO-, FO-, and MAC-based
channel assignment approaches and then compare their performances with respect
to channel utilization balancing and number of nodes accessing channel ratio. All
algorithms are simulated through MATLAB and C programming language. We
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consider 1000 × 1000m2 square field where sensor nodes are randomly distributed.
Number of nodes, Vj j, varies from 100 to 400. Transmission range of each node is
50m, and interference range is 100m. The number of available channels is 4 and
12. The channel is assumed to be error-free, and capacity of each channel is set to
10Mz. Load at each node is assigned randomly in the range of [0.1–1.0].

Figure 1 shows the performance of channel utilization balancing for RO-, FO-,
and MAC-based channel assignment approaches for 100–400 nodes but for dif-
ferent number of channels. It is clear that the channel utilization decreases as
number of nodes increases. The increasing network size brings more interference at
node and degrades the performance of the network. We have also seen that bal-
ancing value is much higher using 12 channels. Increased number of channels not
only minimizes number of conflicting nodes, but also reduces load on channels. As
a result, channel utilization balancing is increased.

Figure 1a depicts the performance of channel utilization balancing when the root
is the smallest ID node. MAC-based channel assignment achieves better channel
utilization than RO and FO. In MAC, the node is selected based on its free channels
and thereby minimizes imbalanced channel utilization. From Fig. 1a, it is clear that

(a) ID based root                        (b) Min degree based root      

(c) Max degree based root

Fig. 1 Comparing MAC, FO, and RO in terms of channel utilization balancing
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MAC using 4 channels achieves better balancing. However, the performance gap
between the algorithms become thinner with increasing network size and available
channels, while it was bigger in smaller network size.

In Fig. 1b, the minimum node degree is used to select the root. Similar per-
formance improvement is also exhibited in Fig. 1b. In sparse network, RO achieves
better balancing. However, it degrades as number of nodes increases. Initially, the
performance of MAC-based ordering was lower than FO and RO. But MAC gets
better improvement with the deployment of more nodes. Moreover, in larger net-
works, MAC is more effective than the result shown in Fig. 1a. In contrast to
Fig. 1a–c shows that the performance gap between MAC and other algorithms
increases with network size and available channels. The result is close to RO and
FO using 4 channels. In maximum degree-based root, we get better the channel
utilization by allocating free channels to the node having the maximum conflict.

Figure 2 displays number of nodes in various channels. In this experiment,
number of available channels is 12 and number of nodes is 200. In Fig. 2a, we
select the smallest indexed node as root and compare the performance of RO, FO,
and MAC. Number of nodes in various channels using FO differ much than RO and
MAC. However, the performance of MAC is slightly lower than RO. Figure 2b
shows the simulation where minimum degree node is chosen as root. We see that
Fig. 2b gives better result than Fig. 2a, and MAC shows better distribution than FO

(a) ID based root (b) Min degree based root         

(c) Max degree based root

Fig. 2 Comparing MAC, FO, and RO in terms of number of nodes accessing channel ratio
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and RO. Figure 2c illustrates the number of nodes in various channels for different
algorithms when a maximum degree node is selected as the root. Figure 2c shows
that the distribution slightly falls for some channels, while it does not differ much in
Fig. 2b. Note that, channel utilization balancing is better using maximum
degree-based root selection than others.

Figure 3a, b displays the performance of MAC in terms of channel utilization
balancing and number of nodes in various channels considering different root
selection, respectively. As shown in Fig. 3a, MAC with ID-based root achieves
better balancing in small network sizes, while its performance degrades as number of
nodes increases. On the other hand,MACwith maximum degree-based root selection
improves the channel balancing among nodes than the other two techniques signif-
icantly in large network sizes. From Fig. 3b, we find that MAC with minimum
degree-based root gives better distribution of channels among nodes, while it differs
much in ID-based selection. Note that, the performance curve of MAC with maxi-
mum degree-based root is very close to MAC with minimum degree-based root.

5 Conclusions

In this paper, we have presented a centralized channel allocation algorithm for
WSNs for minimizing imbalanced channel utilization among nodes. We have used
three root selection metrics and node ordering techniques to organize the nodes for
channel assignment. The proposed channel selection procedure is basically a
load-based channel selection which assigns the channel to the node based on traffic
load in and around it. The experimental results show the impact of root selection
and node ordering on channel utilization balancing and number of nodes accessing
channel ratio.

(a) Effect of network size in channel
utilization

(b) Number of nodes in balancing
various channels      

Fig. 3 Performance of MAC using various root selection techniques

Multichannel Assignment Algorithm for Minimizing … 13
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MWPR: Minimal Weighted Path
Routing Algorithm for Network on Chip

E. Lakshmi Prasad, A. R. Reddy and M. N. Giri Prasad

Abstract Due to the cumbersome routing links in Network on Chip (NoC), routing

congestion and latency issues have taken place. To minimize the traffic congestion

and latency issues, minimal weighted path routing (MWPR) algorithm and virtual

channel (VC) router are introduced. The introduced methods are applied and experi-

mented with respect to various bit lengths for 4×4 × 8 Star over Mesh. Simulation

and synthesis results have carried out by using Xilinx 14.3 and executed in vertex-4

FPGA. The empirical result analysis exhibits that the time period for 8 bit is 0.884 ns,

for 16 bit is 0.965 ns, and for 32 bit is 1.171 ns and the amount of power consumption

for 8 bit is 240.96 mW, for 16 bit is 286.72 mW, and for 32 bit is 419.58 mW.

Keywords Routing algorithm ⋅ System on chip ⋅ Network on chip

Multiprocessors

1 Introduction

NoC is a paradigm of advanced System on Chips (SoCs). In this section, begin with

the necessary building blocks of Network on Chip. NoC design consists of router

interface with local processing element (PE) and connected to adjacent routers. An

example design of 3 X 3 mesh NoC structure and their interdependences are illus-

trated in Fig. 1.
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Fig. 1 3× 3 2D NoC MESH
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The basic challenges of NoC are discussed below:

1. To determine an application as a bottom-line step in NoC. Homogeneous or

heterogeneous multiprocessor can be opted based upon the application needs.

2. To design a specific router design to route the data packets and to manage the

traffic congestion.

3. To design a network interface to set up between the router to router and IP (intel-

lectual property) core. Design a specific topology to establish the connection

among all routers in NoC.

4. To design the shortest path routing algorithm to scale down the latency and the

issue of congestion.

In NoC, difficulties may come at any point, and it may be in router architecture

or in routing algorithm [1]. These problems are occurring because of cumbersome

routing, and it leads to cause traffic congestion and latency. To resolve these issues,

an efficient routing method is required.

The primary goal of this paper is to design an efficient router design and routing

method to achieve lower latency, to handle the traffic congestion, and to meet the

system performance. In this section, the difficulties of an NoC as discussed and the

rest of the paper organized are as follows: related work described in section-2, in

section-3 described the router architecture with their importance, in section-4 min-

imal weighted path routing algorithm, in section-5 discussion on implementation

results and final discussion on conclusion with future scope.

2 Related Work

In this section, related work of NoC with different methods is presented. These dif-

ferent methods helpful to identify the problem in NoC. In every corner of NoC, most

of the cases struggle with latency and handling the traffic congestion. Due to these

two issues, the system performance does not meet up to the mark.
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Liu et al. [2] suggested a square spiral routing method to resolve the redundant

path. This routing algorithm helps to select the shorter distance route rather than the

redundant path. This routing algorithm occupied less area overhead, which is 0.74%,

and the power overhead is 0.52mW. There is another method called support vector

regression (SVR) introduced by Zhi-Liang Qian [3]. SVR estimated the waiting time

of queue instead of facing a traffic congestion in clumsy network. This technique

serves to predict the latency and traffic flow in a mesh network.

Tang et al. [4] proposed a local congestion estimated in NoC. The local issues

of traffic congestion occur in bunch of network region. In most of the cases, system

performance decreases because of clumsy network. Divide and conquer technique

can mitigate the issue of congstion in regional networks. In Table 1, performance

comparison of related work is presented.

In the next section will be discussed with router architecture and their importance.

3 Virtual Channel(VC) Router Architecture

Router architecture is a key role in NoC. In order to control the hardware IP cores

in multiprocessor System on Chip, thus, it requires an additional support called as

NoC. NoC can handle the number of IP cores with the help of router architecture

and its routing algorithm.

There are various existing router architectures available like a wormhole and look-

ahead router architecture. In the wormhole router design, no buffering system is

available due to that congestion problems are occurring. This issue can be resolved

by replacing with virtual channels to each input port. We have proposed a Diagonal

Virtual Channel router, that consists of six directional ports and out of which one

dedicated to local port for processing element (PE) and remaining ports are East,

West, North, South and Diagonal ports [9]. The virtual channel (VC) router design

is illustrated in Fig. 2.

VC router can help to avoid the problem of traffic congestion and routing latency

in the network. The proposed VC router design aimed to achieve the bandwidth

efficiency and better throughput. This architecture has several features incorporated

such as low latency, managing the traffic congestion, and buffer the packets based on

volatile storage system.

The initial step in the virtual channel router writing a data into the buffer can be

called as buffer queue (QW). In the second step, routing computation (RC) block

assigns the destination address to the header flit. Then, based on the header flit

information, the packets are routed to the destination. In reality, Switch allocator

and crossbar network monitors the nearby router to check whether they are busy or

free. With this, router will decide to transmit the packet to nearby routers packets

[10]. suppose, if it is busy, then it will stall the packets in virtual channels. In the

third step, VC allocates the packets, based upon the grants received by the switch

allocator (SA). SA can update the grant status given to the VC and VIP allocators.

Based on the grants, VC allocator allocates the packet into the buffer queue. In case
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Fig. 2 Virtual channel router design

buffers are full, then it stalls the packets; otherwise, it passes the packets to the cross-

bar network. In the fourth step, switch traversal (ST) traverses the packets to the

corresponding output port and link traversal (LT) is connected to the corresponding

next router. Switch traversal (ST) and link traversal (LT) are part of VIP. This router

will work based on the dimension distributed routing algorithm. A little variation is

done in VC router design by adding an extra diagonal port to the router.

4 Minimal Weighted Path Routing Algorithm (MWPR):

MWPR is similar to Dijkstra’s algorithm. This algorithm can able to find out the

shortest distance based upon the weighted path. Dimension distributed routing algo-

rithm followed the MWPR commands. We applied this shortest path algorithm for

4×4 × 8 Star over Mesh. In this Star over Mesh, 4× 4 topology is global Mesh as

represented with M and each global node has eight local subnodes connected like

star network as represented with R. Due to the additional direction of diagonal in

the proposed router, the communication latency becomes reduced to reach the large

distance node in 4×4 × 8 star over mesh topology. 4×4 × 8 Star over Mesh (SoM)

topology is shown in Fig. 3.

Dimension distributed routing algorithm (DDRA) is incorporated within MWPR.

To transfer the packets to the next router decided by the MWPR. It estimates the finest

route and status given to the DDRA. Then, it follows the XYD-direction based on the

status of MWPR. In detailed operation of MWPR and XYD, Dimension Distributed

Routing Algorithm is given below:
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Fig. 3 4×4 × 8 2D Star over Mesh (SoM)

Algorithm-1: XYD Dimension Distributed routing algorithm:

X-plane, Y-plane, diagonal plane

1. If x = 0, y = 0, d = 0 then

Dest= local;

2. If x = 0, y > 0, d = 0then

Dest= east then

3. If x = 0, y < 0, d = 0 then

Dest =west then;

4. If x > 0, y = 0, d = 0 then

Dest =north then;

5. If x < 0, y = 0, d = 0 then

Dest =south then;

6. If x = 0, y > 0, d > 0 then

Dest =ES_d then ; // diagonal port b/w east and south

7. If x = 0, y < 0, d < 0 then

Dest =ws_d then ; // diagonal port b/w west and south

8. If x > 0, y = 0, d > 0 then

Dest =en_d then ; // diagonal port b/w east and north

9. If x < 0, y = 0, d < 0 then

Dest =wn_d then ; // diagonal port b/w west and north

ALGORITHM-2: MWPR global & local routing for 4x4 star over mesh :

1. Function SoM(network, source):

2. dist[source_g, Source_l] − − > 0 // Initialization

3. Create dest_g.info, dest_l.info − − > header flit // destination information appended to each packet

4. For each vertex vg, vl in network: //global vertices (vg) refers communication among mesh nodes, local vertices

(vl) refers communication among star over sub-nodes

5. determine the shortest path based on the distance weight (Similar to the Dijkstra’s algorithm)

6. Ifvg = o
7. dest=local sub node (v_l) //enable data transmission for local sub nodes of star

8. Apply dimension distributed routing algorithm

9. else vg = 1
10. dest= node (v_g) //enable data transmission for nodes in the global mesh

11. Apply dimension distributed routing algorithm

12. Repeat the step-5 to step-11 until to reach the destination
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5 Experimental Results

MWPR verified with various bit lengths for 4×4 × 8 star over mesh. This algorithm

is examined for large distance node in Star over Mesh. MWPR experiments with

various bit lengths for mesh. This algorithm is examined for large distance node in

a star over mesh. MWPR can serve to find out the least weighted path, and here, we

distinguished three shortest paths such as best, average, and worst. The best shortest

path is the most little path, the average shortest path is bit longer than the best path,

and the final one is the critical path called as a worst-case shortest path. First, it

gives an importance for the best shortest path; in case it fails, then it selects the

average path; even average fails, then it selects the worst-case shortest path. Here,

the simulation and synthesis results have carried out by using various bit lengths

like 8, 16, 32 bits. The empirical result analysis exhibits that the time period for 8

bit is 0.884 ns, for 16 bit is 0.965 ns, and for 32 bit is 1.171 ns. The amount of power

consumption for 8 bit is 240.96 mW, for 16 bit is 286.72 mW, and for 32 bit is 419.58

mW. The performance of 4×4 × 8 Star over Mesh is shown in Fig. 4.

Therefore, an experimental work carried out by using Xilinx 14.3 software, and

target to the vertex-4 board. The above result showed that area exceeds when bit

length increases. Hence, the resultant output showed better performance in terms of

less power with low latency even after increasing the bit length. Note that latency

is measured in terms of minimum time period(ns) and power measured is measured
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in terms of mW. When the size of bit length increases, then its time period also

slightly increases. Power consumption is more in 32-bit length than that compared to

8, 16 bits. Due to diagonal directional port incorporated to the router, the latency got

reduced. As a result, MWPR algorithm showed better efficiency in terms of reducing

latency and power.

6 Conclusion

In this paper, MWPR presented a weighted oriented routing algorithm that controls

the colossal amount of routing congestion and latency. This MWPR algorithm is

tested with various bit lengths like 8, 16, and 32 bits, and their experimental results

are clearly represented. As per the Xilinx reports, MWPR shows better improvement

in reducing the latency and congestion for parallel enabled Star over Mesh. In future,

we would like to extend this work by approaching with different shortest path routing

algorithms for various topologies.
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An IoT-VANET-Based Traffic
Management System for Emergency
Vehicles in a Smart City

Lucy Sumi and Virender Ranga

Abstract With the initiatives of Smart Cities and growing popularity of Internet of
Things, traffic management system has become one of the most researched areas.
Increased vehicle density on roads has resulted in plethora of challenges for traffic
management in urban cities worldwide. Failure in transporting accident victims,
critical patients and medical equipment on time has led to loss of human lives which
are the results of road congestions. This paper introduces a framework with the
fused concept of vehicular ad hoc networks and Internet of things that aims to
prioritize emergency vehicles for smooth passage through the road traffic. The
proposed system navigates ambulances in finding the nearest possible path to their
destination based on real-time traffic information. A simulation of the designed
framework has been demonstrated using CupCarbon simulator.

Keywords Intelligent traffic management system (ITMS) ⋅ Vehicular ad hoc
network (VANET) ⋅ Internet of things (IoT) ⋅ Road side units (RSUs)
Smart Cities

1 Introduction

High population rate and growth in business activities have led to greater demand of
vehicles for transportation which has resulted in road traffics getting more and more
congested [1]. With the escalation of vehicle density, monitoring traffic has become
one of the crucial problems in metropolitan cities globally. Not only has traffic
overcrowding resulted in wastage of time, money, property damage and environ-
mental pollution but also in loss of lives. Several researches have been done on road
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traffic management, accident collision, congestion avoidance, etc., [1–12] but very
few on emergency vehicles. To address these aspects of emergency services, we
propose an IOT-VANET-based traffic management system that will ease traffic
movements for ambulances. Building an intelligent traffic management system
based on IOT can aid in collecting, integrating processes and analysing all types of
traffic-related data on roads intelligently and automatically, thereby enhancing
traffic conditions, reducing road jams and road safety. Hence, the system becomes
extra intelligent and self-reliable. The objective of the paper is to provide a
framework that gathers data using various advanced fundamental technologies such
as wireless sensor network (WSN), vehicular ad hoc network (VANET), Internet of
things (IoT), cloud computing.

The remainder of the paper is organized as follows: Sect. 2 presents related
works while Sect. 3 introduces our proposed framework. Implementation and
results of the framework are covered in Sect. 4. Finally, Sect. 5 concludes the paper
and the future work.

2 State-of-the-Art Reviews

Smitha et al. [13] developed an efficient VANET-based navigation system for
ambulances that addresses the problem of ascertaining the shortest path to the
destination in order to get rid of unexpected congestions based on real-time traffic
information updates and historical data. The system also includes a metro rail
network with road transport system to guide ambulances in real-time scenarios.
Similarly, Soufiene et al. [14] also presented an adaptive framework for an efficient
traffic management of emergency vehicles that dynamically adjusts the traffic lights,
recommend drivers the required behaviour changes, driving policy changes and
exercise necessary security controls. Rajeshwari et al. [15] introduced an intelligent
way of controlling traffic for clearing ambulances, detect stolen vehicles and control
congestions. This was done by attaching RFID tags on vehicles which enables it to
count the number of vehicles passing on a particular path, detect stolen vehicle and
broadcast message to the police control room. The author in [16] introduced an
intelligent traffic management system that prioritized emergency vehicles by using a
different approach, i.e. by categorizing them on the basis of the type of incident
occurred and the priority levels. They have also proposed a secure method to detect
and respond hacking of traffic signals.

3 Proposed Framework Model

In this section, we present a block diagram of our model, as shown in Fig. 1, which
consists of RSUs, traffic management server, sensors, vehicles of two types: normal
and emergency cars and vehicles interconnected in a VANET system that
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communicates with each other via vehicle-to-vehicle (V2V) and vehicle to infras-
tructure (V2I). Every ambulance is tagged with its unique ID that distinguishes it
from the rest of the vehicles on the road. When an emergency car has to bypass a
heavy traffic, it sends out emergency notifications to the nearest RSU. The TMS
maintains database of information from sensors deployed in each lane at every
intervals in order to achieve a global view of the entire road conditions in an area.
This information is collected from heterogeneous sources such as wireless sensors
and CCTV cameras. The RSUs deployed at every intersection manages and syn-
chronizes information in such a manner to direct the vehicles. Now, when an
emergency situation arises and an ambulance car is detected by the sensors of a
particular junction, information will be sent to RSU of that particular lane which will
automatically turn the traffic signals green to avoid traffic. The same RSU informs
neighbouring RSUs about the approaching car and direct ambulance to its desti-
nation. Once the emergency car clears from the road, the system resumes to normal
way of functioning. In our proposed system, every component has its distinct level of
adaptability and dynamicity. For an instance, RSU controls the traffic signals
depending on the timing constraints which may change dynamically by virtue of
emergency levels and congestions. Likewise, for vehicles, the maximum and min-
imum speed control is adjusted by the RSU dynamically. Figure 1 depicts an
ambulance that announces an emergency notification to TMS, which will broadcast
the information further to all the nearby RSU based on the GPS location of the car.
The RSU receiving the information authenticates ambulance via its ID and clears the
route ahead while ensuring safe coordination of other vehicles as well.

Fig. 1 Proposed traffic management system architecture for emergency vehicles
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4 Proposed Solution

The algorithm proposed to help ambulances bypass traffic congestions has been
considered under two cases: Algorithm 1 when there is a single emergency vehicle
in a particular lane and Algorithm 2 when there is more than one emergency
vehicle. At a fixed distance S, if a vehicle ID, Vid matches with ambulance ID, VAi ,
then the priority of ambulance will be increased and let to bypass traffic. When
more than one ambulance car exists, say VAi and VAj , the car with shortest distance
towards RSU will be given priority followed by the next. The descriptions of the
used symbols in the algorithm are given in Table 1.

5 Implementation and Results

In this section, simulation work has been carried out in a simulated environment
using CupCarbon U-One. It is a free and open source network simulator for Smart
City and IoT. A total number of ten intersections, five RSUs between the starting
point (i.e. the point where the ambulance starts moving) and hospital (i.e. its des-
tination) have been taken for simulation. The values taken for various parameters in
this work are summarized in Table 2.

As shown in the screenshot in Fig. 2, an ambulance is moving towards the
hospital (destination). Its destination is pre-assigned and as it moves along the lane,
the RSU in the current intersection detects ambulance in its vicinity as shown in
Fig. 3. We assumed that there are two routes to reach the destined location: Route 1
and 2. On discovering Route 1 to be broken, ambulance chooses Route 2. When an

Table 1 Symbols used

Algorithm 1:When ambulance and normal vehicle are present
For each vehicle i passing through RSU in S distance
   If ( == ) 

{ 
        Allow ambulance to pass;

++;
} 

Algorithm 2:When more than one ambulance and normal 
vehicles are present

If (N( )>1) 
{ 

        If ( < )
++;

else      ++;
}

Symbols Description
Vehicle id
Ambulance 
id of vehicle 
i
Priority
Priority of 
ambulance i

S Distance of 
vehicle from 
RSU
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approaching ambulance is detected, RSU of that particular lane informs other
RSUs. Figure 4 displays a message “AMBULANCE” being sent by an RSU to
another. Finally, Fig. 5 demonstrates that the ambulance has reached its destination.

We evaluate the performance of vehicles moving at an average speed delay. The
graph in Fig. 6 shows that as the number of vehicles increases on road, average
speed delay may increase initially but becomes constant at a certain time. Hence,
even when the number of vehicles increments, it does not affect the average moving

Table 2 Simulation
parameters

Parameter Value

Average speed of vehicles 50 km/h
Lane_id L_1001, L_1002
Number of vehicles on existing lane 20
Simulation time 10 s
Simulation area 100 * 100 m2

10 road intersections
MAC protocol IEEE 802.11
Routing protocol AODV
Transmission range 250 m

Fig. 2 (1) Location of an ambulance; (2) five RSUs deployed at five intersections; (3) location of
hospital
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Fig. 3 A yellow circle demonstrating that an ambulance has entered the vicinity of an RSU

Fig. 4 (2) One RSU alarms another by sending message “AMBULANCE”
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delay on road. In Fig. 7, we assumed three vehicles (one ambulance, two normal
vehicles) to be travelling towards an intersection. Each vehicle starts at an equal
distance of 55 m away from the intersection. It is evident that the ambulance
received a priority as it reaches intersection in lesser time comparatively than the
two normal vehicles.

Fig. 5 Ambulance finally reaches its destination

Fig. 6 Average moving delay measured by the number of vehicles

An IoT-VANET-Based Traffic Management System for Emergency … 29



6 Conclusion and Future Work

Several researches have been done on traffic management system but not many
focuses on providing an efficient solution for emergency vehicles. Therefore, we
introduced a traffic management system with the fused concept of VANET and IoT
in an effort to ease the flow of ambulances in urban areas. The proposed system
eliminates the time delay in medical assistance for accident victims, patients and
transporting medicines. Our work has been tested in a simulation environment, and
results have shown to give good performance. As IoT comprises of several sensors
and RFIDs transmitting data wirelessly, it calls for security improvement for such
massive data and enhance user’s privacy. Administrating traffic security from
cyber-attacks or any other intentional interests can be a challenging task. Hence,
this can be another subject for future work.
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Analysis of Wormhole Attacks
in Wireless Sensor Networks

Manish Patel, Akshai Aggarwal and Nirbhay Chaubey

Abstract Owing to their deployment characteristics, wireless sensor networks are
vulnerable to many more attacks than wired sensor networks. The wormhole attack
is a serious threat against wireless sensor networks. Launching this type of attack is
easy for an attacker; it requires no breaking of a cryptographic mechanism. How-
ever, detecting the attack is very difficult. Moreover, after conducting the wormhole
attack, an attacker can create more dangerous attacks. In this paper, we analyze the
effects of wormhole attacks, discuss various detection features, and provide a
comparison of various approaches. This paper presents various research challenges
in the area of wormhole detection in wireless sensor networks.

Keywords Wormhole ⋅ Threat ⋅ Cryptographic ⋅ Vulnerable

1 Introduction

Security is crucial for wireless sensor networks. Because sensor nodes are
resource-limited devices, traditional security algorithms, which are resource-hungry,
are therefore not applicable to wireless sensor networks. A lightweight security
framework is thus required for these types of networks.

The wormhole attack is one of many serious threats to the security of wireless
sensor networks. An attacker installs two radio transceivers connected by a
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high-capacity wired or wireless link, which is known as a tunnel. The existence of a
tunnel creates a set of shortcut paths in the network. A large amount of traffic is
drawn to this link, which fosters more dangerous attacks. By attracting traffic, a
malicious node can collect, analyze, drop, and modify packets. It fundamentally
changes the network topology and disturbs the routing process. Cryptographic
techniques cannot prevent wormhole attacks. After overhearing the data packets,
the malicious nodes obtain routing information and then move toward the specific
path. Accordingly, a dynamic wormhole is created. Detecting dynamic wormholes
is difficult compared to static wormholes. The main objective of this paper is
comparison of various approaches and presents various research challenges for
wormhole attack detection.

The remainder of this paper is organized as follows. Section 2 describes the
effects of wormhole attacks in wireless sensor networks. In Sect. 3, various
wormhole attack modes are compared. Section 4 describes various features for
wormhole detection approaches. In Sect. 5, a comparison of various security
approaches to preventing wormhole attacks is presented. Finally, our conclusions
and future research are presented in Sect. 6.

2 Wormhole Attacks

After launching a wormhole attack, the attacker has unauthorized access to the
given network. It enables the attacker to disrupt routing and launch various other
attacks, such as blackhole, grayhole, and denial-of-service attacks. Furthermore, an
attacker can launch a cryptanalysis attack, which enables cracking of communi-
cation keys. Symptoms that can be observed in the network on account of a
wormhole are the following:

• A decrease in network utilization;
• An abrupt decrease in hop counts;
• One link receiving notably more traffic than others;
• Data receipt from a distant node;
• Return receipt of one’s own message.

Some observations relating to wormhole attacks are outlined below.

Observation 1: If a node is under a wormhole attack, its neighbor nodes will
approximately double.

As shown in Fig. 1, malicious nodes M1 and M2 form a wormhole tunnel.
Node A is located in the area of M1. Thus, it believes that all the nodes in M2 are
their neighbors.
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N′

A =NAUNM2

where NA
′ is the total number of neighbor nodes of node A, including remote nodes.

In addition, NA is the real neighbor set of node A, and NM2 is the neighbor set of
malicious node M2. Similarly, node B is located in the area of M2. Thus, it believes
that all nodes in the area of M2 are its neighbors.

N′

B =NBUNM1

where NB
′ is the total number of neighbor nodes of node B, including remote nodes.

In addition, NB is the real neighbor set of node B, and NM1 is the neighbor set of
malicious node M1.

N′

A

�
�

�
�= NAUNM2j j≈ NAUNAj j≈ 2NAj j

Observation 2: In a normal wireless network, for any pair of nodes (x, y), the set of
common nodes between x and y are not more than two, which are also not one-hop
neighbors.

As shown in Fig. 2, the distance between any two nodes in the area xyc is not
more than R (radius); therefore, any two nodes in the area xyc are one-hop
neighbors. The same scenario occurs for the area xyd.

In Fig. 2, node a exists in the area xyc, and node b exists in the area xyd. Nodes
a and b are not one-hop neighbors. Suppose any node, p, exists in the area xcyd.
Here, p ≠ a, p ≠ b, and p is a one-hop neighbor of neither a nor b. Because p is a

Fig. 1 Wormhole attack with two malicious nodes

Fig. 2 Node neighborhood,
where dxy = R
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one-hop neighbor of neither a nor b, it does not belong to the area xyc and xyd. This
means that node p is not in the area xcyd. The hypothesis that node p exists in the
area xcyd is incorrect.

Observation 3: Two nodes are either one- or two-hop neighbors if they exist in the
range of the same wormhole.

As shown in Fig. 3, M1 and M2 are malicious nodes. Nodes a and b are one-hop
neighbors connected through a wormhole. Node b is not a two-hop neighbor of
node c. Nevertheless, owing to the wormhole, node b becomes a two-hop neighbor
of node c.

Observation 4: Two nodes (neither of which are one-hop neighbors of each other)
cannot have more than two common neighbors, which are also not one-hop
neighbors.

As shown in Fig. 4, nodes x and y are not one-hop neighbors. Because of the
wormhole, they are neighbors of nodes p, q, and z. These three nodes are located in
another area than nodes x and y; moreover, these three nodes are not one-hop
neighbors of each other.

Fig. 3 Node neighborhood in the presence of a wormhole

Fig. 4 Scenario in which a wormhole disturbs the routing process
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3 Comparison of Wormhole Attack Modes

Wormhole attack modes are based on the techniques used for launching them.
Table 1 shows a comparison of wormhole attack modes.

4 Detection Mechanism Analysis

4.1 Using Location Information

To identify the node location, each node is equipped with a Global Positioning
System (GPS) device. The location information can be obtained using a directional
antenna, which can provide the approximate direction based on the received signals.
Approaches, respectively, based on GPS and a directional antenna requires addi-
tional hardware, which increases the network cost. The approaches presented in
[1–8] are location-based approaches for detecting wormhole attacks in wireless
sensor networks.

4.2 Using Neighborhood Information

The main characteristic of a wormhole attack is representing two distant nodes as
neighbors. Detection techniques based on the neighborhood maintains immediate

Table 1 Comparison of various approaches for wormhole detection

Attack mode Attack launching method Challenges Disadvantages

Encapsulation One malicious node
encapsulates the packets at
one end; the other malicious
node decapsulates them at
the other end

Sending
encapsulated
packets to the
other malicious
node

Time and resource
consumption in
packet encapsulation
and decapsulation

Out of band
channel

A direct wireless or wired
link is created between two
malicious nodes

Requires special
hardware and
arrangements for
tunneling

To launch this mode
of attack, specialized
hardware is needed

High power Malicious node broadcasts
with high power to increase
the chance in the route
establishment process

Requires power
adjustments

Requires a
high-power source

Packet relay A malicious node relays
packets between two distant
nodes

Inserting
malicious node at
proper position by
hiding its name

Resources are spent
by relaying nodes for
processing route
request packets
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neighbor information. Some detection techniques maintain two-hop neighbor
information. Additional storage and processing power are required for storing and
analyzing two-hop neighbors. These methods have problems in dense networks
because each node in dense networks has many neighbors. In a dynamic wireless
sensor network, the neighbor list frequently changes. Thus, these techniques do not
efficiently work. To address this issue, an approach based on neighborhood infor-
mation in association with distance is presented in [4, 9, 10].

4.3 Using Hop Count/Distance

A path through a wormhole node is attractive because it contains a smaller number
of hop counts compared to a normal path. When the message passes through the
tunnel between malicious nodes, the actual hop count does not increase. A hop
count technique in association with time is presented in [11]. Distance-based
approaches are presented in [12–16].

4.4 Using Time Information

During a wormhole attack, the route in the attack has a greater than average time per
hop compared to a normal route. To calculate the time between the source and
destination, some approaches require a tightly synchronized clock [17, 18]. How-
ever, implementing a tightly synchronized clock is expensive for a wireless sensor
network. The time difference between the source and destination is calculated in
[19]. The source node sends a hello message to the destination. When the desti-
nation node receives the message, it returns a hello-reply message. The total
round-trip time is calculated and divided by two. The average time for each hop is
calculated. If the average time per hop count is greater than that for the normal
route, it indicates the existence of a wormhole.

4.5 Using Connectivity Information

A wormhole attack is detected by examining the network connectivity [20–22],
specifically by identifying fundamental topology deviations. A malicious node
results in incorrect connectivity information.
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5 Security Comparison of Various Approaches

In this section, we present a comparison of the wormhole detection approaches
discussed in Sect. 4. Table 2 outlines the comparison. For wormhole detection,
each node must perform extra processing, which causes an overuse of resources.
Location- and time-based approaches require special hardware. Methods based on
hop count cause routing delays, while methods based on neighborhoods create
network congestion. The neighborhood-based approach does not properly operate
when nodes are mobile. Moreover, methods, respectively, based on neighborhood,
time and location are more expensive compared to the hop count-based approach.

Table 2 Comparison of various approaches for wormhole detection

Methods Requirements Comments

Geographical
leashes [1, 2]

Loosely synchronized clocks Location information may require
more bits to represent and thereby
increase the network overhead

Temporal leashes
[1, 2]

Tightly synchronized clocks Requires time synchronization level
and may not detect physical layer
wormholes

Graph-theoretic
model [3]

Requires a combination of
cryptography and location
information

Efficient because it is based on
symmetric cryptography; it does not
require time synchronization; it
requires location-aware guard nodes

Location-based keys
[4]

Requires a group of mobile
robots with GPS capabilities

Location-based keys can act as
efficient countermeasures against
wormhole attacks. It requires low
memory

Secure localization
and key distribution
[5]

Two neighbor sensor nodes
share a communication key

It is practical, has a low cost, and is
scalable for large-scale wireless
sensor network deployments

SeRLoc [6] Directional antenna It does not distinguish duplex and
simplex wormhole attacks

HiRLoc [7] Fewer locators are required to
obtain the desired
localization accuracy

To estimate the sensor location,
range measurements are not required

Directional antenna
[8]

Nodes use specific sectors of
their antennas to
communicate with each other

It efficiently uses bandwidth and
energy

MDS-based
detection [9]

Additional hardware is not
required; it incurs low
overhead

When both ends of two wormholes
are very close, the approach fails to
detect the attack

Neighbor Number
and All Distance
Test [10]

Additional hardware is not
required

ADT performs better than NNT
when the wormhole radius is small

(continued)
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6 Conclusion

In this paper, we presented various methods for wormhole detection. Most of the
methods presented in the literature for wormhole detection require additional
hardware, which increases the sensor node cost. Detection methods based on

Table 2 (continued)

Methods Requirements Comments

SeRWA [4] Additional hardware is not
required

Symmetric key cryptography is
used, which is suitable to wireless
sensor networks

Delay per Hop
Indicator [11]

Position information and
clock synchronization are not
required

Path suffers from a wormhole attack
if the per-hop delay value is high

Distance
consistency
approach [12]

Locators, sensors, and
attackers are deployed in the
network

Even when the number of malicious
locators is greater than normal, it has
good performance

Ranging-based
neighbor discovery
[13]

Each node requires a
microsecond precision clock

Negligible chance of an adversary
creating a wormhole

Range-free
anchor-free
localization [14]

No reference nodes and
distance measurement are
needed

Diameter feature is used to detect a
wormhole

Geographical
wormhole detection
[15]

A pair of public and private
keys is required by each
sensor node

A pairwise key pre-distribution
protocol is used for detection

Using rank
information [16]

Easy to implement. Does not
need complex computing

Malicious nodes are detected when
unreasonable rank values are found

Challenge-response
delay measurement
[17]

A symmetric key is shared by
each pair of nodes

It uses distance bounding techniques
and one-way hash chains

Wormhole resistant
hybrid technique
[23]

Does not require additional
hardware and high
computation complexity

It takes advantages of both
Watchdog and Delphi methods and
has good detection accuracy

Timing-based
measurement [18]

Does not require
synchronized clocks

When the node sends or receives
packets, it is assumed to record the
time

RTT-based
approach [19]

To store RTT, additional
memory is required

The approach is based on RTT and
covers the multi-rate transmission
problem

Local connectivity
test [20]

The communication cost for
the test is low

Network connectivity is examined

Visualization-based
approach [21]

Does not require any
hardware devices

More complex conditions need to be
considered instead of flat plane

Passive and
real-time detection
scheme [22]

Minimal network overhead Detection and localization are not
performed at sensor nodes; they are
conducted at the sink node
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distance and time must use cryptographic information because a malicious node can
modify the distance and time information. Most of the existing methods consider
static wireless sensor networks. However, detecting a wormhole attack in a
dynamic wireless sensor network remains a challenging issue. The presence of
multiple attackers sharply degrades the network throughput. Simultaneously
detecting multiple wormholes is a challenging endeavor.
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Handover Latency Improvement
and Packet Loss Reduction in Wireless
Networks Using Scanning Algorithm

K. Aswathy, Parvathy Asok, T. Nandini and Lekshmi S. Nair

Abstract In the era of wireless technology, communication caters many advan-
tages such as increased mobility, productivity and scalability. One challenge in
Mobile IPv4 is getting continuous access to the Internet. In this paper, we propose a
scanning algorithm that would scan for the nearest access point and establish the
connection. After the connection establishment, the packet transmission starts. We
understand that the mobile node is not stationary, and hence, the scanning algorithm
runs in the background and finds the next nearest access point and establishes the
connection with the new access point. Using this technique, we aim to reduce the
handover latency to a good extent, thereby reducing the packet loss. This paper
gives an analysis to scale down the handover latency and maximize the packet
transmission.

Keywords Mobile node ⋅ Handover ⋅ Latency ⋅ Throughput
Access point

1 Introduction

In the world of mobile devices such as tablets, cell phones which makes human life
easier, there are many challenges which can be enhanced such as seamless Internet
connection, high-speed data transmission and power saving mechanisms. This
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paper focuses mainly on the challenge—“seamless Internet connection”. Seamless
Internet connection means that the ongoing session should not come to an extremity
even when the mobile node moves from one point of connection to another. In
wireless networks, there is need for continuous Internet connectivity to support
end-to-end TCP or UDP session [1].

The usual scenario involves many complications when a mobile node moves
from one wireless network to another. The movement of mobile node from one
wireless network to another network is called as handover. Handoff perturbs the
quality of service precisely. Basically, handoff is of two types—inter-cell handover
and intra-cell handover. When the source and the destination are present in distinct
cells, then it is defined as inter-cell handover. This ensures that the transmission is
continued as the user moves away from the source and towards the destination. In
an intra-cell handover, the source and the destination are located in the same cell
and only the channel is altered during the handover. The objective of this handover
is to change the channel which has lot of disturbances (Fig. 1).

The movement of mobile node completely depends on the user. The time taken
to detach from current network and attach to the nearest neighbouring network is
called handover latency. While the course of implementing, the major issues which
are to be resolved are as follows:

(1) During the handover latency, the node gets segregated from its detached
network.

(2) Depending on the handover latency, packet loss will occur.
(3) All wireless networks must be mobility managed.

Generally, handoff [2] is divided into three phases—scanning, authentication and
re-association. Handoff delay is the sum of delay aroused during scanning and
re-authentication phase. Handoff latency can be branched into three delays:

Fig. 1 Handoff of a mobile
node
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(1) Scanning delay—It is the time taken by a mobile node to find the nearest access
points.

(2) Authentication delay—Authentication service is used by all stations to autho-
rize the identity to station which they communicate.

(3) Re-association delay—It is the time taken to re-associate with the new access
point.

In this paper, a handover latency scheme is proposed to overcome the
above-mentioned challenges. Our work is mainly branched into two phases:

(1) The first phase is to curtail the handover latency of mobile node. This is
accomplished by the following method. The mobile node scans for the nearest
access point periodically by calculating the distance between the current node
and the neighbouring access point as it moves. Finally, it gets connected with
the access point which has the shortest distance with it and the packet transfer
starts with that access point.

(2) The next phase is to augment the throughput of the packets transferred.
Throughput can be defined as an average of successful message delivery over a
communication channel. The maximum throughput is accomplished for distinct
data rates which is calculated using a formula to enhance the accuracy of
calculation.

2 Related Work

The authors in [3, 4] recommended scanning mechanism which uses GPS by which
handover delay can be reduced. In this method, the scanning phase is completed
just before the handover takes place. From their implementation, the handover
delay can be reduced.

In the past few years, researchers have proposed a Hexagonal Cell Concept [5] to
improve the handoff process. In this technique, if the calculated distance between a
mobile node and the access point is greater than a predefined threshold level, then
the handoff process is initiated.

In [6], Venkata proposed Fast Handoff By Avoiding Probe Wait (FHAP) where
mobile nodes will not wait for probe responses. The mobile node preserves a
priority list of channels and scans for new access points accordingly.

In [7], Debabrata Sarddar proposed a method to reduce the handoff using
neighbour graph.

In [8], authors proposed a Distributed Handoff Mechanism for reducing the
handover latency by which all the available channels are grouped and scanned by
selecting neighbouring nodes separately.

In [9], authors proposed a Zone-Based Interleaved Scanning Handoff scheme.
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In [10], the system focused on state route selection during the route discovery
phase, during which the route is constructed. The paper adopts Received Signal
Strength Indicator (RSSI)-based distance measurement.

In [11], the author has taken into consideration both cellular and D2D com-
munication. Authors have suggested to serve communication using a master–slave
technique and also consider the SNR and power to reorganize the mobile clusters
created.

3 Proposed Method

The synopsis takes into consideration that in a wireless network scenario, many
base stations are connected to access points which prevail in a certain region. Hence
when a mobile node travels away from one network, it gets wide variety of other
foreign networks to get connected with. This selection of a new network is the
method proposed in this paper. The choice of selecting the network completely
depends on the shortest distance factor which is calculated using the Euclidean
distance formula. Hereby, considering the above-mentioned algorithm the steps
involved in the implementation are as follows:

(1) Firstly, configure the mobile nodes by mentioning the followings:

• Routing protocols used: A routing protocol enumerates how the routers
advertise with each other propagating the orientation that empower them to
select the relevant routes between any two nodes. The most frequently used
routing protocols are DSDV, AODV and DSR. In this paper, the method is
implemented using the DSDV protocol.

• MAC type: The Media Access Control layer is the lower layer of the Data
Link Layer and is perturbed with allocating the physical connection to the
network. The feasible values for the MAC type are Mac/802 11, Mac/
CSMA/CA, Mac/Sat, Mac/Sat/Unslotted Aloha, Mac/TDMA. The proposed
method uses Mac/802 11.

• Channel type: A communication channel can either be a physical trans-
mission medium or it can be a logical connection over a multiplexed
medium and is used to transmit an information signal. The channel type
among the node configuration parameters specifies which channel to be
used among channel/wireless channel, channel/Sat. The proposed algorithm
uses channel/wireless channel.

• Link layer type: Link Layer is the lowest layer in an Internet protocol
network architecture that transmits the data among the contiguous network
nodes or among the nodes of the same network. The available link layer
types are LL, LL/Sat. LL is used in the proposed method.

• Antenna model: Antenna converts electric power to radio waves in which it
can either radiate uniformly in all directions or in a specific direction. The
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antenna models available in the node configuration are antenna/
omni-antenna. The same antenna type is used in this paper.

• Radio propagation model: It specifies the behaviour of the radio wave when
they travel or propagate from one point to another. The Two Ray Ground,
Propagation/algorithm in this paper.

Propagation types available in the configuration are propagation/shadowing.
Propagation/two-ray ground is used to implement the

• Network interface type: Interface between two protocol layers in a network
architecture that rebound the probable values defined in the network inter-
face type catalogue. The possible values include Ethernet/FDDI/Loopback/
PPP/Slip/Token Ring.

• Number of mobile nodes: Specifies the total number of mobile nodes used
in this scenario.

(2) Initialize the standby positions of the access points and the mobile nodes within
the window size.

(3) Calculate the minimum distance between the access points and the mobile
nodes as the time increases. This is calculated since the mobile nodes are in
motion. Let (x1, y1) be the coordinates of the access point and (x2, y2) be the
coordinates of the mobile node. Then, the shortest distance D between the
access point and the mobile node can be calculated by the following equation:

D=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2− x1Þ2 + ðy2− y1Þ2
q

ð1Þ

(4) The TCP connection is established between the access point and the mobile
node which has the shortest distance with it among all access points.

(5) After step 4, packet transmission starts.
(6) As the node moves away from the current access point step 3 repeats. This

continues till the stop time is reached (Fig. 2).

Algorithm 1 shows the steps to find the nearest access point by finding the shortest
distance between the node and the access point.

Algorithm 2 {Euclidean Distance} shows the steps to find the shortest distance
between node and access point.

Algorithm 1
Procedure NEARESTACCESSPOINT (dist1, dist2)

1: time 0.1
2: now timecurr
3: Set(XN,YN) (Xcurr_node,Ycurr_node)
4: Set(XAP-1,YAP-2) (X curr-AP-2,Ycurr-AP-2)
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5: Set dist1 SHORTESTDISTANCE (Curr_node_position,ap_1_position)
6: Set dist2 SHORTESTDISTANCE (Curr_node_position,ap_2_position)
7: if dist 1 < dist2 AND node_scan_TYPE = ACTIVE
8: TCP1 established AND pkttransfer
9: Else

10: TCP2 established AND pkttransfer
11: For all now + time nearest_access_point()
12: end procedure

Algorithm 2 Euclidean Distance
Procedure SHORTESTDISTANCE(x1, y1, x2, y2)

1: Let (x1,y1) be the coordinates of the first access point
2: Let (x2,y2) be the coordinates of the second access point
3: Then the shortest distance D can be calculated as:

D=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2− x1Þ2 + ðy2− y1Þ2
q

ð1Þ

Fig. 2 Proposed approach
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This method reduces the handover latency, and now, the throughput should be
calculated using the AWK script. Throughput is the rate of successful message
delivery over a communication channel.

The throughputs for the different data rates are found using the below-mentioned
formula in AWK script to enhance the accuracy of calculation.

Throughput =
size of packet received
start time− stop time

×0.008

This method reduces the handover latency, and now, the throughput should be
calculated using the AWK script. Throughput is the rate of successful message
delivery over a communication channel.

The throughputs for the different data rates are found using the below-mentioned
formula in AWK script to enhance the accuracy of calculation.

Then, an Xgraph is plotted based on data rate values and throughput. On the
x-axis, MAC/802 11 data rate is plotted, and on the y-axis, throughput is plotted.
Using this Xgraph, we determine maximum throughput which will predict maxi-
mum efficiency.

4 Performance Evaluation

We determined the efficiency on an Xgraph using NS2 simulator. The graph is
plotted based on data rate values and throughput. On the x-axis, MAC/802 11 data
rate is plotted, and on the y-axis, throughput is plotted.

In the normal scenario, considering that the mobile node is already connected to
an access point (packet transmission exists), the node starts its scanning phase only
after its first packet drop or when the mobile node goes beyond the range of access
point. This can be disadvantageous as the scanning phase creates a delay.

In our method, the node starts scanning for the best access point while simul-
taneously having a packet transmission with the current access point. The scanning
of the access point is based on the shortest distance. Using AWK script, we cal-
culate the throughput for its corresponding data rate. Figure 3 depicts the
throughput calculation in our scenario.

Graphical representation shows that the throughput is in low range in the normal
scenario, while on the other hand the throughput has gradually increased to a certain
level where the maximum efficiency has reached. Table 1 shows the sample
throughput which are generated using the AWK script.
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Fig. 3 Throughput calculation

Table 1 . Data rate (Mb) Throughput (Kbps)

100 4875.82
200 5032.11
300 5054.86
400 5133.98
500 5145.79
600 5139.14
700 5161.49
800 5148.88
900 5145.84
1000 5168.77
2000 5188.45
3000 5163.32
4000 5157.16
5000 5237.60
10000 5267.90

50000 5224.91
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5 Conclusion and Future Scope

This paper gives a better perceptive of handoff and a concise summarization of
various handover schemes. In this study, we have devised, analysed and evaluated
an enhanced handover control scheme where a mobile node selects its new network
based on the shortest distance between that mobile node and the access point. The
performance evaluation of this method shows that handover latency of a mobile
node can be scaled down to a good extent.

According to the above algorithm implemented, there has been a gradual effi-
cient performance when compared to the normal scenario, and this is achieved by
reducing the handover latency. The method has not taken into consideration the
power consumption while the scanning algorithm is continuously being executed.
The future scope of the proposed scheme is that it can also be enforced on a
heterogeneous platform where modern gadgets can be utilized with enhanced data
transmission techniques.
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Optimized Location for On-Body Sink
for PRPLC Protocol in WBAN

Arifa Anwar and D. Sridharan

Abstract Increased life expectancy and present-day habits have increased the
number of patients with metabolic diseases. This makes even youngsters more
dependent on continuous health care services. Wireless Body Area Network
(WBAN) is a solution to this problem with mobile health care wherever you are,
with required attention to fatal body symptoms. The implantation of on-body sink
has been a subject of research, since the failure of this sink causes missing of
important health information. This paper compares the performance of the routing
protocol PRPLC by changing the sink to five different positions. The performance
is compared with respect to three metrics, such as network lifetime, propagation
delay and packet delivery ratio (PDR).

Keywords WBAN ⋅ Routing protocol ⋅ On-body sink ⋅ Lifetime
Delay ⋅ PDR

1 Introduction

An assembly formed by compact self-regulating and trivial weighted sensor nodes
placed in, on or around the human body, is termed as a Wireless Body Area
Network (WBAN). The IEEE 802.15.6 standard was specifically designed taking
into consideration the rising need of mobile and autonomous health care systems
without being coupled to hospital environments. BANs are used for medical and
nonmedical purposes. The nonmedical purposes include clothing commercial
electronics and entertainment gadgets [1]. The standard specifies either a one-hop or
two-hop topology for communication in WBAN. Even when the maximum number
of hops is restricted to be two, routing protocols in WBAN are an open research
area due to the complex propagation conditions that arise within the human body
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and the minute range of the nodes used for human body communications meeting
the strict specific absorption rate (SAR) defined by the medical standards.

The various types of routing protocols proposed for WBAN include
temperature-based, cluster-based, cross-layer, cost-effective and QoS-based routing
[2, 3]. The cost-effective routing protocols define a cost for each link based on their
reliability status for communication in the next time slot. Probabilistic Routing with
Postural Link Cost (PRPLC) is such an example. But various proposed routing
protocols have their sink placement in various locations. For example, PRPLC and
Distance Vector Routing with Postural Link Cost (DVRPLC) have their on-body
sink located on the right ankle, whereas the protocols Stable Increased throughput
Multi-hop Protocol for Link Efficiency (SIMPLE) and Adaptive Threshold-based
Thermal-aware Energy-efficient Multi-hop proTocol (ATTEMPT) have their sinks
located on the chest [2, 4, 5].

This paper compares the performance of the routing protocol PRPLC [2] by
changing the sink positions. The on-body sink is placed at five different locations,
such as right and left ankles, right arm, chest and waist. The comparison is done on
the basis of overall network lifetime, sink node death, propagation delay and packet
delivery ratio (PDR). The rest of this paper is arranged as follows. Section 2
explains the PRPLC protocol in detail. Sections 3 and 4 describe the simulation
set-up and the results obtained from the comparison, respectively. Section 5 con-
cludes the paper.

2 Probabilistic Routing with Postural Link Cost (PRPLC)

A total of seven nodes are arranged on the human body as two on the upper arms,
two on the ankles, two on the thighs and one on the waist. PRPLC assigns a link
likelihood factor (LLF), Pi,j

t , for a link Li,j between nodes i and j which quantifies
the chances of the link to be connected over a discrete time slot t. For a link
connected over a time slot t, Li,j is set as 1 and 0 otherwise. LLF is decided to be
dynamically updated after the tth time slot as follows.

Pti, j =
Pt− 1
i, j + ð1− Pt− 1

i, j Þω if Li, j is connected.
Pt− 1
i, j ω if Li, j is disconnected.

ð1Þ

Thus, the historical connectivity quality (HCQ) ω(i,j)(t) determines the rate at which
the LLF increases and decreases when the link is connected and disconnected,
respectively. Thus, HCQ should capture the long-term history of the link, so that
LLF should increase steadily and decrease slowly for historically good links and
vice versa for historically poor links. The HCQ is defined as
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ωi, j tð Þ= ∑
t

n= t− Twindow

Lni, j
Twindow

. ð2Þ

Twindow is the number of slots over which HCQ is averaged. The optimum
Twindow size is between 7 and 14 [6]. All nodes retain and amend their LLF with
all neighbouring nodes and sink through periodic Hello messages. PRPLC intends
to select the most likely link to route the packet to avoid buffering and packet loss.
When a node i wants to communicate to the sink s, it compares the LLF with its
one-hop neighbours with the LLF of itself with the sink s. The comparison goes as
follows if N is the set of all one-hop neighbours of i.

For all j ℇN 
if Pi,jt>Pi,st 

forward the packet to node j 
else
buffer the packet till link between i and s comes.

3 Simulation Parameters

The simulation parameters are selected according to the MICS specifications [7]
and the experimentally found path loss properties. The simulation parameters used
are enlisted in Table 1.

Table 1 Simulation
parameters

Parameter Value/Attribute

Simulation tool Matlab
Simulation area 1.7 m
Maximum data collection rounds 2000
Data packet length 4096 bits
Frequency of operation 403 MHz
Attenuation factor 4.22
Energy for transmission 16.7 nJ per bit
Energy for reception 3.6 nJ per bit

Random scatter around mean 8.18 dB
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4 Results and Discussion

The best position for an on-body sink is the one that provides a better lifetime and
reliability with a lesser delay. Figures 1, 2 and 3 show the obtained results.

As is seen clearly from the results, although in a corner of the network, a sink on
the left ankle optimizes the available network energy. Although the waist node is at
the centre of the network and has direct communication with others, it dies off
quickly than others rendering the network useless, whereas a higher LLF leads
more nodes to transmit their packet through left ankle making it a better choice of
sink.

Fig. 1 Number of nodes still
left with residual energy
(alive nodes) as time
progresses (time). This figure
shows that a left ankle sink
manages more number of
alive nodes

Fig. 2 Latency (delay) for
sending the packets to
on-body sink against total
time taken (time). This figure
shows that left ankle sink
provides lesser delay
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Propagation delay in PRPLC depends on the LLF of the available links.
Higher LLF links towards the sink reduce the propagation delay for the packets to
reach the sink. As observed in the network lifetime case, links towards the left ankle
have higher chances and hence left ankle sink manages to receive the packets with
lesser delay.

PDR is directly proportional to higher LLF in PRPLC protocol. Hence, the left
ankle sink gets the higher score in getting the packets delivered reliably.

5 Conclusion

The paper deals with the optimum position of sink for the cost-effective routing
protocol PRPLC. Five different positions are compared for the placement of
on-body sink. The same sensor node is acting as the sink and sensor, and no
separate node has been implemented as sink to avoid medical intricacies. From the
results, it was found left ankle is an optimum position for the on-body sink in terms
of network lifetime, latency and reliability. The links to the left ankle from other
nodes have higher connection likelihood, and hence, left ankle is a better choice
than right ankle as is used in the traditional PRPLC protocol. The delay for all the
sink positions comes under the 20 ms deadline specified by the IEEE 802.15.6
standard [8, 9].

Declaration. The authors hereby declare that no human subjects or any such were
involved in the study that requires approval from the ethical committee.
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Fig. 3 Reliability score of
different sink positions (PDR)
against running time (time).
This figure shows that the left
ankle sink has a higher
reliability
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A Machine Learning Approach to Find
the Optimal Routes Through Analysis
of GPS Traces of Mobile City Traffic

Shreya Ghosh, Abhisek Chowdhury and Soumya K. Ghosh

Abstract The rapid urbanization in developing countries has modernized people’s

lives in various aspects but also triggered many challenges, namely increasing carbon

footprints/pollution, traffic congestion and high energy consumption. Traffic conges-

tion is one of the major issues in any big city which has huge negative impacts, like

wastage of productive time, longer travel time and more fuel consumption. In this

paper, we aim to analyse GPS trajectories and analyse it to summarize the traffic

flow patterns and detect probable traffic congestion. To have a feasible solution of

the traffic congestion issue, we partition the complete region of interest (ROI) based

on both traffic flow data and underlying structure of the road network. Our proposed

framework combines various road features and GPS footprints, analyses the density

of the traffic at each region, generates the road-segment graph along with the edge-

weights and computes congestion ranks of the routes which in turn helps to identify

optimal routes of a given source and destination point. Experimentation has been

carried out using the GPS trajectories (T-drive data set of Microsoft) generated by

10,357 taxis covering 9 million kilometres and underlying road network extracted

from OSM to show the effectiveness of the framework.

Keywords GPS trace ⋅ OpenStreetMap (OSM) ⋅ Classification ⋅ Traffic

1 Introduction

The staggering growth of urban areas and increased populations drive governments

for the improvement of public transportation and services within cities to reduce
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carbon footprints and make a sustainable urbanization [1, 2]. As traffic congestion

poses a major threat to all growing or developing urban areas, analysing traffic flows

and detecting such issues in urban areas are strategically important for the improve-

ment of people’s lives, city operation systems and environment. Noticeably, with

the availability of GPS data and advances in big data and growing computing and

storage power, urban planning, capturing city-wide dynamics and intelligent traffic

decisions have attracted fair research attentions in last few decades. These lead to var-

ious interesting applications in navigation systems and map services like route pre-

diction, traffic analysis and efficient public transportation facilitating people’s lives

and serving the city [3, 4]. Also with the advent of emerging technologies like self-

driving car, we need innovative technologies and an efficient and fault-tolerant traffic

management system which can automatically and unobtrusively monitor traffic flow

and detect any anomaly condition like traffic congestion and road blockage. Prior

research on GPS traces analysis [5], traffic flow analysis and prediction has focused

on the analysis of individual’s movement patterns [4]. Few works have studied traf-

fic flow conditions in a city region [6]. But, traffic flow prediction from individual

level becomes difficult due to individual’s life patterns and randomness of human

movement nature. To this end, we have addressed the problem of traffic congestion

detection from the city-wide vehicular movements and also analysed various road

network features which were missing in the existing studies. We turn our attention to

design a smart and automatic system that will detect the congestion in real time and

subsequently manage it efficiently to ensure smooth traffic flow. To address the afore-

mentioned traffic congestion problems, we propose a framework which involves (i)

segmentation of road network and creating buffered regions of different road types,

(ii) generating trajectory density function at each road type and analysing probabil-

ity distribution of traffic flow, (iii) selection of traffic congestion features of a region

and threshold depiction and (iv) build road-segment graph of the region and analyse

congestion ranking of the paths. One of the real-life application scenario is rerout-

ing of vehicles to avoid more traffic problems or even a recommendation system can

be built which will notify the traffic condition of the major intersection points of a

road network to carry out intelligent routing decisions. The remainder of the paper

is organized as follows: Section 2 illustrates our proposed congestion detection and

management framework; Section 3 describes the basic features of the visualization

model and represents the obtained result; and finally, Sect. 4 concludes the paper

with a highlight on the scope of future work.

2 Architecture of the Proposed Framework

In this section, we present the overall architecture of the proposed framework.

Figure 1 depicts various modules of the framework. GPS data pre-processing mod-

ule involves extracting road map of the region of interest (ROI) along with the Open-

StreetMap (OSM) road features of the region. To analyse large-scale traffic data

of any city region, a systematic storage method of GPS data with all contextual
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Fig. 1 Architecture of the framework

information and road network is required. To this end, we used a storage schema

to efficiently access useful information for our application. The Analysis of Traf-
fic Condition and Traffic Congestion Computation modules generate trajectory seg-

ments from the raw GPS log of the vehicles and compute the probability density

function of the GPS footprints in each of the road types. Based on the computed

density function of the historical GPS log, threshold parameter of the congestion in

each type of roads is determined. In the next module, namely Road-Segment Graph
Analysis, road graph is modelled and edge-weights are assigned. Based on the con-

gestion ranking of each route, a probable less-congested path from a given source

and destination can be identified. The framework also summarizes the traffic con-

gestion pattern of the region of interest from the GPS footprints and road-feature set.

The details of the modules are described in the following sections of the paper.

2.1 GPS Data Pre-processing

We aim to extract optimal routes analysing GPS traces of the city traffic. A typical

GPS log consists of a series of timestamped latitude and longitude: < lati, loni, ti >.

To tackle the traffic congestion issues, the timestamped positions of traffic are

not sufficient, underlying road network and road features play an important role.

Therefore, we extract underlying road network of the region of interest from Open-

StreetMap (OSM) [7]. From the GPS data log, we create the bounding box which

covers all GPS traces and extract the road network (.shp file) from the OSM map.
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To bridge the gap between extracted road map and GPS log, we use Map-matching
technique, which aligns the sequence of GPS log points with the underlying road

structure on a digital map. We have implemented ST-Matching algorithm [8] which

captures spatial geometric, topological structures as well as the temporal or speed

limitation of the GPS traces. The output of the algorithm is set of <lat, lon> (lat-

itude, longitude) sequences along with the unique road-ID from OSM. After the

fundamental pre-processing step, we need to append and use the road-feature infor-

mation from the unique OSM ID which represents a set of road features of the partic-

ular road segment. The OSM-key is used to identify any kind of road, street or path,

and it indicates the importance of the road within the road network of the region. We

have extracted the key value of the road segments and created a buffered region for

all the road segments. Table 1 depicts various types of roads and the corresponding

buffered regions taken in our experimental set-up. After appending the contextual

information with the GPS log and road network, we store the buffered regions based

on the spatial bounding of each region.

Table 1 Road network feature and buffered regions

OSM-key/value Road network feature Buffered region

Motorway Major divided highway

generally having two or more

running lanes and emergency

hard shoulder

lw + 3.5 km

Trunk The most important roads in a

country’s system and may not

have a divided highway

lw + 3 km

Primary A major highway which links

large towns, in developed

countries normally with two

lanes

lw + 2.5 km

Secondary A highway which forms

linkage in the national route

network.

lw + 2 km

Tertiary It connects or links between

smaller settlements, and local

centres also connects minor

streets to major roads

lw + 1 km

Residential Roads accessing or around

residential areas, street or road

generally used for local traffic

within settlement

lw + 1 km

Service Access to a building, service

station, beach, campsite,

industrial estate, business park,

etc.

lw + 0.5 km
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2.2 Analysis of Traffic Condition

Road segmentation (i.e. classification of various road segments in the data set to

‘highway’ or ‘local’) is followed by feature selection. Feature selection or extrac-

tion is one of the most important for selecting a subset of relevant features for the

construction of a predictive model. In our problem, probable traffic congestion is

determined by average velocity and number of vehicles in a particular bounding box

or region or increased vehicle queuing. It has been considered that congestion may

occur if the number of cars in a bounding box is greater than a particular thresh-

old value and the average velocity of cars is less than a particular threshold value.

Threshold values vary for different types of buffered regions like highways and local-

ity region. The challenges are to predict or detect possible congestion from traffic

flow. In addition, different types of buffered regions may have different parameters

for traffic condition detection due to the different capacities of the regions. Traffic

congestion (Tc) can be represented as in Eq. 1, where v, n, lw are average velocity,

number of vehicles and width of the road, respectively. 𝛼 and 𝛽 are normalizing

constants.

Tc =
𝛼

v
+ n

lw
× 𝛽 (1)

To model traffic flow of a region, we need to summarize road conditions in dif-

ferent time interval. It is quite obvious that traffic scenario at morning(5.00–7.00

am) will significantly differ in peak times (9.00–11.00 am). Therefore, we need to

model the time-series data x = (x0, x1,… , xn), where each xi represents Tc value at

ti timestamp. We divide each day in equal partition of 1 h and carry out the anal-

ysis. After plotting the histogram of the above time-series data, we observe that

Gaussian distribution can approximate the histograms. Using parametric method

of distribution fitting, we estimate the 𝜇 and 𝜎
2

of the distribution from the mean

and standard deviation of the data set, where mean, m =
∑

Tc

tn
; standard deviation,

s =
√

1
tn−1

×
∑
(Tc − m). In this section, we demonstrate the process of analysing

GPS log along with road features and summarize the traffic movements by defining

a probability distribution for seven different regions (depicted in Table 1) of the road

network.

2.3 Traffic Congestion Computation

For the traffic congestion computation, two sub-modules are required. First, we need

to generate the normal traffic probability distribution from the historical GPS log;

next, we need to carry out a classification algorithm for classifying the regions into

congested and non-congested regions. Traffic congestion on a road segment means

disrupting the normal traffic flow of the region. Hence, to detect such condition we

depict congestion threshold parameter which will denote probable traffic bottleneck
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of fluctuations in normal traffic conditions. We use k-nearest neighbour classifier

for this learning. It is based on learning by analogy, i.e. it compares a given test

tuple with other training tuples having similar feature set. The training tuples are

described by a set of feature attributes. ‘Closeness’ or ‘Similarity’ is defined in terms

of a distance or similarity metric. We have used Euclidean distance measure given

two points or tuples, say, X1 = (x11, x12, x13 … , x1n) and X2 = (x21, x22, x23 … , x2n),
is dist(X1,X2) =

√
∑n

i=1 (x1i − x2i)2 where each entry of the tuple represents the fea-

ture values of the elements denoting the road traffic condition at different timestamp

values. We use k = 3, where neighbourhood is defined based on the road network

feature ranking in Table 1. Algorithm 1 provides an abstract view of the process,

where based on the test data set (road segments), road-feature rank is extracted and

neighbourhood is defined. Then, based on the k-NN classifier algorithm, we classify

the test data set by comparing it with training tuples. Here, we specify p = 5, i.e.

congestion ranking is carried out, where p = 1 denotes no congestion, and p = 5

denotes highest level congestion.

2.4 Road-Segment Graph Analysis

Road-Segment Graph: RGraph = {(V ,E)|1 < vi < |V|, 1 < ei < |E|}, where each

node vi ∈ |V| denotes road intersection point of the underlying road network, and

each edge of the graph ei ∈ |E| denotes existing roads between two or more inter-

secting points. Each node vi ∈ |V| stores information about the intersection point:

[ID, Name, CLevel]. CLevel represents congestion level at a particular intersec-

tion point which is derived from the data distribution of the connected edges. It

is observed that traffic congestion normally follows a regular pattern which can be

detected from the traffic density function and incorporated in the RGraph structure.

We use a cost function to feed in the traditional shortest path algorithm. One of the

most popular and cost efficient methods to determine single source shortest path is

Dijkstra Algorithm. Specifically, the cost function is

f (n) = g(n) + h(n) (2)

The algorithm finds out the value of g(n), i.e. the cost of reaching from initial node

(entry point) to n. A heuristic estimate (function h(n)) is carried out to reach from

on to any goal node or exit points. In our approach, g(n) is calculated by aggregating

edge-weights of road network and h(n) is determined by calculating traffic congestion

data.
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Algorithm 1: Traffic condition detection based on density analysis and conges-

tion threshold parameter

Input: Traffic density function of various regions:  (𝜇, 𝜎|R), congestion threshold

parameter: Thres
Output: Road-segment Graph: RGraph, Congestion level: C
initialization: Create RGraph(V ,E) ∶V represents intersection of road-links, E: road

segments of the network;

while ei ∈ E do
r=ExtractRoadType(eIdi);

for all training data set available do
T=Extract f (x|r − 1, r, r + 1);

end
for all time intervals n in the traffic time series and t ∈ T do

pi = f (x|ni, r) ;

s = compareTraffic(pi, f (x|ni, t)) ;

if s > Thresh then
congest=1;

C=(s-Thresh)/p;

Append(C,RGraph);

else
congest=0;

C=1 ;

Append(C,RGraph);

end
end

end

3 Experimentation

3.1 Data set

Beijing T-drive Data Set: The data set contains the GPS trajectories of 10,357 taxis

during the period of 2 February–8 February 2008 within Beijing. The data set con-

tains huge amount of GPS points, about 15 million and a total distance covered by

the trajectories reaches to 9 million kilometres [3, 4, 9].

OSM Map: OpenStreetMap stores physical features on the ground (e.g. roads or

buildings) using OSM-tags attached to its basic data structures (its nodes, ways and

relations). Each tag depicts a geographic attribute of the feature being represented

by that specific node, way or relation [7].

3.2 Results and Discussion

After the data pre-processing steps and threshold depiction steps are completed, we

partition the data set in ‘Training Data Set’ and the remaining as ‘Test Data Set’.

In our experiment, 1195 examples constituted the ‘Training Data Set’. The learning
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model is trained using the concept of k-nearest neighbours with training examples

from the ‘Training Data Set’. Specifically, model is run for 25 iterations and accuracy

of the model (in terms of % of examples correctly classified) is calculated. Over-

all accuracy of the model is 93%. Our visualization model, developed with PHP,

Python, JQuery and AJAX, imitates traffic congestion on a predefined road map of

the ROI. We have used OSM Leaflet API to simulate the map. On the back-end sys-

tem, we have stored the data in PostgreSQL database and retrieve the data using

spatial extension of psql. The model has salient three features: Feature I performs

the pre-processing steps, including generation of bounding box and extracting road

features and partitioning the road network into various buffered regions. Feature II

depicts the level of congestion (traffic flow condition) in different regions of the net-

work. In Feature III, the system recommends alternative routes based on the traffic

flow condition on the road. Few visualization results are shown in Fig. 2.

Fig. 2 Snapshots of the visualization framework
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4 Conclusion and Future Work

In this paper, we aim to detect optimal route in a city analysing the city-wide traf-

fic flow. It involves segmentation of road network into different types of roads and

analysing traffic condition in each of them. It models the regular traffic patterns in a

city region from the mobile traffic data and detects anomalous conditions like fluc-

tuation of road traffic from the data. Finally, the model classifies traffic condition in

different categories of congestion level and few visualization results are shown. In

future, we would like to build a real-time recommendation system, which can adap-

tively recommend the optimal route to the users. Further, we would like to enhance

the accuracy and efficiency of the proposed model by using different indexing or

storage schema and deploying advanced machine learning techniques.
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Zigbee-Based Wearable Device
for Elderly Health Monitoring with Fall
Detection

Syed Yousuff, Sugandh Kumar Chaudary, N. P. Meghana,
T. S. Ashwin and G. Ram Mohana Reddy

Abstract Health monitoring devices have flooded the market. But there are very

few that cater specifically to the needs of elderly people. Continuously monitoring

some critical health parameters like heart rate, body temperature can be lifesaving

when the elderly is not physically monitored by a caretaker. An important difference

between a general health tracking device and one meant specifically for the elderly is

the pressing need in the latter to be able to detect a fall. In case of an elderly person or

a critical patient, an unexpected fall, if not attended to within a very short time span,

can lead to disastrous consequences including death. We present a solution in the

form of a wearable device which, along with monitoring the critical health parame-

ters of the elderly person, can also detect an event of a fall and alert the caretaker. We

make use of a 3-axis accelerometer embedded into the wearable to collect accelera-

tion data from the movements of the elderly. We have presented two algorithms for

fall detections—one based on a threshold and the other based on a neural network

and provided a detailed comparison of the two in terms of accuracy, performance,

and robustness.

S. Yousuff (✉) ⋅ S. K. Chaudary ⋅ N. P. Meghana ⋅ T. S. Ashwin

G. Ram Mohana Reddy

Department of Information Technology, National Institute of Technology Karnataka,

Surathkal, India

e-mail: yousuff145@gmail.com

S. K. Chaudary

e-mail: sugandh.kumar4@gmail.como

N. P. Meghana

e-mail: meghananpmegha@gmail.com

T. S. Ashwin

e-mail: ashwindixit9@gmail.com

G. Ram Mohana Reddy

e-mail: profgrmreddy@gmail.com

© Springer Nature Singapore Pte Ltd. 2018

P. K. Sa et al. (eds.), Recent Findings in Intelligent Computing Techniques,
Advances in Intelligent Systems and Computing 708,

https://doi.org/10.1007/978-981-10-8636-6_8

69

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_8&domain=pdf


70 S. Yousuff et al.
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1 Introduction

Elderly persons are at a constant risk of falling because of reduced physical strength

and balance. There are several commercially available wearable devices for health

monitoring in the market such as Mi-Band, Fitbit. But almost all of them are meant

for fitness tracking and do not specifically cater to the needs of the elderly population.

Several approaches have been proposed for fall detection. Mastorakis et al. proposed

a Kinect-based fall detection system which uses a 3-D bounding box to measure

velocity and thus requires no pre-knowledge of the scene (i.e., floor) [1]. Several

other algorithms that make use of skeletal tracking feature of Kinect have also been

proposed [2–4]. But the inherent limitation of this approach is that it requires the

user to be in the line of sight of Kinect at all times. Other approaches try to over-

come this limitation by using a network of low-resolution cameras to reconstruct a

3-D scene to detect falls [5–7]. But this method requires extensive computation and

high installation cost. Lina Tong et al. [8] proposed a Hidden Markov Model-based

method using a 3-axis accelerometer. Jin Wang et al. [9] proposed a Body Sensor Net-

work that includes a Cardiotachometer along with a 3-axis accelerometer to detect

falls. [10] proposes a signal processing technique for fall detection using RADAR.

We propose a wearable device solution for fall detection that uses an accelerometer

to gather acceleration data from the movements of the elderly. We have used two

approaches for detecting a fall from the acceleration data—one based on a simple

threshold and the other that uses an artificial neural network. We have compared

the two approaches in terms of accuracy, computational requirement, and real-time

performance.

Our key contribution in this paper is the proposed set of features that can be

extracted from the acceleration stream of data to form a meaningful training set for

a neural network. With these extracted features, we have shown that a trained Artifi-

cial neural network can provide both sensitivity and specificity of greater than 97%.

Apart from this, we have proposed a novel method of using a Zigbee-based device

that increases the battery life of the wearable device and unlike most Bluetooth-based

devices in the market does not require constant pairing with a smartphone.

2 Methodology

A digital motion sensor consisting of a 3-axis accelerometer and a 3-axis gyroscope

is embedded in a wearable device. The sensor readings are read through an I2C

interface into an Atmega328 low-power microcontroller. The wearable also embeds

a heart rate sensor and a body temperature sensor which are simultaneously sam-
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pled by the microcontroller. The microcontroller which is connected to an Xbee 2.0

Radio module transmits this data to another Xbee 2.0 Radio that is configured as

a coordinator and connected to the central hub. A Raspberry Pi is used as a cen-

tral hub that runs OpenHAB Home Automation Framework. The wearable device is

powered using a 1000 mAh Li-Polymer battery. The hub is connected to the Internet

and the OpenHAB framework provides for a user-friendly Web interface as well as

an Android and IOS application through which the user can interact with the system.

The system architecture is as shown in Fig. 1.

To distinguish a fall from other routine events, we identified six events that an

average person is frequently exposed to. They are walking, running, sitting/standing,

transition, idle vibrations, sudden motions/jerks. Hence, our dataset contains a total

of seven classes (including fall). We collected 3-axis acceleration data from routine

Fig. 1 Proposed system and architecture
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actions of three different persons wearing the device in turn. Each sample was logged

to a file along with a tag representing one of the above six activities that the person

was performing. Those participating in the data collection were asked to mimic a

natural fall in different ways. The data for the same was also collected and logged

with a tag representing a fall.

3 Fall Detection Algorithm—Threshold Based

From the collected data, we observed that the net acceleration for all activities except

a fall was well below a threshold value. This can be easily inferred from the accel-

eration plot shown in Fig. 2.

3.1 Threshold Selection

At lower threshold values, false positive detections were high, and at higher thresh-

old values, false negative detections were high. But false negative detections can

have more disastrous consequences compared to false positive detections. Hence,

our choice of threshold was biased toward minimizing false negative detections at

the cost of a few false positive detections.

Fig. 2 Threshold detection
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4 Fall Detection Algorithm—Artificial Neural Network

Though threshold method can perform fairly well in most circumstances, a well-

designed machine learning approach can give better results since it can identify pat-

terns in the sensor data rather than just comparing it with a threshold. But for a

neural network to give good results, it is important to construct a meaningful feature

set from the data. In the following section, we discuss the set of features that were

extracted from the training data.

4.1 Feature Extraction

For each datapoint, we extracted features from a window of consecutive net acceler-

ation values from the collected data. The window size was set to 300 as it was large

enough to contain most events. The extracted features were

∙ Maximum Difference: During a fall, the maximum difference between two net

accelerations within a window will tend to be high compared to the same during

other events.

∙ Maximum Slope: During a fall, we noticed a spike in net acceleration which is

characterized by a steep slope. Thus, maximum slope within a window tends to

be high in the event of a fall.

∙ Variance: During walking, running, or vibrations, the net acceleration oscillates

around a mean position resulting in low variance within a window. But in case

of a fall, the mean acceleration is high and most of the neighboring points are far

away from the mean resulting in high variance.

∙ Maximum Acceleration: This feature works as the threshold method since a fall

is characterized by a higher maximum acceleration compared to other events.

4.2 Feature Maps

Four features were extracted from every sample window. The feature maps plotted

for the training dataset are shown in Fig. 3.

5 Results and Analysis

5.1 Threshold Approach

With a good threshold, the method works fairly well in most circumstances. It is com-

putationally highly inexpensive and can be easily implemented within a resource-

constrained wearable device. The detection was accurate in case of all events except

when the user performed sudden unexpected actions. Thus, the method tends to raise
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more false alarms. But this shortcoming can be overcomed by adding an alarm dif-

fuser, a simple switch on the wearable device which the elderly can use to deactivate

the false alarm.

5.2 Neural Network Approach

The NN is capable of identifying patterns in the data stream and accurately detecting

a fall. The network is able to differentiate between a fall and all other events with both

specificity and sensitivity greater than 97%.

But computation requirement is high with this approach as compared with the

threshold approach. This is not a problem in our system as the acceleration data is

being streamed to the central Zigbee hub and all computations are being performed

there. The classifier being resource intensive runs on the central hub. Thus, the sensor

data has to be streamed from the wearable device to the hub via the Zigbee link. The

Zigbee link provides a maximum throughput of 250 kbps which is a bottleneck for

data transfer. Also, a testing data point requires 300 sensor samples (window size).

The sensor can sample at 200 Hz causing a delay of 1.5 s.

6 Conclusion and Future Work

We presented a novel design for a health monitoring system which is uniquely appli-

cable to hospitals or old age homes. Our device is different from most existing

devices in that it does not pair with a phone, but connects with a central hub, thus

relieving the user from carrying a phone at all times. It also provides authorized

access to caretakers through a user-friendly application. We presented a detailed

comparison of two most commonly used approaches for fall detection in terms of

accuracy, performance, resource requirements, and robustness. The power require-

ment of the wearable device can be reduced by efficient use of microcontroller sleep

cycles. The accuracy can be improved by identifying and extracting more features

from the dataset which can meaningfully distinguish between a fall and other events.

7 Declaration

Authors have obtained all ethical approvals from appropriate ethical committee and

approval from the subjects involved in this study.
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A Colored Petri Net Based Modeling
and Analysis of Packet Dropping
Scenario for Wireless Network

Moitreyee Dasgupta and Sankhayan Choudhury

Abstract Losing data is one of the major concerns of wireless communication net-

work. Corrective measure cannot be taken until the specific cause behind the activity

is detected. Thus, packet dropping, manifestation of losing data, demands a detailed

analysis for identification of the corresponding causes. In general, the packet drop-

ping may occur due to the congestion, malicious activities, and random errors. In

this work, the overall packet dropping scenario is modeled through Colored Petri

Net to figure out and segregate the reasons for the same. The proposed two-layer

CPN model expresses all possible situation of packet dropping. The lower layer ana-

lyzes the given scenario, while the top layer reflects the dropped packets segregated

as per underlying causes. The model also provides the information about the affected

zones and nodes that in turn lead the designer to take the proper corrective measure.

The exhaustive simulation has been performed to validate the proposed model.

Keywords Packet drop analysis ⋅ Colored Petri Net ⋅ Anomaly detection

1 Introduction

Throughput is one of the measures of performance in a wireless network, and packet

dropping is the activity that reduces the throughput. Packet drop happens due to

many reasons. Wireless medium is a typical reason for such drop. In general, due to

the behavior of the routing protocols (e.g., due to broadcasting nature of a protocol),

always there will be a drop of packets and these are considered as valid drops. But

exceptional situation with a substantive amount of packet dropping may occur due to

congestion or some intended malicious activities. This phenomenon seriously affects

the QoS, and thus, some recovery mechanism is needed to restore the QoS value at

the desired level. The prerequisite for the said recovery mechanism is to apprehend
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the cause of packet dropping. An analysis of such packet dropping environment is the

way to find the causes, and accordingly, necessary corrective measure can be taken.

Always for a critical system, it is important to ensure that the solution to be

deployed should be validated beforehand. The traditional way of checking correct-

ness has some limitations. It requires correct annotations and proof of their correct-

ness through human intervention. Moreover, any modification requires further re-

evaluation and proof of the same. An alternative approach is to express the scenario

in form of a formal model. The model can be verified using formal analysis such as

behavioral verification.

Petri Net based modeling of the activities in a network is a well-known approach

for discovering the insights through necessary analysis, and it is being used by the

researchers for quite some time [1–3]. A method named TCPN for modeling and ver-

ification of reputation-based trust systems using Colored Petri Nets is presented for

P2P network [1]. In [2], CPN has been applied to discover and analyze the vulner-

abilities of session initiated protocol (SIP) against denial-of-service (DoS) attacks

in Voice-over-IP (VoIP) scenario. CPN-based modeling also used to model and ana-

lyze Diffie–Hellman algorithm [3], stop-and-wait protocol [4], and many other diver-

sified areas of application. A real prototype or implementation may suffer from the

fact that some unexpected actions may happen under adverse situations in reality and

the correctness of the system can be affected [5]. As an example, significant packet

losses happen rarely in ideal cases, but due to substantive packet drop at a given time,

the network may face catastrophic consequences. The modeling itself should cope

with these unexpected behaviors and consequently will be able to offer the insights

after necessary analysis. In this paper, an attempt has been made to model the packet

dropping through Colored Petri Net. The proposed model is validated for all possible

cases. The model is analyzed extensively and is able to provide an insight regarding

the cause of packet dropping.

2 Background

Packet loss leads to one of the major performance issues of the network. It decreases

throughput severely when the network experiences significant packet drops. The

following three [13] causes are among the most common types a network may

encounter [6]: (1) link congestion, which happened due to accumulation of network

data on a device queue for transmission, failing which results in packet/data loss; (2)

packet drop attack, which happened due to the launch of DoS attacks by a malicious

user/device; and (3) drop due to protocol behavior, for example, due to expiration of

packet lifetime (TTL = 0) or may be when also network nodes discarded the dupli-

cate packets and packets received due to broadcasting and not relevant to the node.

These drops do not affect the throughput due to valid protocol behavior. We have

also categorized drops at receiver or sender node as a valid drop. Significant effort

[7–11] has been made to solve the issue. As described before, unexpected packet

drop mainly happens firstly due to congestion and secondly denial-of-service (DoS)

attacks within the network. Both congestions and network security have got indi-
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vidual attention from the researchers for more than a decade. Based on the conges-

tion control mechanism used, systems react immediately when it detects significant

packet drops and takes measures such as the use of an alternative path for information

flow or some data flow reduction mechanism to avoid data loss. Regular TCP reduces

blindly its congestion window by half when a packet drop is detected without consid-

ering that the reason for packet drop may not be congestion rather a security threat to

the system. The same is applicable for all DoS control security mechanisms too. The

result is even more degradation of system throughput. In this paper, we have con-

sidered all the above-mentioned categories while modeling packet drop scenario of

network. Between major two, while the first one is the result of congestion, the latter

is due to DoS attack. There is no such solutions to the best of our knowledge which

can handle both the causes together. In our proposed CPN model, we have identified

the reasons behind packet dropping once it is detected by the system. Once done,

any standard congestion control or security mechanism can be applied based on the

identified result.

3 Proposed Model

Let us describe the scenario first. The entire deployment area is supposed to be

divided into zones where each zone is marked with a unique color code. Nodes are

mobile and hold the same color of the zone it belongs to. The packets generated by

the nodes from a typical zone are marked with a specific color. The packets are mov-

ing from sender node to destination through intermediate nodes. While traveling, the

packets will change the color with hop if required and always reflect the color of its

last traversed node. An intermediate node may transfer or drop the packets. There is

always a small number of packet drops (due to typical behavior of protocol), which is

considered as valid. Sometimes, packet dropping may be exceptional and that may be

due to congestion or some unwanted intentional dropping by a suspicious node. Each

and every node in the network would maintain a data structure (table) locally. All

intermediate nodes (routers) create an entry for each packet that it overhears when-

ever a packet gets drops. Every time it would detect a packet drop, it would make an

entry of packet id (p_id) and its color and increased the dropped packet count by one

corresponding to the node id (n_id) from which the packets get dropped. If no such

entry exists, then the node will create one and set the packet drop count value to one.

Discarding of packets at the source and/or receiver node is due to protocol behavior,

and thus, we have categorized that as a valid drop. Once the dropped packets reached

the threshold value either for the single node or a zone, it would analyze the dropped

packets and notify to the zonal head the reason of the same. We have also assumed

that neither the source node nor the receiver node discards the packets maliciously.

We have proposed a CPN-based multilayer model to represent the above scenario.

One of the major reasons we have chosen CPN as our modeling tool is because of

its features like support of datatypes as a high-level language construct. We have

used the CPN datatypes (colors) to distinguish the tokens of different zones. This

helps us to rightfully detect the affected zone from which the packets are getting
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dropped during transmission. Other versions of Petri Net do not support data types;

thus, tokens (nodes and packets) are of same types only and cannot be separated from

each other. The model is depicted in Figs. 1 and 2. The top layer (layer 1) of the model

deals with the movement of the transmitted packets and initially tries to distinguish

between valid and invalid drops. The lower layer (layer 2) examines the packets as

marked invalid drop and finds out the cause behind the dropping through dropped

packet analysis. In the top layer, there are eight places named SENDER, RECEIVER,

INTERMEDIATE_NODE, DROP, VALID_DROP, INVALID_DROP, CONGES-

TION, and SUSPECIOUS_NODE. The top layer is associated with seven transitions

among which transitions T1 to T5 and T7 are the immediate transitions, while transi-

tion T6 is a substitution transition for layer 2. The transition T6 would be responsible

for detecting the reason for unnatural packet drop. The SENDER place determines

the initial status of the network. The number of tokens in this place indicates the

number of packets generated by the sender nodes. Each packet is represented with

the attributes (p_id, n_id, c, s_id, d_id, TTL) . Here, the associated color (c) of each

Fig. 1 Petri net model for packet dropping scenario (Layer 1)
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Fig. 2 Sub-net of analyzed substitute transition (Layer 2)

token is the color of the zone from where the sender initiates the packet. While for-

warded by the intermediate nodes, color(c) changes with the corresponding zone

color in which the node belongs to. The p_id, n_id, s_id, and d_id represent unique

identification of packet, node, source, and destination, respectively, for the corre-

sponding packets, while TTL (Time-to-Live) represents its standard representation.

A packet would either be forwarded by all the intermediate nodes (represented by the

place INTERMEDIATE_NODE), or it may eventually drop in between. Each packet

drop phenomenon has been captured, and the dropped packet, i.e., the corresponding

token, has been transferred to the place named DROP.

If the packet is dropped by the destination, we consider it as a valid drop as it hap-

pens according to the protocol behavior. Also, the drop due to TTL counter (when

TTL hits 0) is considered as valid drop and is modeled subsequently. All neighbor-

ing nodes (but not a node within the selected path) overhear a data packet due to

wireless broadcast transmission and obviously drop the packet. All the above-said

activities are modeled, and the corresponding tokens are transferred to a place named

VALID_DROP. The proposed model considers any further drops exclusive of those

discussed above as invalid drop. These could be due to either congestion or malicious

activity. The packets generated due to invalid drops are represented by the tokens

of the place INVALID_DROP. These tokens have been analyzed, categorized, and

placed in the appropriate places named CONGESTION and SUSPECIOUS_NODE.

The analysis part has been taken care by layer 2, and the detailed diagram is depicted

in Fig. 2. To analyze all possible scenarios with, congestion and malicious activ-

ity (attack), we have four possible cases: (1) no-congestion and no-attack scenario,

(2) no-attack but with congestion scenario, (3) no-congestion but with attack sce-

nario, and 4) with attack and with congestion scenario. To accommodate the above-
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said scenario, layer 2 consists of places named INVALID_DROP, WATCH_LIST,

SUSPECIOUS_LIST, CONGESTION, MALICIOUS_NODE, and DISCARD.

WATCH_LIST is a list that needs to be maintained by every node. It contains

the relevant information about the packet dropping by its neighboring node. The

WATCH_LIST will hold the node id (n_id), color code (c), and number of packets

dropped by each neighboring node. The number of packets dropped from each zone

will be calculated and placed in the place called CONGESTION. The congestion

can be declared only by analyzing the congestion place, and information about con-

gested zone can also be retrieved. If the drops by a particular node reached above

threshold (th), then the node will be marked as a suspicious node and placed in the

place called SUSPECIOUS_LIST. Suspicious nodes are further observed and tested

by any DoS prevention mechanism and the malicious nodes if any can be detected

by the substitution transition T10. If a zone dropping packets reach up to threshold

level because of the number of nodes of a particular zone dropping packets reaches

up to threshold level, it is most unlikely that the dropping due to malicious activity,

thus the node goes to congestion place. Also, in case of congestion and the malicious

activity that is happening together at the same zone, transition T12 would take care

of the same. The arc is associated with T10, and the place MALICIOUS_NODE is

assigned higher priority for the same. Other transitions associated with layer 2 are

transition T8 and T9 responsible for categorizing between congestion and malicious

activity.

4 Formal Definition

Our proposed model can be defines as 8-tuple model

{
∑
,P,T ,A,C,G,E,Var}.

∙
∑

is a finite set of non − emptytypes, called color sets.∑
= {V , I,B,G,Y ,O,R,P,BL,W,PACKET ,NODE,ZONE};

∙Afinite set of places P = PTOP U PANALYZE where
PTOP = { SENDER, RECEIVER, INTERMEDIATE_NODE, DROP, VALID_DROP,

INVALID_DROP, CONGESTION and SUSPECIOUS_NODE } is the set of TOP
layer places;
PANALYZE = { INVALID_DROP, WATCH_LIST, SUSPECIOUS_LIST, CONGES-

TION, MALICIOUS_NODE and DISCARD } is the set of layer 2 places;
∙Afinite set of transitions T = TTOP U TANALYZE, where
TTOP = {T1, T2, T3, T4, T5, T6, T7} is the set of layer1 transitions;
TANALYZE = {T8, T9, T10, T11, T12} is the set of layer2 transitions;
∙A is a finite set of arcs such that ∶

P ∩ T = P ∩ A = T ∩ A = 𝜙, A ⊆ P × T ⊆ T × P.
∙C is a color function. It is defined fromP into

∑
such that ∶

∀ p ∈ P, there exist one or more elements in
∑

such that for every p in P there is at
least one element in

∑
and p.

∙ G is a guard function. It is defined from T into expressions such that:
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∀t ∈ T ∶ [Type(G(t)) = BoolType(Var(G(t))) ∈
∑

].

∙ E is an arc expression function. It is defined from A into expressions.

5 Simulation Using CPN Tools

We have simulated the proposed model using CPN tool [12]. The simulation of the

model can detect errors, but does not ensure the absence of errors. In order to do

that, we ensure that our tests cover all possible execution paths. We have generated

full state space of our model which confirms the same. State space is a directed

graph with a set of nodes and arcs. The nodes represent all reachable states from

the initial marking, and arcs represent the state transitions. State space comprises

of all the possible executions of the modeled system, thus detecting the vulnerable

states if any. Full state-space analysis has been performed for the proposed model,

and the corresponding reachability has been generated to ensure no error has been

occurred for all possible execution paths of the proposed CPN model. For the sake

of implementation, we have divided the network deployment area into nine differ-

ent zones such as zone1, zone2,.., zone9 with color assigned as violet, indigo, blue,

green, yellow, orange, red, pink, and black, respectively. Also, we have assumed that

the packet generation is evenly distributed over all deployment zones. We have all

four cases discussed before, under which the network behavior is analyzed. Simula-

tion is performed, considering 99 packets that are generated by the sender and thus

traveling through the randomly chosen intermediate nodes to the receiver nodes. The

nodes are distributed to different zones. We consider that all the packets generated

by the node for transmission are in SENDER place initially. If it reaches the desti-

nation successfully, packets are placed in the RECEIVER place. If it drops due to

network behavior, then packets are either of VALID_DROP, CONGESTION, SUD-

PECIOUS_LIST place. The SUSPICIOUS_LIST place is further investigated to get

the corresponding node information which is responsible for dropping the packets

placed in SUSPICIOUS_LIST.

Case 1: No-Congestion, No-Attack Scenario—No-congestion and no-attack sce-

nario has been implemented to verify and validate the proposed model. We have set

the packet drop probability same as valid drop probability, i.e., 0.002. This means

that there will be no congestion in the network if the model works properly. We set

the attack probability (0.001) very low as well to ensure no malicious activity. We

have generated the full state space for case 1, and according to the report generated,

there is no-dead transition. For case 1, we initialized the network with 99 packets.

The result holds the fact true that in the normal network scenario only less than 1% of

the packets get dropped. And we categorized this type of packet drop as valid packet

drop as it is nothing to do with congestion or malicious activity within the network.

Case 2: Modeling Congestion—We have considered the state-space analysis after

adding congestion to our CPN model. This has been done by changing the initial

marking for the model. We have added more number of tokens to few color zones to

do the same. The simulation results show that out of 99 packets, 54 packets reached
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the destination thus undropped, 9 packets get dropped as a valid drop, and 36 packets

are shifted to the congested zone; among them, black and indigo zones experience

maximum packet drops (8 each) followed by red and blue zones (6 each). Rest of

the zones are not congested as they drop negligible amount of packets. No token

is placed in SUSPICIOUS_NODE, so no malicious activity is identified within the

network. The final marking after the simulation is Mf = [0, 54, 9, 36, 0].

Case 3: Modeling Attack—Next we have launched malicious activity by adding

intruder. The partial model for the same has been designed which cannot be shown

here due to lack of space. To do the same, we have increased the probability of packet

dropping by the transition named intruder. The intruder launching DoS attacks by

dropping packets. The probability used for dropping packets by the intruder is 0.33.

We have included a place called INTRUDER to our CPN model as an extension

and then checked the performance of the model in the presence of the intruder. We

have simulated this scenario for the same 99 packets, and the results show that out

of 99, again 42 get delivered, while 2 packets shifted to the place VALID_NODE,

thus representing valid drop, whereas rest 30 packets shifted to the place named

SUSPECIOUS_List, and corresponding 2 tokens placed to SUSPICIOUS_NODE,

signifies corresponding nodes responsible for malicious activity much to our expec-

tations. Also, 25 packets placed at the CONGESTION place. This indicates that with

high attack probability, chances of network congestion increase. The final marking

after the simulation is Mf = [0, 42, 2, 25, 30].

Case 4: Modeling Both Congestion and Attack—Finally, the model has been sim-

ulated in the presence of both congestion and malicious activity. For no-attack sce-

nario, the probability for generating false packets by the intruder was 0.01. For these

cases (cases 1 and 2), there was no packet drops by the intruder. But when the attack

took place (cases 2 and 4), the probability of dropping packet is 0.33 for both conges-

tion and packet drop probability. So, in the presence of both congestion and attack,

out of 99, 27 packets gets undropped, 32 packets dropped because of congestion,

and 37 packets got marked as a reason for suspicious activity, while rest 3 packets

dropped as a valid drop. Final marking after simulation of case 4 is Mf = [0, 37, 3,

32, 27].

6 Performance Analysis

We have generated full state space along with the corresponding reachability graph

for our model. The state-space statistics gives reachability graph with 1099 nodes

and 2314 arcs, therefore ensuring the finiteness of our model. No packets in the place

named CONGESTION as well as SUSPECIOUS_NODE along with the generation

of full state space for no-congestion, no-attack scenario (case 1) signify the expected

outcome after finite number of execution steps proves the functional correctness of

the model. There is a list of dead marking investigated with query tool to ensure that

those are for the final model output states only. Other properties generated from the

state-space report like no-dead transition instances, no-live transition instances, and
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no-infinite occurrence sequence clarify that the proposed model has finite occurrence

sequence to reach to the o/p state, and thus, it is a terminating model. Simulation

result of case 1 shows that the model takes 1217 steps to complete the execution for

99 packets and reaches its final expected state.

No-dead transition signifies the absence of deadlock. With the help of the query,

it has been detected that the list of generated dead markings represents the expected

model behavior. The 11 dead markings [815,579, 532, 284, 1085,...] signify our

expected output states only; i.e., tokens are in either RECEIVER, VALID_DROP,

CONGESTION, SUSPECIOUS_NODE. This justifies correctness of our model.

Event packets generated by source nodes and transmitted through a set of intermedi-

ate nodes are either delivered to the destination or dropped with all possible sequence

of events. No unexpected behavior is identified.

All places of the proposed model have an upper bound N that holds for all reach-

able marking and are called N-safe model. Here, N is the total number of tokens

generated by sender nodes of the network. Once bounded, it can generate the full

state space of the model and thus it ensures the proof of correctness. Live signifies

each reachable marking enables occurrence sequences containing all transitions. In

context of our model, here no-live transition instances justified the system behavior,

all packets reached to its destination or dropped signify that the system has reached

its final reachable marking Mf= [0, 98, 1, 0, 0], and thus, no transition is enabled at

that point. Fairness properties are only relevant if there are infinite firing sequences

(IFS), otherwise CPN Tools report: “no-infinite occurrence sequences.” No-infinite

occurrence sequence, i.e., cycles in a state space that once entered can never be left,

and within which no progress is made with respect to the purpose of the system

(Table 1).

7 Conclusion

The main focus of our work is to figure out the inherent cause of packet drop within

the network out of many possible reasons as discussed in the literature. Hence, the

result is getting a clear direction to resolve the problem. The beauty of our model is

Table 1 Packet drop statistics for all four cases for 99 packets

Cases Drop Prob

for

congestion

Drop prob

for intruder

No of valid

drop

Received

packet

Drop due to

congestion

Drop by the

suspicious

node

Case 1 0.002 0.01 02 97 0 0

Case 2 0.33 0.01 09 54 36 0

Case 3 0.002 0.3 07 74 0 18

Case 4 0.33 0.3 03 37 32 27
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that we can have a detailed insight of packet drops, i.e., percentage of drop, the cause

behind the same (due to congestion and/or malicious activity), and also the affected

network zone(s). This can be done by examining only two places of our proposed

model named CONGESTION and SUSPECIOUS_NODE by exploiting the prop-

erty of Colored Petri Net. Another major advantage is that any standard prevention

mechanism can act locally to repair the damage. Once the node and its zone infor-

mation are available, the recovery mechanism can act locally. Our proposed method

definitely made the process easy as the affected zone would be declared by the model,

and therefore, the correction mechanism could only focus on the affected zone rather

than the taking entire network in its consideration. We would also like to come up

with different repair models for the same which would be able to work reactively

depending on our current model outcome as future work.
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Hole Detection in Wireless Sensor
Network: A Review

Smita Das and Mrinal Kanti DebBarma

Abstract Nowadays wireless sensor networks (WSNs) have massive relevance
from environmental observation to endangered species recovery, habitat monitoring
to home automation, waste management to wine production, medical science to
military applications. While organizing the sensor nodes in a WSN, covering the
area-to-be-monitored is a tricky job and this quality is compromised in the presence
of holes. Hole may be defined as an area in WSN around which a sensor is
incapable of sensing or transmitting data. As holes can cause permanent or tem-
porary interruption in sensing or in communicating task, therefore detection of
holes in a coverage area is an essential job. In this paper, a detail literature review is
done on hole detection, categorization, characteristics, and their effect on sensor
network’s performance on the basis of the most recent literature.

Keywords Wireless sensor networks ⋅ Sensor nodes ⋅ Coverage
Hole detection ⋅ Hole healing ⋅ Boundary detection

1 Introduction

In recent years, microelectromechanical systems (MEMS) technology and wireless
communication technology together have drawn global attention due to the
invention of tiny, economical wireless sensor nodes. These nodes are well orga-
nized to sense, evaluate, and collect data from a particular environment, although
they have limited amount of power, processing speed, and memory. From
mid-1990s exploration in the field of WSN started and among all the research
topics, coverage has got the highest preference since last few years. Coverage
quantifies how well an area is sensed by the nodes they are deployed into. In the
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coverage problem, each sensor has to wrap up some subregion and summing up
these entire covered subregions one can have a totally covered region in the WSN.
Therefore, it is clear that the random deployment of the sensors in the target area
cannot promise an optimal solution at the very first attempt. While discussing the
deployment strategies, it is assumed that the sensing field will entirely be covered
with sensors. But if we see practically just like Fig. 1, there may be several cov-
erage holes, which are the areas not being covered by any sensor. These coverage
holes may be created due to several reasons, for example, when sensors are thrown
into a battlefield through some in-flight arrangements, the node deployment
becomes random in nature as well as unstructured. Therefore, a few gaps may be
created unintentionally in the sensing field which results hole in the coverage area.
As a result, a few nodes might fail to sense data or communicate with other nodes
and finally performance of sensor network may degrade. The rest of the paper is
organized as follows: In Sect. 2, we have identified a few reasons behind the
creation of holes and discussed why hole detection is important. In Sect. 3, we
discussed the categorization of various types of holes found in sensor network. In
Sect. 4, there is an elaborate description about hole detection and healing algo-
rithms, especially on coverage hole detection, with respect to various recent liter-
atures. Summarizations of different algorithms are done in Sect. 5. And finally, we
have concluded in Sect. 6.

2 Overview of Hole

The prime job of a sensor node is to sense and communicate with other nodes in the
network, but when a sensor fails to do so in an area, then that area in the network
produces a hole. There are several causes [1] behind the creation of holes, such as:

• Drainage of power—a sensor node is meaningless without its power source. If
the power source is over-used for sensing or communication purpose, then the

Fig. 1 Coverage hole
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node will run out of power and hence causing a hole in the network. Generally,
coverage and routing holes are created due to power exhaustion.

• Adverse environment—an adverse environment (e.g., fire in forest) can destroy
the nodes and hole may be created in the network. Routing holes are created
under such condition.

• Incorrect design—while designing the network, if there is some ambiguity in the
topology, then it will lead to the formation of the coverage hole.

• Obstacle—due to some obstacle in the sensing field routing or jamming holes
can be formed.

• Node replacement—in place of a faulty node, if a new node is placed, then the
route for communication may change which results in routing hole in the
network.

Holes are the reason behind the performance deterioration of sensor network. If
there is some hole in the network, then communication becomes weak between the
nodes due to the fact that, sensed data is routed along the boundary of the hole
repeatedly. Therefore, detection of holes is very essential as follows:

• Identifies whether a node is fully operational or not.
• Guarantees elongated network lifetime.
• Provides sufficient quality of service in network coverage by identifying whe-

ther each point in sensing field has the compulsory quantity of coverage or not.
• With the help of hole detection, we can assess whether extra nodes are required

in the region of interest (ROI) or not which results speedy covering the holes.
• Detection of holes prevents data loss in the network. Also, it helps to identify

any substitute communication passage to normalize flow of data.

3 Category of Holes in WSN

In 2005, Ahmed et al. [2] have classified network holes in the following four
categories: Coverage holes (shown in Fig. 1) [3] are produced due to random
deployment of nodes, drainage of battery and faulty network topology. Routing
holes (shown in Fig. 2—i) [4] occur due to adverse environmental conditions,
obstacle present in the sensing field or replacement of an old node with a new one.
If the radio frequency used for communication between sensor nodes is blocked by
a jammer with some high-frequency signals then Jamming holes (shown in Fig. 2—
iv, v and vi) arise [5]. This jamming can be either intentional or unintentional. The
last category (shown in Fig. 2—ii and iii) [6, 7] of hole defined by Ahmed et al. is
the Sink/black holes/Wormholes. Denial of service attacks can originate Sink/black
holes [8]. In this case, an alternate route suggestion toward sink is provided by an
opponent to mislead the neighboring nodes. Wormhole [9] is also initiated through
denial of service that comes under malicious holes category.
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In 2013, Jabeur et al. [10] introduced PLMS (physical/logical/malicious/
semantic), a cause-based taxonomy. Physical holes occur due to the limited
capacity of processing, overuse of energy or inappropriate sensor nodes. Coverage
holes and Routing holes fall into this category. Cluster-based approach, where a
sensor node cannot be sustained from its neighboring nodes, initiates Logical holes.
Jamming hole, sinkhole, and wormhole belong from the category of Malicious
holes and they can occur when a few sensors in the network behaves abnormally.
Semantic holes are caused due to processing and routing of data. The authors in [7]
also suggested that further categorization of holes can be done on the basis of
mobility (static or moving), lifetime (temporary or permanent), purpose (intentional
or accidental), and affected function (functional or non-functional).

4 Algorithms for Hole Detection

In this section, we are going to discuss various hole detection algorithms, partic-
ularly, coverage hole detection, as numerous works are done on this topic. In 2005,
Ghrist and Muhammad [11] have proposed a centralized algorithm that detects
holes via homology without prior knowledge of sensor locations. This algorithm
detects only single-level coverage holes but unable to detect boundary holes. In
2008, Li and Hunter [12] proposed one distributed algorithm named 3MeSH
(Triangle Mesh Self-Healing) that detects the existence of holes and also recover
them. This static approach can recover large holes produced by accidental node
failure or topology changes in networks. Recovery of trivial holes is also possible

Fig. 2 Different types of holes in sensor network (i) Routing Holes: GPSR—Greedy Perimeter
Stateless Routing for WSN (ii) Black Hole attack problem (iii) Wormhole attack to location and
neighbor discovery (iv), (v), and (vi) Jamming Holes: Overview of Collaborative mapping of
nodes in a jammed region in the network
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depending upon the availability of node location information and the distances
between nodes. Kanno et al. [13] in 2009 proposed a distributed method that
determines the number of holes along with their location in a non-planar sensor
network with a given communication graph. From this non-planar graph, a planar
graph is obtained and further divided into subgraphs with the help of ‘partition
network’ algorithm. If a subgraph contains no holes, it is eliminated from the list;
otherwise, graph is further divided into subgraphs until the holes are adequately
bounded. In 2010, Yang and Fei [14] proposed a hole detection and adaptive
geographical routing (HDAR) algorithm to detect holes and to deal with local
minimum problem. If the angle between two adjacent edges of a node is greater
than 120°, then hole detection algorithm is initiated. If for some node the value of
hole detection ratio is greater than a pre-defined threshold, then it is on the
boundary. Yan et al. [15] in 2011 used the concepts of Rips complex and Cech
complex to discover coverage holes and classify coverage holes to be triangular or
non-triangular. This is based on topological approach. A distributed algorithm with
only connectivity information was proposed for non-triangular holes detection. In
2012, Zeadally et al. [16] proposed a hop-based approach to find holes in sensor
networks. There are three phases, namely information collection phase, path con-
struction phase, and finally path checking phase. If the communication path of
x-hop neighbors of a node is broken, then it is boundary node. Algorithm works for
a node of degree of 7 or higher. Senouci et al. [17], in 2013, proposed a hole
detection and healing (HEAL) algorithm. This allows a local healing using hole
detection Algorithm (HDA) for detecting the holes and another boundary detection
algorithm (BDA) is proposed to identify the boundary holes within the RoI.
Moreover, they have used a virtual force-based hole healing algorithm. This
algorithm relocates only the adequate nodes within the shortest range.

In the most recent literatures, Ghosh et al. [18] in 2014 has proposed two novel
distributed algorithms as DVHD (distance vector hole determination) and GCHD
(Gaussian curvature-based hole determination). DVHD uses Bellman–Ford algo-
rithm to calculate the shortest distance path between a pair of nodes in a weighted
Delaunay graph. If the distance is less than k, which is a constant greater than
number of nodes in the graph, the nodes are treated to be in the same boundary.
Otherwise, nodes are in different boundaries and thus resulting holes. GCHD uses
Gauss–Bonnet theorem to calculate the distributed curvature to detect the no. of
holes.

Li and Zhang [19] in 2015 proposed a novel algorithm to detect coverage holes
using ‘empty circle property’ by forming Delaunay triangulation of the network. If
empty circle radius Rc is greater than sensing radius Rs, there exists some hole. The
holes are further clustered by connecting the center of empty circles of each
Delaunay triangle with its neighbor by a line segment.

In 2016, Zhao et al. [20] proposed an algorithm which has two phases namely:
distributed sector cover scanning (DSCS), that is, used to identify the nodes on hole
borders and the outer boundary of WSN and directional walk (DW) that can locate
the coverage holes based on the boundary nodes identified with DSCS.
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Sahoo et al. [21] in 2016 proposed a distributed coverage hole detection
(DCHD) algorithm to detect the bounded or non-bounded coverage holes in the
sensor network. This method uses critical intersection point (CIP) to resolve the
faults of the perimeter-based coverage hole detection by reducing the time com-
plexity of coverage hole detection. At first, each sensor finds out its CIP set and
then verifies if any point belongs to a covered points (CP) set or not. Finally, each
sensor in the clock-wise direction collaborates with its one-hop neighbors and
unites to its CIP to detect the occurrence of a coverage hole.

Again in 2016, Beghdad and Lamraoui [22] proposed an algorithm is based on
connected independent sets (BDCIS) and is divided into three steps. At first, each
node collects connectivity information by sending and receiving messages toward
its neighbors and constructs its one-hop neighbors’ graph only. In the second step,
independent sets (IS) of cardinality α are established with the help of the minimum
or maximum id in the graph Gi, which will be the first element of the IS1. Then by
removing all the neighbors of this node from Gi, another node having the minimum
id among the remaining nodes is chosen and this process continues to build all other
possible ISs. Finally, the independent sets are connected in order to search for the
closed path to detect holes based on some rules.

In 2017, Amgoth and Jana [23] proposed an algorithm having two phases
namely: coverage hole detection (CHD) and coverage restoration (CR). In CHD,
each sensor node separately detects hole by updating certain information with its
neighbor nodes. For this information update, a sensor node searches for cells with
their coordinates inside its sensing range and then covering the maximum sensing
range R*. For CR, a sensor node with comparatively high residual energy is given
priority to cover up the hole closer to it by increasing its sensing range up to a
maximum limit.

5 Summarization

In the previous section, we have done an extensive review of the most recent
literature on coverage hole. In this section, we are going to summarize the literature
in a tabular format for the interest of the research community. In Table 1, the final
summarization is provided which is primarily carried out with the Distributed
Algorithm. Only [11] is from centralized type of algorithm. From this, we can
suggest that distributed algorithms for coverage hole detection are much more
efficient than centralized one.

Also, we have found that maximum of these algorithms follows computational
geometry-based approach and topology-based approach. A few also follow other
approaches like virtual force based, perimeter based, or mathematical model based.
Hence, computational geometry-based approach or graph-based approach may be
treated to be the best approach to use for algorithm design. In the table, we have put
the algorithms in chronological order according to their year of publishing. Besides
that, from all algorithms we have taken a few fields, given in the table, to highlight
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each algorithm more specifically. The fields are chosen as follows: if any pre-
requisites or criteria are required before applying the algorithm, the main charac-
teristics, i.e., the key features of each algorithm, the level of detection of hole and its
type, if there is any disadvantage of the given algorithm and finally the simulator
required to test the effectiveness of the algorithm. On the basis of these fields, we
can have the observation that node location information and connectivity infor-
mation are two most important prerequisites for algorithm. Also, we have noticed
that most of the algorithms face the drawback of failure of detection of holes that
fall in boundary locations. Therefore, further research can be done on detection of
holes which fall in boundary location. Finally, we can conclude this summarization
saying that till date MATLAB may be the best simulator to be used to test the
proposed coverage hole detection algorithm.

6 Conclusion

Unlike other networks, WSN is very much application specific and for supporting
those multidisciplinary applications, deployment of the nodes should explicitly be
defined. While designing the coverage of the sensing field, quality can be jeopar-
dized at the occurrence of hole. Hence, in this paper, we have wrapped up different
types of holes and their characteristics, cause of creation of particular hole and
reason behind their detection. Among different types of network holes, coverage
holes are treated to be the most important to detect, as they play a key position in
QoS assurance in WSN. Also, we have shown an elaborate review with respect to
the extremely recent literature of coverage hole detection in wireless sensor net-
work. In addition to that, we have reviewed special issues from the available
coverage hole detection algorithms from different angles like approach, features,
prerequisites, types of algorithm.
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A Two-Tailed Chain Topology in Wireless
Sensor Networks for Efficient Monitoring
of Food Grain Storage

Alekha Kumar Mishra, Arun Kumar, Asis Kumar Tripathy
and Tapan Kumar Das

Abstract With 17.5% of world population, food safety and security is of primary

concern in India. Despite increase in food grain production in last decade, there is

heavy loss of food grains during transit and storage. This is due to lack of adequate

infrastructures and technologies to monitor adverse environmental conditions that

result in storage losses. In this paper, we propose a topology for wireless sensor

networks called two-tailed chain topology that is suitable for efficiently monitoring

of environmental factors in food grain depots. The proposed topology is designed by

considering all infrastructure constraints of a food grain depot. Results show that the

proposed topology is better than traditional topologies in terms of detection accuracy

and coverage.

Keywords Food grain monitoring ⋅ Environmental factors ⋅ Wireless sensor

networks ⋅ WSN topology ⋅ Two-tailed chain

1 Introduction

Wireless sensor networks (WSNs) have been proved to be the most effective tech-

nology for monitoring and data acquisition in a wide range of applications [1]. Food

security is one of the primary concerns in populated country like India. More than

20% of the food grains are wasted in storage due to lack of proper monitoring and

controlled infrastructure. The environmental factors such as temperature, amount

of moisture, and light of a food grain storage influence the lifetime of food grains
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[2, 3]. Traditional or manual depot monitoring process has the disadvantage of lim-

ited reachability to the food grains in the depot. WSNs play a significant role in mon-

itoring and controlling of environmental factors in various applications [4]. WSNs

can be deployed with various topologies such as mesh, grid, cluster to monitor the

environmental factors [5]. However, these topologies are not efficient for monitor-

ing in food grain storages due to various accessibility and structural constraints. In

this paper, we propose a topology for WSNs that is suitable for efficient monitor-

ing of environmental factors in a food grain depot. Directional antennas are used

in sensors instead of omnidirectional antenna to improve the reachability of the pro-

posed topology. The proposed topology is designed by considering food grain storage

infrastructure and accessibility constraints. It is observed from the result that the pro-

posed topology is efficient compared to traditional topologies in terms of detection

accuracy and coverage.

2 Survey of WSN Topologies

This section provides a quick overview of various topologies commonly used in

WSN. A WSN topology must address the issues such as coverage, connectivity,

energy consumption [6]. The star topology is the simplest and efficient for small

networks. It is a single-hop system, where all sensor communicate directly. The over-

all power consumption is lower in star topology compared to others. However, the

communication range of the network is limited. In a network of tree topology, the

base station (BS) acts as the root. The BS is connected with relay nodes situated at

more than one level down from the BS in the tree hierarchy. The tree topology may

reduce power consumption of the network and can easily extend the network com-

munication range. However, in tree topology, it is required that all nodes are time

synchronized [5].

In mesh topology, each node is connected to all the nodes within its communica-

tion range. It commonly adopts multi-hop communication to send sensed data to the

BS. A mesh network is highly fault tolerant because of having multiple paths to the

BS or to other nodes. Grid-based network divides a network into a rectangular grid,

where sensors are deployed at grid points [7]. Since, ideal placement strategy such as

grid cannot be achieved in practice, sometimes a number of nodes instead of one are

placed on a square grid within a unit area. Cluster-based topology divides the entire

network into number of clusters [8, 9]. A cluster consists of a set of nodes, where a

node is designated as cluster head (CH). The nodes other than CH are responsible

for sensing data and sent to the CH. The CH coordinates the cluster, collects sensed

data from all members, and sends it to the BS. It is reported that inter-cluster com-

munication via bridge nodes (non-CH nodes) consumes lesser energy than direct

communication between cluster heads. The advantage of cluster-based topology is

it minimizes number of messages sent over the network. Sometimes it is suitable to

use a hybrid topology [8] by combining one or more previously discussed topolo-

gies. Clustering tree forms a hierarchical structure among the clusters formed in the
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network [10]. To minimize energy consumption of a CH, a number of non-CH nodes

are selected as the relay node to share the load of CHs. Therefore, clustering-tree

topology achieves better network lifetime. A star-mesh topology has the simplicity

and low-power feature of star topology and the extendibility of mesh network. In

a clustered mesh topology, deployment region is divided it into rectangular cells of

equal size [7]. Each of this cell is considered as a cluster. An inter-CH mesh is formed

among all the CHs of the network to forward sensed data.

3 Issues in Food Grain Depots

The foremost issue is the lack of improper infrastructure with the farmers. Since

most of the regions of food generation in India are humid (70–98%), the traditional

storage methods cannot preserve the quality of the primary food grains such as wheat

and rice throughout the year. The second issue is the lack of technology and facilities

to monitor environmental factors such as temperature, moisture, humidity, light that

highly affect the quality of food grains stored in large depots [2, 3]. The third and

most important issue is the irregularities in manual inspection to be performed by

officials to check and monitor the quality of food grains. The above-mentioned issues

result in wastage of food grains during storage. Therefore, an automated and efficient

monitoring system is required to keep track of quality of food grain in the depots to

reduce the wastage.

A WSN is a desirable technology for this kind of applications. The most important

step in establishing a WSN infrastructure is the designing of topology for the given

application. To design or select a suitable and efficient WSN topology for a given

application, it is required to understand the characteristics of its infrastructure. The

standards regarding food grain depots that are followed by major food corporations

such as Food Corporation of India (FCI) is enlisted in the following subsections.

3.1 Infrastructure Details of Food Grain Depot

The general structure of the depots is doom in shape. The standard specifications of

the conventional type of depots are as follows:

∙ Area of the depot (center to center) = 125.55 m× 21.80 m.

∙ Area of the depot (outside to outside) = 126.01 m× 22.26 m.

∙ Depot height = 5.5–6.25 m.

∙ No. of compartments in 5000 Metric Ton depot = 3.

∙ Length of each compartment = 41.85m.

∙ Capacity of one compartment = 1670 M.T.

∙ No. of stacks in each compartment = 12.

∙ Size of stacks = 6.10 m× 9.15 m.
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∙ No of ventilators used = approx. 130 (on the top and bottom side of long walls).

∙ Area requirement for 5,000 M.T. capacity = 2.98 Acres (approx.).

∙ Area requirement for 10,000 M.T. capacity = 4.70 Acres.

∙ Moisture content range for rice: 12.2–13.8%

∙ Moisture content range for wheat: 12.8–13.9%

Galvanized Iron Corrugated (GIC) silos are suitable for storage of food grains

throughout the year [11]. However, GIC silos are expensive compared to standard

grain depot. Cover and plinth (CAP) storages are commonly practiced by the farmers

to store the food grain in addition to depot storage. The Fig. 1 shows a standard food

grain depot structure from inside.

4 Suitability of Existing Topologies

In this section, we discuss the feasibility of commonly practiced topology of WSN

for food grain depot. A typical large-scale WSN consists of one or more sinks (or

BSs), and tens to thousands of sensor nodes that organized themselves into a multi-

hop wireless network deployed over a geographical region of interest. It is clear from

Fig. 1 that it is impossible to deploy sensor nodes in the middle of the depot due to

vehicle and personnel movement. According to the practice of officials, it would hin-

der the process of bulk loading and unloading of food grain, if sensors are deployed

in between the food grain bags. Due to lack of support of pillars inside the depots

area where sensor nodes could be fixed, only option left is to deploy the sensors on

the inside wall of the depot.

Based on the above deployment constraints, existing topologies such as star, tree,

mesh, grid-based, and cluster-based are unsuitable for this infrastructure. This is

because, in these topologies, the nodes are deployed inside the region of interest. It is

reported in the literature [12] that above topologies assume that the omnidirectional

(a) Depot without food grains bags (b) Depot with food grains bags

Fig. 1 Internal structure of food grain depot in FCIs
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antennas are used for communication. It is also reported that directional antennas are

more suitable for indoor applications compared to omnidirectional antennas. Using

star topology for food grain depot, we cannot guarantee that the gateway node lies

in the communication range of sensing nodes. Since cluster-based topology assumes

that sensors are deployed densely near the region of interest, it difficult to use this

topology for food grain depot. Grid-based topology is suitable up to some extent

provided that the inside wall of the depot is considered as the deployment plane of the

grid. However, the grid-based topology uses sensors with omnidirectional antenna,

which limits the sensing range to few meters near the wall. The tree topology is

unsuitable because the sensors may require more number of relaying node due to

above infrastructure constraint. In this paper, we propose a two-tailed chain topology

suitable for food grain depot. The following sections discuss the proposed topology

in detail.

5 Proposed Work

The two-tailed chain topology consists of a sequence of sensors that are linked with

each other in the form of a chain. The sensors are equipped with directional antenna

instead of omnidirectional antenna for communication. The range for reliable com-

munication is considered within 40 m. In this topology, sensors are deployed on the

inside wall of the depot. The sensors present at the end of the chain are called tail

of the chain. The sensor present at the top of the chain is called head of the chain.

In addition, one special relaying node is associated with the chain of sensors. The

job of the relaying node is to collect and forward the data from head node to the BS.

It is assumed that the relaying node is present in the communication range of the

BS. The direction of the communication antenna of each sensor is faced toward the

geographical location of head node as shown in the figure.

5.1 Energy-Efficient Data Collection Mechanism

In each round of data collection, the tail initiates the data collection process. The tail

node sends its data to the next node toward the head of the chain. Each intermediate

node in the chain receives the data from a node from tail end, aggregates its data

with the received value, and forward to a node in the chain toward head node. Each

node waits for data from the lower end for a specific period of time. If data is not

received within a given time due to failure, the node sends an additional failure status

bit along with failed node ID with its data to the node in the chain toward head node.

Once the aggregated data reaches the head node, it is forward to BS via the relay

node.
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6 Analysis

In this section, we analyze the efficiency of the proposed topology for food grain

depot compared to existing ones in WSN.

6.1 Number of Sensor Nodes Required

The proposed topology requires minimum number of sensors to collect the environ-

mental data compared to existing ones. This is because, in this topology the sensors

are deployed in the form of a chain on the inside wall of the depot. The topologies

such as star, tree, cluster-based required that the sensors to be deployed inside the

region which is quite difficult in a food grain depot. Even if it would be possible

to deploy inside the region, these topologies may require more number of sensor

nodes for communication because most of the time the region of interest is occupied

by grain bags. Therefore, sensors with omnidirectional antenna would hardly get a

clear line of sight for communication. Due to data communication across the chain

of sensors using directional antenna, the proposed topology is able to achieve clear

range of communication using lesser number of nodes which can be depicted from

Fig. 2.

6.2 Energy Consumption

The data communication mechanism in the proposed topology uses aggregation at

each intermediate node, which reduces the overhead of the head node to transmit all

data messages to the BS. In each round, a single-aggregated data message is sent

to BS by the head via relay node. Therefore, none of the nodes in the network is

overloaded by the task of transmitting higher number of messages.

6.3 Node Failure

Upon failure of a node, it is informed to the BS via a failure status bit and node ID by

its predecessor in the chain. However, connectivity may be retained by reorganization

of the nodes in the network, only if the coverage of nodes across the chain is greater

or equal to two. The increasing the node coverage would also increase the number

of nodes in the network. Therefore, a trade-off between size of the network and node

coverage is required to be considered during implementation.
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head node

sensing nodes

Relaying node

Tail node

6 meters

126 meters

22 meters

Tail node

(a) The two-tailed chain topology

head node

sensing
nodes

Relaying node

Tail node

22 meters

Tail node

(b) Communication range of sensors
with directional antenna

(c) Sensing range of the sensors

Fig. 2 Proposed two-tailed chain topology

7 Simulation and Results

The performance of proposed topology is verified for food grain depot environment

using simulation. The parameters considered are detection accuracy and energy con-

sumption. The moisture and temperature are varied in the simulation via physical

process modules. The existing mesh and cluster-based topology are simulated by

overriding deployment constraints.

The comparison of detection accuracy versus number of nodes deployed is shown

in Fig. 3a. It is observed that the proposed topology is able to detect almost all envi-

ronmental parameter variations with lesser number of nodes compared to mesh and

cluster-based topology. This is because of the chain topology that is successfully

able to sense data at various locations inside the food grain depot. The comparison

of energy consumption versus number of rounds is shown in Fig. 3b. It is observed

from the result that the energy consumption per node in each round is almost remains

constant. The energy consumption in the proposed topology is marginally lesser than
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Fig. 3 Simulation results

mesh and cluster-based due to data transmission across the direction of the chain.

Additional energy consumption in cluster-based topology is due to additional mes-

sage exchange between the nodes other than data transmission.

8 Conclusion

In this paper, we proposed a two-tailed chain topology using WSN that is suitable

for monitoring environmental parameters in food grain depot. The proposed topology

takes the infrastructure and network deployment constraints into consideration. The

sensors are deployed in the form of two-tailed chain on the sidewall of the grain

depot. The directional antenna is used communication among the nodes inside the

food grain depot to achieve clear line of sight among the sensors. The simulation

result shows that the proposed strategy is able to achieve accurate detection with

lesser number of nodes compared to mesh and cluster-based topology.
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Designing an Adaptive Vehicular
Density-Based Traffic Signal Controlling
System

Monika J. Deshmukh and Chirag N. Modi

Abstract This paper proposes an approach for solving vehicular traffic congestion
problem by automating a traffic signal based on traffic density. It avoids traffic jams
in complex environmental conditions such as sunny, rainy, cloudy days, sunrise,
sunset, or nighttime. We design a control algorithm for complex environmental
conditions, which can automate a traffic signal with minimal computation cost and
maximum accuracy. It uses dark channel prior approach to remove the impact of
weather and light, followed by foreground extraction with the help of Gaussian
mixture model. Based on the extracted foreground, threshold-based control
algorithm diverts the traffic.

Keywords Computer vision ⋅ Intelligent systems ⋅ Traffic control system
Vehicle detection ⋅ Background subtraction

1 Introduction

Due to the ever-increasing traffic demands, road transportation faces the problem of
traffic congestion. This results in loss of travel time and costs huge societal and
economical loss. Nowadays, smart and effective road traffic control systems have
become a major focus. There are different approaches for adaptive traffic light
control which have been investigated. Statistics shows that with adaptive traffic
control systems (ATCSs), traffic congestions and the degree of air pollution can be
greatly reduced. Intrusive methods [1] with devices such as bending plate, pneu-
matic road tube, piezoelectric circuits, and inductive loops are having limitations
such as requirement of road excavation, high installation and maintenance cost,
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large calibration, pneumatic road tube, low performance and cannot do lane
monitoring. To address these problems, we propose a design of traffic signaling
system which overcomes the traffic jams and reduces the waiting time at road
intersections. It uses dark channel prior (DCP) approach [2] to remove haze and
noise present in the video. To improve the video quality in nighttime, an improved
DCP algorithm [1] is used. For foreground detection, the Gaussian mixture model
(GMM) [3] is used. For control algorithm, threshold-based progressive area
expanding approach is proposed, which makes decision of green time based on area
covered by vehicles.

The rest of this paper is organized as follows: Sect. 2 discusses existing
approaches in the area of vehicular traffic monitoring. Section 3 presents the pro-
posed design of density-based adaptive traffic signal controlling system in detail.
Finally, Sect. 4 concludes our research work followed by references.

2 Existing Traffic Monitoring and Signal Processing
Systems

The existing approaches can be classified into sensor based and vision based. The
Sydney Coordinated Adaptive Traffic System [4, 5] is deployed using inductive
loops beneath the road. Split Cycle Offset Optimization Technique [4] is based on a
centralized architecture and scheduling algorithm. Predefined detection points are
installed on the road. It requires high cost of maintenance. Schutter [6] has derived
an approximate model which describes lengths of queues as a continuous time
function. Here, optimization is used over a fixed number of switch-overs of lights.
Tubaishat et al. [7] have proposed a three-tier architecture based on wireless sensor
network which collects data using sensor network. It is deployed in and outside of
road on every intersection. Mirchandani et al. [8] have proposed an architecture
which calculates the flow of traffic and optimally controls the flow. Wenjie et al. [9]
have designed a wireless sensor network-based method for dynamic vehicle
detection and traffic signal controlling system. The sensor-based technologies have
high maintenance and installation cost. In contrast to this, the vision-based systems
collect useful information regarding the traffic.

InSync [4] traffic monitoring system uses camera as a data collector, which
measures the traffic flow as well as allows the live monitoring through the Internet.
It is based on finite-state machine in which detection zone is divided into segments
and a number of vehicles and waiting time is calculated. Wu et al. [8] have used
histogram extension (HE) for lightning condition and gray-level differential value
method for extracting moving objects. Tian et al. [10] have used virtual line-based
sensors to detect the vehicles. Sabri et al. [11] have presented a method for real-time
detection and tracking of moving targets. Siyal et al. [12] have proposed a method
to extract accurate vehicle queue parameters using image processing and neural
networks. Harini et al. [13] have used blob tracking algorithm with Kalman filter.
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It uses GMM as a segmenting algorithm. Zhang et al. [14] have proposed a
vision-based vehicle queue detection method which uses segment-based architec-
ture. It uses edge detection and binary thresholding technique.

3 Proposed Approach

The objective of this paper is to design an automated traffic controlling system
which can accept a real-time data from the cameras installed on road intersections
and can calculate an area covered by vehicles with their waiting time for each route.
Based on these parameters, it should prioritize the green time allocation to give
sequence of traffic signals optimally. To achieve above objectives, we use dark
channel prior (DCP) dehazing approach [1, 2] and background subtraction with
GMM [3].

As shown in Fig. 1, a generalized model consists of three modules, viz. data
collector (e.g., cameras), controller, and centralized server. Cameras collect the
data about road traffic. Controller acts as processing infrastructure. Controller
dynamically decides timing and sends it to a signal controller based on the cal-
culated density. Centralized server collects data from controller, removes noise, and
extracts foreground. It depends on density of objects and gives the results to
controller.

The proposed approach uses progressive area expanding approach in which the
initial area is considered from stop line of each road. It then defines regions of
interest (ROIs), which are limited to the road surface only. The initial ROI is
approximately equal to 15 s of green signal time (refer Fig. 2). When an area
occupied by vehicles is more than threshold, i.e., 75%, it increases the ROI
approximately by a vehicle size and repeats until defined threshold is satisfied,
which depends on traffic conditions, timing on a particular intersection (refer
Figs. 3, 4, 5, and 6).

The proposed approach is divided into three modules, viz. video preprocessing,
object detection, and control algorithm.

Fig. 1 Generalized system
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Fig. 2 Initial ROI defined

Fig. 3 Vehicles in initial
ROI

Fig. 4 Extracted foreground
from ROI
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3.1 Video Preprocessing

As shown in Fig. 7, the video captured from four roadside cameras is converted
into frames, i.e., 10fps. After conversion into frames and by checking the pixel
value, the images are classified as either daytime or nighttime image based on the
mean of intensities of each pixel in the image. If mean of pixels is greater than
threshold, then it is considered as a daytime; otherwise, it is considered as a
nighttime image. Based on this classification, the preprocessing takes place. For
nighttime images, we use an improved DCP [1]; otherwise, it checks the RGB pixel
values. If all RGB values are high and no value tends to zero, then the image is
considered as haze-free image. This image is converted into gray scale and sent to
the object detection. If any value tends to zero that implies haze is present in the

Fig. 5 Expanded ROI

Fig. 6 Extracted foreground
for ROI
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image and processed using DCP haze removal technique [2]. It gives the haze-free
output with initial ROI (refer Fig. 2).

3.2 Object Detection

As shown in Fig. 8, it defines region of interest (ROI) on starting of road for
approximately 15 s. The gray image is fed to GMM for foreground detection.
GMM gives an area occupied by each vehicle. As preprocessing module removes
the effects of environment, it gives good results with less complexity.

3.3 Control Algorithm

It takes the detected foreground as input and calculates an area occupied by vehicle
(refer Fig. 9). If an area occupied is greater than 75%, it increments that area by

Fig. 7 Video preprocessing
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approximate vehicle size and timer by 5 s. The decision about giving priority to
green signal is taken based on the density as well as waiting time. For giving
priorities, it considers the following conditions: The waiting time should not exceed
200 s, and green signal time should not exceed 100 s. When green time is over,
initialize area, priority, and time for corresponding thread and process the other

Fig. 8 Object detection approach

Fig. 9 Control algorithm
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threads in weighted round robin fashion, where weight depends on priority. If the
priority is same, it works as round robin.

4 Conclusions

In this paper, we have designed an automated traffic signal controlling system
which has an affordable installation cost and maintenance. It requires only the live
video feed. It uses dark channel prior for daytime images and an improved DCP for
nighttime images. Thus, it can work in different environmental and lightning
conditions. The traffic diverting at signals is optimized by considering traffic density
and waiting time. The proposed approach offers an efficient and effective traffic
signaling system with an affordable computation cost. Thus, it is very encouraging.
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Moving Object Detection and Tracking
in Traffic Surveillance Video Sequences

Pranjali Gajbhiye, Naveen Cheggoju and Vishal R. Satpute

Abstract In the field of traffic video surveillance systems, multiple object detection
and tracking has a vital role to play. Various algorithms based on image processing
techniques have been used to detect and track objects in video surveillance systems.
So it is required to develop an algorithm which is computationally fast and robust to
noisy environment. In this paper, variance-based method for multiple object
detection and tracking of vehicles in traffic surveillance is proposed and compared
with the existing method. This new method is based on five-frame background
subtraction, five-frame differencing, and variance calculation for object detection
and tracking. To evaluate the proposed method, it is compared with the existing
methods such as standard mean shift method. The experimental results show that
this method gives better accuracy and takes comparable computational time when
compared with mean shift method, which is required in traffic surveillance systems.
The comparative shows that the proposed method gives about 99.57% accuracy in
detection whereas mean shift gives 88.88% accuracy.

Keywords Multiple object tracking ⋅ Background subtraction
Five-frame differencing ⋅ Variance method
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1 Introduction

Moving object detection and tracking in the video sequences is one of the important
works in the field of computer vision. The purpose of moving object detection and
tracking is to check the presence of object and track it in the moving video
sequence. The main part in object tracking is to get the relationship of the object in
consecutive frames. The commonly used methods for tracking are the Gaussian
mixture model (GMM), mean shift method, frame differencing with centroid
method, and the Kalman filter method. There exist a lot of parameters which affect
the detection of moving object such as illumination changes, shadow of moving
objects, background movement, and the movement of camera [1]. The applications
of the object tracking include traffic surveillance, object detection and tracking, face
tracking, object tracking, image recognition, image processing in medical field.

To build a higher level vision-based intelligence system, an accurate and effi-
cient tracking capability is essential. The main objective of object tracking in such
systems is to analyze the object details of the consecutive frames in the video
sequence. When performing the object detection, the main aspects to be considered
are the random motion of the objects in the video sequence and the process of the
video capturing phenomenon. The detection can be very difficult if the motion of
the object is relatively faster than the frame rate. Considering previous work
mentioned in [2], one can say that the object detection and tracking is a difficult
process indulging a lot of problems even for a fixed camera network. These
problems include object segmentation and performance improvements in moving
object tracking. In this paper, the above-mentioned problems are taken into con-
sideration and contributions are made to overcome the problems in object tracking.
One of the important algorithms for tracking object is mean shift. It is an iterative
process to get weighted average value of data points with shifting. This method is
usually used in clustering and computer vision task such as image segmentation and
object tracking [3, 4]. Disadvantages of the mean shift algorithm [5, 6] include
inaccurate false tracking and its non-adaptability to the changes in object size or
shape. Although this method is computationally very efficient, it fails in handling
the occlusions caused by multiple objects.

The main objectives of the paper are as follows:

• To improve the object segmentation algorithm in the video sequence.
• To analyze methods for single and multiple object tracking.

The glimpses of the next sections are as follows: The proposed variance-based
algorithm for multiple object detection and tracking is discussed in detail in Sect. 2.
Experimental results and comparison between mean shift method and the proposed
algorithm are discussed in Sects. 3 and 4 concludes the paper.
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2 Proposed Variance-Based Method for Multiple Object
Detection

In this paper, a new variance-based approach is presented for multiple object
detection. Here, standard five-frame differencing method and five-frame back-
ground subtraction method are used for separating the object from its background.
The resulting frames are further binarized, and morphological operation is used for
removing unwanted pixels and noise from the binarized frames. After binarization,
we are using variance-based approach for moving object detection and tracking.

The flowchart shown in Fig. 2 explains the complete flow of the proposed
algorithm. The video capturing and converting it into grayscale format is the first step
toward video processing. Now to detect the moving pixels from the video frame, we
are using five-frame background subtraction method and frame difference method.
The separate outputs of five-frame difference and background subtraction method are
shown in Figs. 1 and 3 respectively. For getting perfect counter of moving pixels, we
are using ORing operation between these two outputs. Morphological operation is
done for the removal of unwanted noise pixels which came due to illumination
changes or camera motion. At this stage, we are getting perfect binary image (after
applying thresholding). Variance calculation leads to give proper bounding box
around detected moving pixel. Each step is discussed in detail in the next subsections.

2.1 Five-Frame Difference Method

To overcome the disadvantage associated with the two-frame and three-frame
difference [7], we have chosen five-frame difference method which is shown in
Fig. 1. Here, five consecutive frames are taken namely In−1, In, In+1, In+2, and In+3.
Four differential images (IA, IB, IC, and ID) are obtained from In-1 and In, In and In+1,
In+1 and In+2, and In+2 and In+3. The frames IE, IF, and IG are obtained by logical
OR operation between IA and IB, IB and IC, and IC and ID, respectively. The frames
IH and II are obtained by logical OR operation between frames IE and IF, and IF and
IG, respectively. The resultant frame IJ is obtained by logical OR operation between
frames IH and II.

2.2 Five-Frame Background Subtraction Method

Background subtraction is widely used process for moving pixel extraction from
video frames. In background subtraction, the current frame is subtracted from
reference frame (followed by morphological operation) for getting moving pixels.
But for accuracy purpose, here we are using five-frame background subtraction.
Here, five consecutive frames are taken namely In, In+1, In+2, In+3, and In+4
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(where n = 1). Four differential images (IK, IL, IM, and IN) are obtained from In+1
and In, In+2 and In, In+3 and In, and In+4 and In. The frames IO, IP, and IQ are
obtained by logical OR operation between IK and IL, IL and IM, and IM and IN,
respectively. The frames IR and IS are obtained by logical OR operation between
frames IO and IP, and IP and IQ, respectively. The resultant frame IT is obtained by
logical OR operation between frames IR and IS.

2.3 Binarization and Morphological Operation

Binarization is the technique for converting a grayscale image into binary image,
i.e., black and white. For binarization process, a threshold value is needed to be
calculated. Here, a global threshold is calculated which will vary from frame to
frame depending upon the mean (u) and standard deviation (σ). The formula for
calculating threshold (T) is given in (1), (2), and (3), respectively:

(n-1)th

frame In-1

(n+1)th

frame I n+1

(n+3)th

frame In+3

- -

Differential 
Image frame IA

Differential 
image frame 
           IB

OR

Resultant 
frame I E

(n+2)th

frame In+2

- -

 nth frame
   In

Differential 
image frame 
           ID

Differential 
image frame 
           IC

OR OR

Resultant 
frame I F

Resultant 
frame I G

OR OR

Resultant 
frame I H

Resultant 
frame I I

OR

Resultant 
frame IJ

Fig. 1 Schematic diagram of five-frame differencing method
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=
1
r*c

∑
r

i=1
∑
c

j=1
IC i, jð Þ ð1Þ

σ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
r*c

∑
r

i=1
∑
c

j=1
IC i, jð Þ− uð Þ2

s

ð2Þ

T=0.05 * σ ð3Þ

where r is the number of rows and c is the number of columns. To remove small
unwanted pixels and noises from images, morphological operations such as
opening, closing, erosion, dilation, and morphological filters are used.

2.4 Variance Calculation

In this paper, a new variance-based method is used for finding the location of
moving objects. Variance [8] shows the variation in the image intensity in frames,

Fig. 2 Steps of
variance-based algorithm for
multiple object detection
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where nonzero value of variance gives the location of moving object. The calcu-
lation of variance (σ2) is done using (4).

σ2 =
1
n2

∑
m

x− 1
∑
n

y− 1
I2sub x, yð Þ ð4Þ

where Isub is the subimage under consideration and m× n represents the size of the
subimage. Intersection point of row and column which contains maximum variance
in a frame will give the position of moving object, and it is useful in finding and
tracking single object in video frame (shown in Fig. 5). For multiple object
detection, initially width of each object can be found by taking values of variance in
rows represented by starting and ending points of the object (x1, x2). Between these
points, variance of column is calculated which gives the height of the object in the
corresponding width (y1, y2). This process continues till the calculation of variance
is completed for a complete frame. After that windows are formed around the
objects according to the calculated width and height of the corresponding object.
This process is carried out till the end of the video sequence. The process of
application of variance calculation to the frame difference output is shown in Fig. 2,
and the flowchart of the entire process is shown in Fig. 4.
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image frame 
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image frame 
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Resultant 
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Resultant 
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Fig. 3 Schematic diagram of five-frame background subtraction method
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3 Simulation Results and Discussion

The proposed method has been tested on various video databases which are cap-
tured at different locations. A sample database of videos with various sizes and
textures used for testing the algorithm is given in Table 1. The software simulation
tool used for the evaluation of the algorithm is MATLAB which is executed on the
hardware configuration of Intel Core (TM) i7 processor with 3.40 GHz clock fre-
quency and 32 GB of RAM. True–false analysis is carried out on the algorithm to
evaluate its speed and accuracy. From Fig. 6. it is clearly evident that moving object
detection done successfully without noise for the sampled frame.

Morphologically 
operated frames

Bounding 
box around 

objects

Location of 
objects

Calculate variance 
in horizontal 

direction

Calculate variance 
in vertical direction

All objects 
completed ?

Is all video 
frames over?

N

Y

Y

N

Fig. 4 Flowchart of
calculation of variance
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The parameters used for true–false analysis are true positive (TP), true negative
(TN), false positive (FP), and false negative (FN) which are explained in Table 2.
The formulae for accuracy, sensitivity, and specificity are given in Table 3. The
simulation results are presented here in two categories: (i) True–false analysis and
comparisons are given in tabular format, and (ii) the reconstructed images and the
bar chart representation of the simulations are presented.

3.1 True–False Analysis and Algorithm Comparison

The true–false analyses are carried out on the proposed algorithm, and their
percentage-wise statistics are presented in Table 1. In this table, the results for all
videos are not presented due to the space constraint. For example, in Table 1, the

Fig. 5 Location of object
pixels found by variance
method

Fig. 6 Moving object detection. a Original image. b Detected moving pixel background
subtraction (313ed frame). c Five-frame difference moving pixel detection (313ed frame).
d Refined moving pixel detection after morphological operations and ORing between (b) and (c)
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statistics of the video “manish2_traffic.mp4” can be explained as follows: 99.47%
of frames have objects in them and are detected properly, 0.45% of frames do not
have object and are not detected, 0.00% of the frames have object but the algorithm
does not detect, and 0.00% frames do not have object but it is detected. The
proposed algorithm is compared with the existing algorithm such as mean shift, and

Table 1 Comparative analysis between mean shift and variance

Video name
(mp4)

Resolution No of
frames

Method %
tp

%
tn

%
fp

%
fn

A Se Sp

test9 640 * 350 246 M 76 15 2 3 91 0.7 1.0
V 64 35 0 0 100 1.0 1.0

trial4 1920 * 1080 764 M 88 8 0 2 96 0.9 1.0
V 95 4 0 0 100 1.0 1.0

trial5_1 640 * 350 477 M 74 18 0 8 92 0.8 1.0
V 78 20 0 0 100 1.0 1.0

Manish_traffic 1920 * 1080 273 M 28 5 1 17 79 0.6 0.9
V 21 78 0 0 100 1.0 1.0

manish2_traffic 1920 * 1080 759 M 97 0 2 3 97 0.9 0.1
V 99 0 0 0 100 1.0 1.0

mamish6-1traffic 1920 * 1080 979 M 89 2 1 4 91 0.9 0.7
V 95 4 0 0 100 1.0 1.0

manish7_1_traffic 1920 * 1080 762 M 75 16 1 3 92 0.9 0.9
V 81 18 0 0 99 1.0 0.9

manish17_1 1920 * 1080 405 M 77 22 0 5 100 0.9 0.0
V 72 27 0 0 100 1.0 1.0

car_track 1920 * 1080 187 M 50 4 9 13 55 0.7 0.3
V 63 37 0 0 100 1.0 1.0

manish_26 1920 * 1080 994 M 76 2 0 1 78 0.9 1.0
V 75 24 0 0 100 1.0 1.0

Note M—Mean shift, V—variance
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Fig. 7 Bar chart—comparative analysis of variance-based method
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the average results are given in Table 1. Mean shift algorithm is found out to be the
nearest competitors to the proposed algorithm. Hence, this method is taken for
comparison with the variance-based method.

3.2 Reconstructed Images and the Bar
Chart Representation of Simulated Results

This subsection contains some experimental results for multiple object detection
and tracking using variance-based method. In Fig. 8, the results of 161st frame of
“highway_traffic.mp4” are presented in which (e) represents original image and
(f) represents multiple object detected frame of variance-based detection. The white
boxes shown in Fig. 9 represent that the object is found and the algorithm is able to
track the object. For showing the continuity of tracking, frame #370, frame #398,
frame #419, and frame #450 are shown in subfigures (g), (h), (i), and (j). From the
series of (g) to (j), it can be clearly observed that all objects in those frames are
tracked without being skipped in any of the frame. From the above resultant frames,
it can be clearly observed that single object detection and multiple object detection
are done perfectly. This represents the robustness of the proposed algorithm in
continuous detection and tracking. Figure 7 represents the bar chart in which the

Table 2 Parameter for true–false analysis

Parameters Definition

True positive
(TP)

Indicates number of frames of the video in which object id is there, and it
got detected correctly

True negative
(TN)

Represents object is not there in the video and algorithm has failed to detect it

False positive
(FP)

Indicates algorithm does not detect the object even though it is there

False negative
(FN)

Indicates algorithm detects the object even though it is not there

Table 3 Formulae of accuracy, sensitivity, and specificity

Parameters Definition Formula

Sensitivity
(Se)

It measures the proportion of positives that are correctly identified.
It is also called true positive rate

TP
TP+FN

Specificity
(Sp)

It measures the proportion of negatives that are correctly identified.
It is also called true negative rate

TN
TN +FP

Accuracy
(A)

The degree to which the result of a calculation confirms to the
correct value or standard

TP+TN
Totalframes
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proposed algorithm is compared with mean shift method. From the bar chart, it is
very clear that the proposed method is outperforming the other compared methods
in terms of percentage detection. It can be seen that FP and FN values constitute
less than 0.01% of overall detection; this shows that the algorithm is adaptable to
the sudden changes occurring in the frame.

Fig. 8 Multiple object detection. e Original frame (161st of highway_traffic.mp4). f Detected
frame using variance-based method

Fig. 9 Object tracking from (g)–(j)
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4 Conclusion

In this paper, variance-based approach for multiple object detection and tracking is
proposed. The proposed method is compared with mean shift method. Both the
algorithms are tested on different types of videos. From results section, it is clearly
evident that the detection accuracy of the proposed method is far better than the
existing algorithms. In terms of numbers, the proposed algorithm has the detection
accuracy of 100% and the mean shift has 88.88% accuracy. For the comparison of
these, numbers clearly indicate the robustness of the proposed method. Hence, it
can be concluded that variance-based approach is giving good result over the other
methods. The experimental results prove the feasibility and usefulness of the pro-
posed method.
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Dynamic Distance-Based Cluster Head
Election for Maximizing Efficiency
in Wireless Sensor Networks Using
Artificial Neural Networks

A. K. P. Kovendan, R. Divya and D. Sridharan

Abstract The development of ICT (information and communication) technologies
has paved a very great path for sophisticated life through numerous smart gadgets.
Such an advancement in hardware technology paved pathway for the evolution of
wireless sensor networks (WSNs). WSN has grasped the attention of a number of
researchers in the recent era due to its potential in wide areas forced by scalable and
adaptable nature of such tiny sensor nodes. Though it can facilitate number of
critical and potential applications, it still suffers a number of challenges like energy
efficiency, coverage. Artificial neural networks (ANNs) have been a proven tech-
nology in WSN for the development of localization-based frameworks. In this
paper, a comprehensive approach is being proposed for incorporating ANN in
determining the distance parameter for electing cluster head by modifying the
existing LEACH protocols to attain energy efficiency in order to ensure the effective
utilization of available power resource in WSN. A dynamic algorithm is proposed
for cluster head election as it utilizes distance factor achieved from the received
signal strength. Artificial neural network is being incorporated to utilize its effec-
tiveness of faster computation without compromising the computational cost. The
performance effectiveness of the proposed algorithm has been evaluated using
comparative study with existing algorithms.
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1 Introduction

Rapid technological advancement in the domain of electronics, communication
technology especially wireless communication and mechanical systems has flashed
the light for WSN technology. Wireless sensor network or wireless sensor and
actuator networks are a collection of spatially distributed tiny sensor node capable
of communicating each other without any external means of network elements and
thus forming an autonomous network. Such a network is capable of adapting
various topologies and can effectively monitor environmental parameters or phys-
ical conditions for enabling an effective monitoring system that can be applied for
any potential or critical cause [1]. A very few of such cause are disaster manage-
ment, biomedical health monitoring, military operations, smart grids, etc. Artificial
neural network (ANN) is a computational approach [2–4]. This approach uses a
collection of large data modeled in a way that a biological brain is processing data.
Such type of modeling is being used in WSN for localization of the sensor nodes.
Localization is a critical factor in WSN especially when incorporated in disaster
monitoring or military applications, etc. [5] Nodes in WSN are powered by small
AA sized battery as it operates at ultra-low-power radio frequency range. In most of
the cases, it becomes harder in order to physically access the deployed nodes, and it
becomes mandatory to utilize the available power effectively to retain the network
in normal operating state [6]. There are a number of routing algorithms that have
been proposed for maximizing the reliability and energy efficiency; still there exist a
wider opportunities for researchers to further enhance the technology. Based on the
recent researches and survey on WSN’s routing platform, the classification of such
protocols can be listed under four main groups, namely geographical-based routing,
data-based routing, cluster-based routing, and hybrid routing [7, 8]. Among the
available protocols, cluster-based protocols have been incorporated in maximum
because of its low-complex computation and energy efficient nature. Among var-
ious available protocols for cluster-based routing in WSN, LEACH is the most
predominant one.

LEACH is an abbreviated form of low energy adaptive clustering hierarchy.
LEACH is a time division multiple access (TDMA)-based medium access control
(MAC ) protocol which incorporates clustering and routing of WSN to reduce the
energy consumption in WSN [9–12]. LEACH is one of the most popular hierar-
chical protocols for maximizing the lifetime of WSN by attaining energy efficiency
in the data aggregation through election of cluster heads/base station by randomized
election of cluster heads. In LEACH, sensor nodes will self-organize thus forming a
cluster and the protocols instead perform self-organizing and re-clustering in each
energy rounds to achieve maximized lifetime of network node and also in data
aggregation process by transmitting compressed to cluster head. There are many
protocols that have been proposed to overcome the disadvantages of existing
LEACH as an advancement and are named as A-LEACH (angled LEACH),
LEACH-B (balance LEACH), LEACH-C (centralized LEACH), LEACH-E (en-
ergy LEACH), LEACH-F (fixed no. of cluster low energy adaptive clustering
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hierarchy), M- LEACH (multi-hop LEACH) and V-LEACH (vice cluster level low
energy adaptive clustering hierarchy) [12]. The comparison of available LEACH
protocols and the comprehensive study has been given. ANN-based WSN for
indoor localization has been presented, and various other works symbolize the
adaptability and performance enhancement of WSN through ANN incorporation
which is better explained [13–15].

Organization of the rest of the paper is as follows. Section 2 explains the
ANN-based WSN available methodology and protocols. Section 3 describes the
proposed system model and the obtained results along with appropriate comments
on the obtained results. Section 4 summarizes the results as conclusion and nec-
essary future research directions and advancements needed.

2 Literature Review on ANN-Based Networking
with WSN

The traditional LEACH protocol first elects the cluster head at its setup phase and
then advertises the neighbor nodes. The non-head of the cluster joins the cluster
based on the received signal strength. This protocol fails to note the distance of the
node from sink, and also, the cluster head itself has to be chosen by considering the
distance from sink at setup phase. The distance parameter is being considered
because the node energy consumption profile variation mainly depends on the
distance factor [14]. Artificial neural networks were biological-induced system
where the working of human brain is being considered as a working model. The
number of layers and the number of data sets have no restriction and can be
processed with lesser complexity in ANN for obtaining optimized results [13, 15].
ANN-based localization and security conflicts in WSN paved the path for intro-
ducing distance-based cluster head election in a dynamic fashion on each energy
rounds to optimize the energy usage profile in WSN data aggregation strategy. The
distance parameter can be obtained from the signal strength itself instead of
incorporating additional localization techniques, which provides the path for reli-
able data delivery as the analogy states, and signal strength will be more only in low
attenuated and shortest path by distance. Such an additional factor is being con-
sidered for electing cluster head in the setup phase. Clustered architecture of WSN
is shown in the Fig. 1 [16]. The ANN-based computation utilizes less cost of
energy compared to the sensor-based processing. The node level cluster head
election is based on the energy level available with the sensor nodes at that par-
ticular energy. But, the ANN-based election considers the received signal strength
and performs the computation within the neural network and thus involves lesser
energy cost profile [17]. The ANN-based data aggregation has resulted in a better
reliability and optimized sensor power management.
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3 Proposed System Model

The key factor that has to be considered with WSN protocol design is energy
efficiency. The efficiency in power consumption can be resulted by optimized usage
of energy profile. To optimize the power consumption, the cost on energy has to be
reduced without compromising the system performance. The initial energy will be a
fixed amount at the initial setup phase of the network and to be taken as Eo. Let the
distance be taken as d between nodes. Neural networks have been used for com-
putation, and the computational energy is conserved as compared to the traditional
approach. The maximum energy factor is being used in LEACH for electing the
cluster head and in the modified version of LEACH with ANN with distance-based
cluster head is the proposed algorithm and that uses minimum distances node with
more energy as the cluster head. The artificial neural approach shown in Fig. 2 is
used for electing the cluster heads.

3.1 Algorithm for Dynamic Cluster Head Election-Based
on Shortest Distance Factor Using ANN

3.1.1 Assumptions

The initial energy of each node was assumed to be maximum and equal among all
the nodes in the random area of about 200 sq.m. Thirty nodes were created in total
number for measuring the performance of the proposed network, and the nodes are

Cluster

Fig. 1 WSN clustered architecture
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deployed in a random fashion. The probability for each node to become as cluster
head is set to 0.05. A threshold distance has been considered based on the coverage
of sensor nodes as 90 m beyond which no transmission going to be happened. The
path loss factor considered is free space propagation model, and the occurrence of
multi-path is also considered. Constant data packet and energy consumption is
considered among nodes provided for the same distance factor among nodes in
transmission range.

3.1.2 Algorithm

In the proposed algorithm, the cluster head election is split into energy rounds and
numbered. In each energy rounds, the setup and manage phase exists as considered
in LEACH protocol. Since the amount of energy is same and the nodes level
consumptions are assumed to be same, LEACH-C is applied for first three energy
rounds.

(a) Start.
(b) Check for the number of rounds and proceed.
(c) If the number is more than three, go to step d else go to step e.
(d) Apply LEACH-C and go to step n.
(e) Check whether the nodes (NN) in cluster are alive.
(f) If the NN is non-zero, go to step g else go to step p.
(g) Determine the number of clusters to be formed.
(h) Artificial neural network is being applied to find the maximum energy level

Emax among the nodes.
(i) Check whether obtained Emax is maximum.
(j) If yes, go to step k else go to step l.
(k) Node elected as cluster head based on received signal strength and proceed to

step m.

Fig. 2 Artificial neural
network
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(l) Functions as the cluster node.
(m) The received signal strength is calculated among all the cluster nodes

including cluster head based on the threshold distance.
(n) Increment the energy round.
(o) If energy round is maximum, continue else go to step e.
(p) End.

The maximum energy among the nodes in ANN is considered to be 1 on
simulation, and the other case is set to be zero. Based on the remaining energy
available with the nodes will be considered in second and third energy round and
from the fourth the node with maximum received signal strength will be elected as
cluster head.

3.2 Energy and Throughput Profile for Proposed System
with Number of Nodes

This section summarizes the proposed system performance with the graph obtained
by MATLAB simulation. The performance measure of the proposed system is
being compared with the existing LEACH-C. Figure 3a briefs the cost of energy
profile with the increasing number of nodes. The same has been obtained for
LEACH-C along with the proposed model, and the same has compared to show that
the proposed system consumes lesser energy compared to existing LEACH-C.
Figure 3b describes the throughput profile for the proposed system and the existing
LEACH-C. This study also concludes that the proposed system is a better per-
forming as the success ratio is more in comparison.

Fig. 3 a No. of nodes versus energy. b No. of nodes versus throughput
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Figure 4 briefs the system performance as the measure of PDR (packet delivery
ratio). PDR is better for LEACH when the number of packets increased with
increasing simulation time PDR of LEACH drops, but the proposed system has
better performance in PDR compared to LEACH and LEACH-C.

4 Conclusion and Future Scope

A dynamic algorithm for electing cluster head based on received signal strength
computed through artificial neural networks for wireless sensor networks has been
designed, and the same has been compared with the existing LEACH algorithm.
Thus, energy efficiency attained from the proposed system is evident from the
results shown which clearly describes the increased lifetime of the network. The
future extension of this work will incorporate the cloud computing to overcome the
coverage issues and facilitating the remote monitoring ability at ease of access.
Priority queue can be incorporated to maximize the system reliability when applied
in critical applications.

Fig. 4 Packet delivery ratio (PDR) versus simulation time measured in sec (T (s))
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Implementation of FPGA-Based Network
Synchronization Using IEEE 1588
Precision Time Protocol (PTP)

Atul Chavan, Sayyad Nagurvalli, Manoj Jain
and Shashikant Chaudhari

Abstract Synchronization is an essential prerequisite for all wired and wireless net-

works to operate. It is fundamental requirement for data integrity, and without it data

will be affected by errors and networks will have outages. The IEEE 1588 Precision

Time Protocol (PTP) enables precise synchronization of clocks via packet networks

with accuracy down to the nanoseconds range. PTP-based solution can be used in

various heterogeneous systems like industrial automation, RADAR, Telecom net-

works. FPGA-based implementation of PTP eliminates Ethernet latency and jitter

issues through hardware Timestamping. It gives precise and accurate synchroniza-

tion in comparison with Operating System-based Timestamping solutions. Accu-

racy in the range of 10–100 ns is achievable using FPGA-based platform. This paper

explains basic mechanism of PTP protocol and advantages of FPGA-based platform

for its implementation. It provides detail implementation of PTP on FPGA platform,

design flow, testing methodology and its results.

Keywords PTP ⋅ FPGA ⋅ GPS ⋅ VHDL ⋅ QUARTUS ⋅ NIOS

1 Introduction

The modern network involves different devices distributed across the network. These

devices will be capturing the events which need to be accurately Timestamped for

proper managing, securing, planning, and debugging a network. Time provides the

only frame of reference between all devices on the network, and thus, time synchro-

nization across the devices in the network is very crucial for a robust network. Precise

time is crucial in variety of network services. Telecommunication networks, finan-

cial networks, industrial automation, electrical power grids, etc, rely on precision

time synchronization for operational efficiency of the devices distributed across the

network and performance of the overall network.
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In industrial automation and other time critical networks where high synchro-

nization accuracy (in sub-microsecond range) is required, the IEEE 1588v2 PTP [1]

is the most popular protocol used widely. It does not need a separate networking

infrastructure since it uses the existing Ethernet-based Local Area Networks (LAN)

for time synchronization. Master clock and Slave clocks are distributed across the

network. Master clock is usually synchronized to a higher reference source such as

Global Positioning System (GPS) [2]. Master clock sends this timing information to

the Slave clocks through the exchange of the PTP messages across the network.

As title of the paper talks about Field Programmable Gate Array (FPGA) [3]-

based platform, some introduction about this is given below. FPGAs are

re-programmable silicon chips. Using pre-built logic blocks and programmable rout-

ing resources, it can be configured to implement custom hardware functionality.

FPGAs are parallel processing devices. FPGA configuration is generally specified

using Hardware Description Language (HDL) like VHDL or Verilog. In current

work, Proprietary hardware (FPGA based) is used for Synchronization solution.

Altera FPGA, NIOS soft processor and tools like Quartus [4], NIOS IDE are used

in this process.

1.1 IEEE1588 Precision Time Protocol (PTP)

Sync, Follow-Up, Delay Request, and Delay Response are the PTP packets required

for Master Slave synchronization.

Fig. 1 PTP message flow
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Sync packet will be sent periodically by Master to the Slave. And subsequent

packet flow will happen following the Sync packet as shown in Fig. 1. Whenever

PTP packets will be sent or received on Ethernet ports, Timestamp T1 and T4 will

be taken at Master and similarly T2 and T3 will be taken at Slave. To synchronize

Slave with Master, offset between Slave and Master should be calculated at Slave.

The Slave requires 4 Timestamp values namely T1, T2, T3, and T4 to calculate offset.

For calculation of offset at Slave, T1 and T4 value should be sent to Slave. Job of

Follow Up and Delay Response packet is to send T1 and T4 value, respectively, to

the Slave. The offset and propagation delay is calculated using following formula:

Offset = ((T2 − T1)−(T4 − T3)) / 2

Propagation Delay = ((T2 − T1) + (T4 − T3)) / 2

Slave will correct its clock using the offset and propagation delay value calcu-

lated as mentioned in the above formula. The precision of the result depends on the

precision of the Timestamps taken by the system.

2 System Description

2.1 FPGA-Based Implementation of PTP Protocol

PTP protocol is implemented on Altera-based FPGA. Operating system is not used

in this process. NIOS soft processor is used for writing PTP protocol stack while

hardware Timestamping is implemented in VHDL. The major advantage of imple-

menting Timestamp mechanism in VHDL is its precision.

As shown in Fig. 2, if Timestamp engine detects Sync or Delay Request message,

it notes the Timestamp value of there occurrence. This Timestamp value buffered

into Timestamp buffer and used latter for assigning to the corresponding PTP mes-

sage. Real-time clock counts oscillator ticks which are used to keep track of seconds

to nanoseconds. In NIOS processor, offset will be calculated between Master and

Slave using PTP protocol. This offset will be provided to real-time clock to correct

its time. Time of the system is based on real-time clock. Timestamp Engine runs in

VHDL; hence, it runs in no time. Number of clock cycles required for packet travers-

ing from the Timestamp Engine till going out from Ethernet PHY chip is known. So

there is no jitter added by this process, and hence, precision of synchronization is

high using FPGA-based implementation.

2.2 Follow_Up PTP Packet Is Not Required in FPGA-Based
Implementation

Timestamp T1 will be taken when Sync packet is about to leave Ethernet port of

Master. Timestamp T1 can be sent in Sync packet or it can be sent in Follow_Up
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Fig. 2 Functional block diagram of FPGA-based implementation

packet. It is totally implementation dependent. Depending on the implementation

platform, accuracy of the Timestamp (T1) may affect if the T1 tried to send in the

same Sync packet. The job of Follow_Up packet is to send the captured Timestamp

value of T1 to the Slave.

In FPGA-based implementation, when Sync packet comes to Timestamp engine,

Timestamp T1 will be captured and immediately captured value of T1 will be filled

in the Sync packet. This filling of Timestamp value will happen in VHDL only

(Hardware-based Timestamp). In VHDL, it is easy to know how many number of

clock cycles are required to fill the Timestamp value in the Sync packet. This pro-

cessing delay is always fixed and can be compensated easily. In this process, jitter

will not be added in capturing and sending Timestamp value. Due to high precision

of getting Timestamp value and zero jitter, there is no need of Follow_Up packet.

PTP message flow without Follow_Up packet is shown in Fig. 3.

In OS-based implementation or software-based approach of Timestamping,

Follow_Up packet is required, as jitter will be added by protocol stack depending

on the implementation of the protocol.
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Fig. 3 PTP message flow

without Follow_Up packet

2.3 High Precision of Accuracy Can Be Achieved Using
VHDL/VERILOG on FPGA-Based Platform

Oscillator used in the PTP board is the heart of the synchronization mechanism.

Oscillator generates number of clock cycles per second depending on its operational

frequency. A free running counter is used to track the number of cycles generated

by the oscillator. For example, oscillator with frequency 32.768 MHz will gener-

ate 32768000 cycles per second. In this case, when free running counter completes

32768000 cycles, it is understood that 1 s is completed. On this basic phenomenon,

time will be calculated. In VHDL implementation, single cycle error in the code can

be removed easily using Signal Tap Logic Analyzer [4] tool of Altera. In case of

oscillator with 32.768 MHz frequency, if single cycle error happens in the coding

implementation, then it gives 30 ns of penalty in the accuracy. Thus, FPGA-based

platform gives control for nanosecond level of accuracy in the implementation.

3 Test Methodology and Results

Test set up for FPGA-based synchronization is as shown in Fig. 4. Highly precise

1 PPS (Pulse Per Second) signal generated by GPS is provided as a reference to
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Fig. 4 PTP synchronization test set up

the Master. GPS PPS IN signal from the GPS Receiver will be given as input to the

Master PTP board. Master will get synchronized with GPS using GPS PPS IN signal.

PTP protocol will run between Master and Slave over Ethernet cable. Slave will get

synchronized with Master using PTP protocol. Finally, Master will be synchronized

with GPS and Slave will get synchronized with Master. PPS OUT signal from GPS

Receiver, Master, and Slave will be given to oscilloscope for measurement.

GPS Receiver, Master, and Slave give PPS OUT signal at each second. As shown

in Fig. 5, rising edges from this three signals are captured on the oscilloscope. Width

Fig. 5 Screen shot of the synchronization accuracy
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of grid adjusted on oscilloscope is 200 ns. In reference to GPS signal, synchroniza-

tion between Master and Slave is achieved with less than 100 ns of accuracy. The

screen shot of the oscilloscope is as shown in Fig. 5.

4 Conclusion

Accuracy in hardware-based Timestamping, coding implementation of PTP pro-

tocol and hardware platform on which IEEE 1588 PTP protocol has to be imple-

mented plays a vital role in achieving the precise level of network synchronization

(in nanoseconds). It is proved that using FPGA-based platform less than 100 ns of

accuracy is achievable between Master and Slave PTP board. In FPGA-based imple-

mentation, it is easy to debug the code for nanosecond level of accuracy and Fol-

low_Up message of PTP protocol is not required to be implemented.
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A Cloud-Based Intelligent
Transportation System’s Framework
to Support Advanced Traveler
Information Systems

Swathi Lanka and S. K. Jena

Abstract In vehicular networks, each vehicle is constrained with limited compu-
tation and resources, which may result in low storage and data processing capability
which challenges the rapid growth of intelligent transportation systems (ITSs).
However, migrating traditional ITS into cloud-based ITS will help to resolve the
challenges by availing cloud services to share among multiple vehicles, roadside
units (RSUs), and traffic centers. Advanced traveler information systems (ATISs)
are a well-established research field in ITS, whose objective is to collect the data
sent by the vehicles as their periodic beacon messages and process those data to get
useful information. In this paper, a generic cloud-based ITS framework has been
proposed, which can accommodate multiple ITS administrators and cloud service
providers on the top of a hierarchical cloud-based VANET architecture. The results
of the analysis give us some guidelines in designing efficient ATIS protocols for a
cloud-based ITS. To the best of our knowledge, no framework has been designed
till date for a systematic design of vehicular data processing applications on
cloud-based ITS, and our work is the first approach toward this objective.

Keywords Data center ⋅ Cloud ⋅ Traveler information ⋅ Computing resources

1 Introduction

Vehicular ad hoc network (VANET) is one of the key enabling technologies which
can provide communications among vehicles, and between a vehicle and infras-
tructure network like the Internet [1]. VANET is a component of intelligent
transportation systems (ITSs). ITS is a distributed information system built on top
of a VANET, which can bring noticeable improvements in transportation systems
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toward decreasing congestion and improving safety and traveler convenience [2].
ITS aims to provide relevant travel and timely information to road authorities and
users as well [3]. However, due to the resource constraints of a VANET, the large
computation and storage demands of ITS are becoming a significant challenge that
hinders the rapid development of vehicular networks. A VANET is formed with a
set of onboard unit (OBU)-equipped vehicles, which have limited sensing, com-
puting, and communication capabilities through which it makes wireless commu-
nication (IEEE 802.11p) among themselves and with a set of roadside units (RSUs).
These RSUs are interconnected by dedicated high-speed communication channels,
and they are again connected to a set of back-end servers through the Internet.
Resource limitations arise from various components of a VANET. The computing
and communication capabilities of an OBU are very limited. Although RSU has
much higher computing resources than the OBUs, its resources are still inadequate
to process a large volume of data collected from a large number of vehicles over a
long period of time. The back-end servers in a VANET usually have sufficient
computing and storage capabilities. A data server at the back end of the VANET
can manage and store data for a specific zone of the city covering multiple RSU
areas [4, 5]. In order to overcome these resource limitations of the traditional ITS,
the concept of cloud-based VANET has been proposed very recently. In the
cloud-based vehicular network architecture, clouds can be formed at three stages,
viz. (1) vehicular clouds which are formed among a set of neighboring vehicles,
(2) roadside cloud—which is formed among the RSUs, and (3) central cloud—
which can be a public cloud and/or private cloud connected to the VANET through
the Internet. In this hierarchical and hybrid VANET cloud computing structure, the
computation tasks of an ITS can be decomposed into components, the component
tasks can be partitioned according to their characteristics, and each partition can be
assigned to a specific type of cloud. A task can be characterized depending upon its
resource demands, data requirements, functional characteristics, security require-
ments, etc. For instance, the resources of a vehicular cloud could be used to
implement an intelligent parking service or to download a large data file from the
Internet into a vehicle, and a roadside cloud can provide distributed storage service
that could be used by video surveillance applications.

2 Advanced Traveler Information Systems (ATISs)

ATIS is one of the subcomponents of ITS and also widely deployed application
area. With the rapid growth of Internet and wireless technologies in the recent years,
the scope of increasing ATIS applicability is also enlarged. ATIS is designed to
provide advanced traveler information about road traffic, driving behavior, road
surface condition, accurate roadmaps and accidents to road users, traffic police,
transportation authorities, and hospitals.
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3 Cloud-Based Intelligent Transportation Systems
(CITSs)

In vehicular networks, normally each vehicle is limited by individual resources
including computation, storage, and bandwidth. Due to low-cost and small-size
hardware, each vehicle is constrained with limited computation and resources,
which may result in low data processing capability. On the other hand, some
emerging transportation applications and traffic management systems require a high
computation and large storage capability. This situation necessitates a promising
solution which should allow sharing the computation and storage resources among
the vehicles, roadside units, and also between vehicles and roadside units. This
motivates the concept of designing cloud-based ITS. The traditional ITS is bene-
fited in many ways when cloud concept has incorporated into ITS to become CITS
[6]. In CITS, nearby vehicles will be formed as a vehicle cloud and connected with
nearest RSUs. In this setup, vehicles connected in the cloud can share the infor-
mation, bandwidth, storage resources. Through cloud computing, single vehicle can
represent its neighboring vehicles and forward all vehicles’ data into nearest RSU
[7]. Therefore, it may reduce the number of data entries into RSU and also one RSU
can get multiple vehicles’ information within a less time. In CITS, RSU cloud
forms with multiple nearby RSUs perform computation by sharing appropriate
algorithms and techniques among the RSUs. It may be advantageous by reducing
time delay and processing complexity. CITS also allows multiple RSUs to connect
with back-end servers virtually; therefore, multitasking is possible to reduce the
computation time.

4 A Generic Framework for Cloud-Based ITS

4.1 A Novel Framework for CITS

We propose a novel framework for cloud-based ITS and also address the security
goals for CITS. With the support of cloud computing technologies, it will go far
beyond basic ITS functionality, addressing issues such as infinite system scalability,
reducing the establishment cost, and minimizing the total cost of ownership. Our
model represented in Fig. 1 has six main components such as ITS administrator,
vehicles, clouds (public or private), roadside units, the data center, and the private
key generator. In addition, Fig. 5 demonstrates the information flow of components
in detail.

Vehicles or End users can subscribe to multiple ITS for different services.
A vehicle can generate vehicular service requests like vehicular safety traffic
management services, path enquiry, weather information, social networking to an
ITS under which it is registered.
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Roadside Unit (RSU) is responsible for bringing all the ITS services like
providing Internet access and information on weather or traffic to the end users.
Each RSU has its own local servers to perform small computations. These are
semi-trusted entities which can only be trusted for timely delivery of messages. In
our model, the RSU is also responsible for rerouting the vehicle service request
packets to the appropriate cloud from which ITS rents the requested service type
and forwarding the request reply message back to the vehicle.

Data Center (DC) is deployed to store the periodic beacon messages about road
condition, traffic conditions, etc., produced by the end users. These periodic beacon
messages are used to provide various services to end users and ITS administrators.

In our proposed model, a city can have many ITSs managed by ITS
administrators and will share the same VANET infrastructure which tends to
reduce the establishment and maintenance costs. An ITS can rent different clouds or
deploy its private cloud to do the required computations. ITS administrators are
responsible for providing information regarding traffic conditions, free parking
slots, driving misbehaviors etc., and various services like weather forecasting, the
Internet, to end users as well as administrative services like traffic management and
road authorities. Often, ITS administrators send a data request message as
surveillance request, real-time traffic condition data, remote vehicle diagnosis, etc.
to the cloud over the Internet.

Cloud Service Providers (CSPs) are responsible for providing different ITS
services. In our model, a cloud is accountable to address both ITS and vehicle
requests for a service and can ask DC for stored beacon messages whenever needed

Fig. 1 Proposed novel framework for CITS
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for processing the requests. It also maintains a local copy of beacon messages to
minimize communication cost.

Key Authentication Server (KAS) is a city-wide trusted entity responsible for
generating and providing the private key corresponding to the identity of all entities
of the network. The transmission of private keys occurs over a secure channel on
verifying the identity of the requesting entity.

4.2 Information Flow Diagram Description

In this section, we are describing how the information and vehicle requests are
processed among the entities as shown in Fig. 2. Mainly, three sets of communi-
cation are taking place, all of which are described below.

Vehicle Request Processing: The vehicle request packet includes the sender’s
identity, the receiver’s ITS identity, service type as packet header, and message ‘m’

and nonce ‘n’ as encrypted payload. Here, each vehicle uses the following protocol
for requesting a service from both ITS and RSU (Fig. 3).

1. First, vehicle sends an encrypted message to ITS administrator for registration.
After receiving it, ITS administrator generates and sends a vehicle authentic key
as a reply to vehicle. In addition, it also forwards the same key to nearest RSU.
Second, vehicle sends a service request to RSU along with periodic beacon
messages and waits for acknowledgment.

Fig. 2 Information flow diagram
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2. The RSU on verifying the authenticity of the message routes the request packets
according to the routing table after the re-encryption.

3. The cloud on receiving the request message from RSU will perform some
operations or may request the data center for historical data if required.

4. The data center provides all the data requested by the cloud on verifying the
identity of the cloud.

5. On completion of the processing, the cloud then encrypts the response packets
using public key of vehicle and sends it to the RSU.

6. The RSU then forwards the response message to the vehicle, later the vehicle
can view the message by calling Decrypt function.

ITS Admin Request Processing: The administrator can request any service
from the cloud anytime as shown in Fig. 4. The admin follows the following
protocol to request a service from the cloud:

1. The administrator requests cloud for any service, encrypting the request packets
using the authentic key of the cloud.

2. The cloud performs computation based on the service request and may retrieve
the data from DC if required.

3. The DC verifies the identity of the cloud and then forwards the requested data
back to the cloud.

4. The cloud on completion of the processing sends back the result to the
requesting ITS encrypting using authentic key of the ITS.

• Beacon Message Storage: The beacon messages generated by all the vehicles
are locally stored in DC. The vehicle sends the periodic messages to the RSUs.
The RSUs on verifying the authenticity of the vehicle forward the data to the
data center (Fig. 5).

Fig. 3 Vehicle request processing

Fig. 4 Admin request processing

Fig. 5 Beacon message storage
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5 Challenges of CITS

Transparency in process execution by CSP cannot be achieved because of lack of
vehicle–CSP direct interaction. RSUs and clouds can compromise at any instant of
the time, since they are Semi-trusted entities. Hence, high-security mechanisms
must be used. Communication overhead may be increased due to decentralized
process. Transmission delay occurs due to improper Internet facilities. If any
vehicle requests for service, its data will be stored in DC and the data will be
retrieved by a specific cloud. Due to this phenomenon, Privacy of vehicle data
cannot be achieved. Service delay may occur due to improper Internet services and
decentralized execution.

6 Conclusion

In this paper, we have discussed about cloud ITS, which allows to share data,
computation, and applications among multiple vehicles, RSUs and clouds may help
to give faster response to vehicle user. This piece of research proposed a novel
framework for CITS which aims to provide real-time, economic, secure, and
on-demand services to customers through the associated clouds. In addition,
information flow description of the framework is also described to show how the
information and vehicle requests are processed among the entities by considering
three sets of communication. As a result, the analysis gives us some guidelines in
designing efficient ATIS protocols for a cloud-based ITS.
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Statistical-Based Dynamic Radio
Resource Allocation for Sectored Cells
in MIMO-OFDMA System

Suneeta V. Budihal and Sneha Shiralikar

Abstract The paper provides framework for statistical-based dynamic radio

resource allocation for sectored cells in MIMO-OFDMA systems. The availability

of multiple antennas in the present wireless equipment provides higher data rate.

In the multicellular system, the users suffer from severe interference at the bound-

ary of the cell termed as Inter-Cell Interference (ICI). The sharing of common radio

resources by the users at the edge leads to ICI. In order to mitigate the ICI at the

edge, the resources need to be dynamically categorized, managed and allocated to

the users. The statistical-based dynamic allocation of resources like subcarriers and

the corresponding power is carried out, for the categorized users. The simulation

results enhance overall system throughput, spectral efficiency at increased resource

utilization.

Keywords Radio resource management ⋅ Frequency reuse ⋅ ICI

1 Introduction

LTE system employs Multiple-Input Multiple-Output (MIMO) Orthogonal Fre-

quency Division Multiple Access (OFDMA) as it accommodates multiple users in

the same channel. Conventional wireless communication system faces the problem

of limited availability of spectrum and is utilized inefficiently. Hence, the present

design of radio networks must provide continuous service for a wider area by eco-

nomically using available spectrum. In practical scenarios, all users do not attain

minimum required data rates due to the interference from adjacent cells, near the

boundary of a cell. The users residing at edges of radio cell suffer a lot of ICI
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compared to the users near base station. This leads to overall reduced cell through-

put and spectral efficiency. Among the existing interference mitigation techniques,

interference avoidance scheme is preferred in the proposed scheme.

Various authors have worked on interference avoidance techniques and proposed

many schemes for radio resource allocation. Frequency reuse techniques are pro-

posed in this direction such that the available frequency needs to be planned and

managed in order to avoid interference. In [1], the research is made on several fre-

quency reuse schemes among which partial frequency reuse-3 is suggested under

specific traffic conditions. Few literatures [2, 3] utilize soft frequency reuse scheme

for avoiding interference but fails to attain maximum capacity along with user satis-

faction. Authors in [1] implement an opportunistic scheduler which allocates subcar-

riers dynamically but fails to maintain the performance as the radius of center region

is increased. Further, many researches [4] focused on providing power dynamically

by devising a parameter called power ratio. Most of the researches [5–7] are based

on the performance of various soft frequency reuse schemes for different traffic loads

and diverse power ratios. In interference avoidance scheme, resource allocation to the

best channel gains user results [8] in a biased distribution of resources. In this paper,

a framework for sectored frequency reuse scheme for a multicellular layout is pro-

posed. To achieve improved throughput and user satisfaction at increased resource

utilization, we need dynamic resource allocation algorithms. The further sections

of the paper discuss the proposed methodology. Following are the contributions of

paper. In the paper authors,

1. Proposed a statistical-based dynamic categorization of the users in a hexagonal

cell layout as edge and center users.

2. Proposed an algorithm to dynamically allocate the radio resources to edge and

center users based on statistical approach in LTE downlink system.

The paper is organized such that the Sect. 2 covers the system model. The Sect. 3

highlights the proposed frequency planning, Sect. 4 provides resource allocation

methodology. Sect. 5 explains the results with the analysis, and final Sect. 6 provides

conclusion.

2 System Model

The overall network is assumed to be consisting of several hexagonal coverage areas

which are adjacently placed and are called as cells. Each cell consists of a base station

and a number of users which seek for the resources. The study concentrates on trans-

mission of signal from base station to user equipment usually termed as downlink.

The measured strength of the signal at the user during the downlink transmission is

considered as Signal-to-Interference-plus-Noise Ratio (SINR) [9]. The signal under-

goes degradation during transmission due to multiple path loss, signal fading, and

interferences from the adjacent users. Equipment noise is another factor contributing

to the degradation. The SINR is computed by the following relation.
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Sk =
PtbHbkGabk

𝜎
2
N +

∑

z𝜖
PtzHbzGabz

(1)

where Ptb is the transmitted power from serving base station, Hbk is the channel gain,

and Gabk is path loss component from the user k and the base station b. The term

𝜎
2
N used indicates the noise power. The user is denoted as k ranging from 1 to K in a

cell. The subcarriers are denoted as n ranging from 1 to N, total available number of

subcarriers. The set Z presents adjacent BS which are using common subcarriers of

the spectrum as user k. In the study, Hbk and Hbz are considered as unity. Using the

SINR of each user in the radio cell, compute the capacity of user k on subcarrier n.

This is computed for a targeted Bit Error Rate (BER) using the subcarrier spacing.

A scaling factor of 𝛩 is computed using BER value and calculated as,

𝛩 = 1.5
ln(5BER)

(2)

Therefore, the capacity computation using subcarrier spacing 𝛬f is as follows:

Ck,n = 𝛬flog2(1 + 𝛩Sk,n) (3)

3 Frequency Planning

A geographical area is sectioned into a number of hexagonal cellular regions of

radius R. Hexagonal configuration is preferred, as circular configuration leads to

overlapping and is complex for analysis. The hexagonal cell radius is divided into

three equal sectors each covering 1∕3rd of cell area. The sectorization of cells is

repeated in all the cells in such a way that sharing of the same radio resources in

adjacent sectors is avoided. In order to distinguish users as center and edge users,

a user bifurcation technique is used. The bifurcation technique is an interval-based

statistical approach to find a near optimal threshold. The input to this method is a

dataset consisting of user’s position from the base station. The approach follows the

following steps.

1. Compute Mean (M), Variance (V), Standard Deviation (SD) for the given dataset.

2. Subtract 1 from the sample size to find the Degrees of Freedom (df).

3. Find the 𝛼 value considering the certain % of confidence.

4. Using 𝛼 and df find the critical value using t-distribution table.

5. Compute tolerance limit to set bounds.

6. Obtain effective center radius.

7. end if (radius > threshold).

Once the center region is computed, the overall bandwidth B (MHz) is divided

proportionally to center users and edge users. The division is same for rest of the
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cells in the sector for a particular instant. The ratio of proportion for center and edge

is determined and denoted by the term 𝜉. This fraction is further used to compute

external bandwidth Next and internal bandwidth Nint.

As the values of Nint and Next are in terms of MHz and this quantity cannot be

directly used for subcarrier allocation, there is a need to find out the actual number

of subcarriers using subcarrier spacing as per LTE standards. Number of available

subcarriers for center as well as for edge region using Nint and Next is computed.

Subint and Subext are the subcarriers allocated to center and edge region, respectively.

These parameters are computed using subcarrier spacing 𝛥f which is 15 KHz in the

proposed framework used in LTE system. Now the obtained Subint and Subext are

integer values which can be used for subcarrier allocation. The subcarriers allocated

to edge region is divided into three equal parts for three sectors: f1, f2 and f3 as shown

in Fig. 1.

After successful division of bandwidth using the center radius, designer has an

account of subcarriers being allocated to users. The bifurcation method has the

potential to yield a thresholding radius which is bound to have coverage area for

center users below 50%. But in the considered system model, the coverage area

is restricted for center users as above 60%. The coverage area of center and edge

is restricted to be 6 ∶ 4 or above to avoid overlapping of resources as depicted in

Fig. 1. The overall process is depicted in the Fig. 2. To avoid interference in sectored

frequency reuse scheme, set up common center region to all the cells of a sector.

Though the area of the center region may vary every instant, care is taken that it

remains common to all the cells at that particular instant. Here, do not restrict or

reserve frequency bands for center or edge but the ratio of bandwidth sharing in all

the cells will remain common for that instant hence we consider this scheme as a

dynamic allocation of bandwidth.

Fig. 1 Cellular layout with users randomly distributed in the cell area with three cells and users

are categorized with varying sizes



Statistical-Based Dynamic Radio Resource Allocation for Sectored Cells . . . 159

Fig. 2 Algorithm

describing the overall

process

4 Resource Allocation

In a cellular network, users at the edge experience lower SINR as compared users

at center, and as a result they pull down the overall throughput. These users require

comparatively more power to accomplish the same level of transmission as center

users. Hence, a solution that provides better transmission rates without sacrificing

the transmission power and the fairness index is proposed in the paper. The con-

straints need to be set which take care of the allocation of subcarriers minimizing

the total power requirement. The following approach deals with dynamic power and

dynamic subcarrier allocation mechanisms. Optimization variables both xk,n and Pk,n
are considered together in the formulation of optimization problem. Each subcarrier

n is allocated to at maximum one user k during time t, which is indicated by xk,n ⋅ xk,n
is set as unity if subcarrier is allocated to user k and set to nil if n is not assigned to

k at instant t.
It is subject to the three constraints that are mentioned as follows. Maximize

throughput 𝛤
p
k,n
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𝛤
p
k,n = max

N∑

l=1

K∑

k=1
xk,n ̂C

p
k,n (4)

such that, ∑

j
xk,n > 1 ∀n (ALLOC) (5)

∑

j
Pk,n < Ptotal ∀n (POWER) (6)

∑

n
F

(
Pk,n, hk,n

𝜎
2
N

)

xk,n ≤ 𝛤 ∀k (FAIR) (7)

Here, function F describes the number of subcarriers n for user k with a transmit

power of Pk,n. First constraint (ALLOC) assures the allocation of at least one subcar-

rier to one user at a time. The next constraint (POWER) guarantees that the addition

of assigned power to the subcarrier equals to or less than the maximum allowable

transmission power Ptotal. The third constraint (FAIR) implies minimum throughput

has to be maximized 𝛤 per user terminal per downlink phase. Hence, the resource

allocation is divided mainly into subcarrier allocation and power allocation.

4.1 Subcarrier Allocation

In the previous study, it is found that the subcarrier allocation technique is univer-

sally known to all base stations (BS), such that if subcarrier is allocated to the middle

region in a radio cell, then the neighboring cells are allocated with subcarriers w.r.t.

that subcarrier along with the gain of the subcarrier. The centralized algorithms need

the data of the complete network topology and channel gain of every downlink trans-

mission, The distributed algorithm requires information of SINRs of those receivers

which are local to the single reference cell. The centralized algorithms require global

knowledge of all channel gains and increases complexity. SINR of every user is the

most important parameter used in this allocation algorithm. Each user’s SINR is

scaled to a parameter such that the user with highest SINR provides least value while

the user with lowest SINR provides highest value. This is done so that the user with

least SINR ends up with higher number of subcarriers as the user is an edge user.

The allocation continues until all the subcarriers reserved for the respective sector

are completely exhausted.

4.2 Power Allocation

A method which cooperates with the subcarrier allocation is implied to the network.

We have used a power amplification factor in order to make use of available power
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efficiently. The ratio of number of subcarriers allocated to internal to the external

region is termed as power amplification factor 𝜑. The center region transmit power

Pint is completely reserved for the center users while the transmit power for edge

region Pext is divided among the sectors using the amplification factor. Lagrange

multiplier technique is used to compute the optimal power with the total power con-

straint. The transmitted power over a subcarrier n to a user k, denoted as Pk,n where

i is range of subcarriers ranging from (i = 1, 2, 3,… n) and N is the total available

subcarriers. The Lagrange function is expressed as,

J
(
P1,…Pn

)
= 1

N

N∑

i=1

ui
2
exp

(
−
wi

2
GiPi

)
+ 𝜆

( N∑

i=1
Pi − K ⋅ Pt

)

(8)

where ui and wi are obtained by the M-QAM modulation scheme applied to the

subcarrier and they are mathematically defined as follows:

ui =
2
(√

M − 1
)

√
M ⋅ log2

√
M

=
2
(√

2vi − 1
)

√
2vi log2

√
2vi

(9)

wi =
3

M − 1
= 3

2vi − 1
(10)

For special subcarrier i, the value vi is known. The term vi represents the subcarriers

allocated to the user k in the proposed algorithm. Substituting the above ui and wi
values in equation and final value for power allocated by the ith subcarrier is,

Pi =

{ −2
wi⋅Gi

ln 4K𝜆
ui⋅wi⋅Gi

Gi > 0
0 others

The final power allocated is always less than the total power allocated. This power

obtained is considered while calculating the final throughput, and the resulting

impact on the system is discussed in the results section.

Table 1 Simulation parameters for the system model

System specifications Values

Number of user 100

Cell radius 500 m

Cell bandwidth 10 MHz

Carrier frequency 2 GHz

Spacing between subcarrier 15 kHz
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5 Discussion of Results

The proposed dynamic radio resource allocation strategy is applied for a multi-cell

OFDMA downlink system. The standard system specifications considered during

simulation are listed in Table 1. As shown in Fig. 3, the simulation is carried out for

a multi-cell system over 10 adjacent radio cells, with optimal radius R. The radius

is optimized such that available radio resources are utilized optimally and achieve

maximum satisfaction level. Each cell user is served by a multiple antenna base sta-

tion, i.e., 1, 2,…10, located at the middle of a radio cell. The overall bandwidth B is

divided into three equal parts in a cellular layout. Figs. 1 and 3 represent the random

categorization of the users and optimal categorization of the users. Figure 4 presents

the throughput attained by users in one sector cell after optimal allocation of subcar-

riers. The throughput is summation of capacities achieved by all users in respective

cell. The maximum capacity achieved in the proposed scheme is around 180 Mbps

while the maximum achieved in existing scheme is around 135 Mbps. However, the

performance is constant in existing scheme, while the proposed scheme shows bet-

ter performance when the range of users is from 70 to 100. The existing systems

provide highest system throughput for around 80 users, and the performance drops

when users are increased further. In the proposed technique, the performance drops

Fig. 3 Cell layout with users randomly located in the entire area in ten cells and the users are

categorized optimally as cell center and edge users using statistical model
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Fig. 4 Plot is for throughput achieved in the cell when the proposed statistical-based dynamic

resource allocation scheme is applied

Fig. 5 Plot depicts the user satisfaction achieved in the cell when optimized resource allocation

scheme is employed
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Fig. 6 Plot depicts achieved spectral efficiency by varying users traffic in cell with optimized

resource allocation

for more than 100 users. Hence, the simulations are carried out for 100 users ran-

domly distributed in cellular region. The graph reveals that the performance does not

drop drastically as the users are increased further. Existing system performance drops

when the users are enhanced. The difference in the performance is clearly due to the

optimal bifurcation of users as center and edge users. Figure 5 demonstrates the plot

of User Satisfaction (US) achieved by users of cell for the proposed algorithm over

the existing. The minimum data rate requirement of the user is attained by using the

proposed resource allocation algorithm leading to increased satisfaction level of user.

It is clear from simulation result that the proposed algorithm enhances the individual

users as compared to existing system by 0.1, and this leads to an increased perfor-

mance of 10%. This can be easily explained as the proposed algorithm considers a

predefined minimum rate during resource allocation that helps more users to fulfill

their data rate requirements. Figure 6 shows the average spectral efficiency versus

number of users, for different schemes. The spectral efficiency due to resource allo-

cation algorithm in the proposed system outperforms existing, due to better cell edge

performance. It is found that when the users per cell are less than 30, the proposed

scheme achieves improved results than existing system. Simulation results reveal that

in the proposed scheme, spectral efficiency of around 13 bits/Hz is obtained for users

ranging from 10 to 40. Similarly, a slight increase is maintained up to 50 users and

then from users ranging from 60 to 100 we find the efficiency gradually increasing

and drops afterward.
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6 Conclusion

The paper provides framework for statistical-based dynamic radio resource alloca-

tion for sectored cells in MIMO-OFDMA systems. Users in the cell are sectored

and categorized based on statistical model. The proposed frequency plan provides

the user separation and resource management such that systems do not suffer from

severe interference at the edge of the cell. Hence, the common radio resources are

not shared by the users at the edge. The statistical-based allocation of resources like

subcarriers and the corresponding power is carried out for the users. The simulation

results show that there is an enhancement in the overall cell throughput, spectral

efficiency and user satisfaction by the statistical-based dynamic radio resource allo-

cation.
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with an Improved Feature Selection
Strategy
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Abstract With decreasing cost of biological sequencing, the influx of new sequences

into biological databases such as NCBI, SwissProt, UniProt is increasing at an ever-

growing pace. Annotating these newly sequenced proteins will aid in ground break-

ing discoveries for developing novel drugs and potential therapies for diseases. Pre-

vious work in this field has harnessed the high computational power of modern

machines to achieve good prediction quality but at the cost of high dimensional-

ity. To address this disparity, we propose a novel word segmentation-based feature

selection strategy to classify protein sequences using a highly condensed feature set.

Using an incremental classifier selection strategy was seen to yield better results than

all existing methods. The antioxidant protein data curated in the previous work was

used in order to facilitate a level ground for evaluation and comparison of results.

The proposed method was found to outperform all existing works on this data with

an accuracy of 95%.

Keywords Proteomics ⋅ Knowledge base ⋅ Word segmentation ⋅ Entropy

Incremental classifier selection (ics) ⋅ Ensemble classifier ⋅ Radial basis

function (rbf) network

A. Sriram (✉) ⋅ M. Sanapala ⋅ R. Patel

National Institute of Technology Karnataka, Surathkal, Mangalore 575025,

Karnataka, India

e-mail: adityasriram1995@gmail.com

M. Sanapala

e-mail: smounica9@gmail.com

R. Patel

e-mail: ronak1395@gmail.com

N. Patil

e-mail: nagammapatil@nitk.ac.in

URL: http://www.nitk.ac.in/

© Springer Nature Singapore Pte Ltd. 2018

P. K. Sa et al. (eds.), Recent Findings in Intelligent Computing Techniques,
Advances in Intelligent Systems and Computing 708,

https://doi.org/10.1007/978-981-10-8636-6_18

167

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_18&domain=pdf


168 A. Sriram et al.

1 Introduction

Over the past few years, with advances in technology and reduction in sequencing

costs, there has been a large amount of data influx into public databases which need

to be annotated [1]. A lot of work has been done on genomic data due to its high

prediction quality in diseases and discovery of new active sites. As a result, the field

of protein analysis was highly neglected due to the comparatively lower prediction

quality. It is only in recent times that the focus has been slowly shifting toward ana-

lyzing proteins as scientists believe it holds the key to a lot of important discoveries.

One such family is the antioxidant protein.

The antioxidant proteins play a vital role in slowing the progression of various

diseases including cancer and DNA-induced diseases [2]. It also helps preserve food

texture. Hence, accurately predicting them goes a long way in obtaining useful infor-

mation regarding the physiological processes behind these diseases and food deteri-

orations, thereby providing a basis for developing drugs and extending the food shelf

life.

Proteins are typically short sequences composed of 20 different amino acids,

thereby making the analysis complex and challenging as compared to genomic data

which is longer and have just four bases [3]. The domain knowledge known thus far

in proteins is very scarce due to the low annotation numbers.

The aim of this work is to harness the potential of modern computational power

and employ improved feature selection strategies to achieve a higher prediction qual-

ity for proteins and paving the way for future discoveries.

2 Related Work

In spite of the importance, very few computational methods have been proposed.

Since the traditional experimental inferences are time-consuming, it is important

to develop more computational methods. To this end, Feng et al. [4] used an amino

acid composition and dipeptide composition-based feature extraction and trained the

model using a Naive Bayes (NB) classifier. Zhang et al. [5] in their work realized a

g-gap dipeptide composition that went on extract a few more discriminant and infor-

mative features as compared to [4], thereby increasing the model accuracy. They later

extended their work [6] to accommodate higher tier correlation residues between

adjoining amino acids in protein sequences which greatly improved prediction qual-

ity. They went on to use an ICS strategy and multiple feature extraction methods

which complement each other to extract valuable information. This work yielded an

accuracy of 94% following the feature selection done using the Relief-Incremental

Feature Selection (IFS) ranking algorithm. Although it manages to address most

of the shortcomings of the earlier approaches, we aim to adopt an improved feature

selection approach to achieve excellent prediction quality on an extremely condensed

feature space.
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3 Methodology

Protein sequences are analogous to Chinese text; hence, we apply text-based feature

extraction strategies peculiar to proteins. The work done by Yang et al. [7] was incor-

porated along with a modified segmentation algorithm to select a highly informative

and discriminant feature set.

Figure 1 depicts the block diagram of the proposed methodology. The idea is to

convert the textual information of each protein sequence in the input data into a more

comprehensible numerical feature vector for further analysis.

3.1 Building Knowledge Base

K-mer counting [8] is a simple yet effective solution to most problems in biological

analysis. Through experimentation, it was found that for k lengths beyond four, the

computational complexity increases and the features extracted degrade the prediction

quality. Hence, we extract the k-mers of lengths 1 to 4 and select the 20 amino acids

(monomers), top 100 dimers, top 100 trimers, and top 100 4-mers to accumulate a

total of 320 features. The feature ranking criteria adopted are:

1. Frequency—Records the frequency of k-mers according to their appearance

across all sequences in the corpus [7]. Let ft,s be the frequency of k-mer t in

sequence s, wt be the weight of t, and N be the size of the training set. The weight

is given by

wt =
N∑

s=1
ft,s (1)

2. tf-idf value—tf-idf is calculated for a k-mer in a single sequence [7]. It is a prod-

uct of tf (term frequency) and idf (inverse document frequency) values. Let wt,s
be the tf-idf value for a k-mer t in sequence s, and nt be the number of sequences

Fig. 1 Work flow of the proposed protein predictor
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in which t appears. The tf-idf score is given by

wt,s = ft,s × logN
nt

(2)

The weight of t, wt , is defined as the maximum value of wt,s:

wt = max
sετ

wt,s (3)

3. Entropy value: It is an information theoretic idea which specifies the amount of

information contained in a k-mer. The higher the entropy value, more the infor-

mation contained in it. For simple computational purposes, it was refined in [7]

as follows:

wt,s = log(ft,s + 1.0) ∗ (1 + 1
logN

∑

sετ
[
ft,s
nt
log

ft,s
nt
]) (4)

and the maximum value of wt,s is assigned to the weight of t as Eq. (3).

Unlike the work in [6], the 320 features extracted using the above three ranking

criteria are not aggregated together. They are used to generate independent feature

spaces. This is to facilitate a comparative study between each of the three criteria for

feature extraction and selection.

It is to be noted that the frequency criterion selects frequently occurring k-mers

in the corpus, while the other two criteria select particularly infrequent words [9].

3.2 Segmentation

The algorithm in [7] has been improvised by using a sliding window-based segmen-

tation method controlled by the weight of the k-mer encountered in each window.

This method was found to be more effective than the one used in [7]. The impro-

vised algorithm is given below in Algorithm 1. We also put our model to test if the

effect of segmenting sequences does actually produce more informative features. To

explain the segmentation process in simple terms, for example, we have a knowledge

base B={A, E, P, S, AP, AAA, TPTS} and a sequence S = TPTSPPPAAAPE, we

manage to segment S as TPTS|P|P|P|AAA|P|E. Thus, the feature vector is {0, 1, 4, 0,

0, 1, 1}. It is to be noted that the order of the features in the knowledge base matters as

it would alter the numerical feature vector accordingly. Without segmentation, the

feature values will vary as their occurrences are calculated, and the feature vector

thus becomes {3, 1, 5, 1, 1, 1, 1}.
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Algorithm 1 Modified segmentation algorithm

1: procedure SEGMENTATION(KB, S)

2: N ← StringLength
3: maxLen ← 4 ⊳ Maximum length of kmer

4: maxWeight ← 0 ⊳ Used for sliding the window

5: first ← 0 ⊳ Start of sliding window

6: last ← first + 4 ⊳ End of sliding window

7: while first < N do
8: if last > N then
9: last ← N

10: if kmer(fromfirsttolast)inKB then
11: if kmerWeight > maxWeight then
12: maxWeight ← kmerWeight
13: first ← last
14: last ← first + maxLen
15: else
16: last ← last − 1 ⊳ To shift sliding window to 1 position left

17: return segmentedsequence

3.3 Incremental Classifier Selection Strategy

Once the feature space is generated by the numerical feature vectors corresponding

to each sequence, the model is trained on six base classifiers, viz RBF network [10],

random forest (RF) [11], J48 decision tree (J48) [11], Naive Bayes (NB) multinomial

[12], support vector machines (LibSVM) [11], and sequential minimal optimization

(SMO) [11]. An ICS is then used to find the ensemble classifier which gives the best

results.

3.4 Feature Selection

The Relief-IFS feature ranking algorithm [6] is then used to rank the features and fur-

ther condense the feature space by selecting the optimal feature subset. The ensemble

classifier is then applied to this feature subset to achieve the highest accuracy.

4 Results and Analysis

The dataset used in our experiments is an antioxidant protein dataset curated by

Zhang et al. [6]. It is accessible at http://antioxidant.weka.cc/.

The benchmark training dataset has 200 protein sequences and two classes,

namely antioxidant and non-antioxidant, out of which 100 sequences are antioxidant

and the other 100 are non-antioxidant.

http://antioxidant.weka.cc/
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The proposed methodology was applied on the dataset, and the results are as fol-

lows:

Table 1 depicts the results obtained using the entropy ranking technique. The fea-

ture spaces obtained with and without segmentation were trained on six base classi-

fiers, and it was found that RBF network is predicted with a good accuracy of 92%

for the feature space obtained using the segmentation. The table also goes on to show

the positive effect of segmentation in feature selection.

In a similar fashion, the accuracies were obtained using frequency and tf-idf rank-

ing technique as well. The sliding window-based segmentation method works by

comparing the weight of each adjoining k-mer and would ensure that smaller k-mers

are selected due to their higher weights for the frequency technique, thus explain-

ing the low accuracy. The tf-idf scores tend to be very high for k-mers which occur

very frequently in a single sequence. This would also mean a lot of informative fea-

tures would be lost in the process. Hence, it is observed from all the results obtained

that the entropy measure with segmentation works best yielding an accuracy of 92%

using the RBF network classifier.

Table 2 depicts the ICS strategy based on the results obtained from Table 1.

The base classifiers are grouped one by one into the classifier subset, and the

ensemble classifier is then trained on the model. Based on the results obtained, it

turns out that the subset featuring RBF network, RF, NB multinomial, and LibSVM

Table 1 Results using entropy

Classifier No. of features Accuracy without

segmentation (%)

Accuracy with

segmentation (%)

RBF network 320 79 92
Random forest 320 89.5 88.5

NB multinomial 320 77.5 88.5

LibSVM 320 87 88.5

SMO 320 77 84

J48 Decision tree 320 79 75.5

Table 2 Incremental classifier selection strategy

Classifier Accuracy (%)

RBF network 92

RBF net + RF 92.5

RBF net + RF + NB multinomial 92.6

RBF Net + RF + NB multinomial +
LibSVM

93.5

RBF net + RF + NB multi + LibSVM + SMO 90.5

RBF net + RF + NB multi + LibSVM + SMO

+ J48

93
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Table 3 Comparison with existing work

Method Accuracy (%) No. of features Sensitivity Specificity

Zhang et al. 94 152 0.95 0.93

Proposed method 95 125 0.95 0.95

is predicted with an accuracy of 93.5% as compared to 92.5% using the ensemble

classifier in [6].

The Relief-IFS-based feature selection algorithm was applied on this 320 feature

subset using the ensemble classifier to rank the features and further condense the

space. At the end of this feature selection process, a total of 125 optimal features

were selected giving an accuracy of 95% using the ensemble classifier.

Table 3 depicts the comparison of our proposed methodology with the existing

work, and it was found that our method performs better giving an accuracy of 95%

with a more condensed feature space as compared to the existing model.

5 Conclusion and Future Work

The proposed methodology was found to perform exceptionally well as compared

to the previous works on the antioxidant dataset. It was a challenging task to work

with proteomic data as the domain knowledge is very scarce; hence, the multiple

feature selection technique employed in this work can be a very efficient step toward

training a classifier model with a highly reduced feature space. This method also

establishes the use of text categorization methods to model protein sequences in an

effective and comprehensible manner. The ensemble classifier was also able to work

well by using the different decision boundaries of the base classifiers to combine the

prediction results.

We also look to extend our work to the parallel platform using Hadoop on a large

corpus of sequences to reduce the computational complexity and in turn generalize

our work by deploying it on various other proteomic datasets.
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Spectrum Aware-Based Distributed
Handover Algorithm in Cognitive Radio
Network

Shefali Modi and Mahendra Kumar Murmu

Abstract Cognitive radio network (CRN) has evolved to explore the unused
spectrum by secondary users (SUs) where spectrum license is held by primary user
(PU). CRN has two important features such as node mobility and spectrum
mobility. The node mobility allows SUs to move freely in the network, whereas
spectrum mobility is due to the random appearance of PU in channels. SU node
may be dynamically disconnected due to both of the reasons and rejoins if the
spectrum is free from PU in opportunistic manner. Therefore, in CRN, it is very
difficult to ensure connectivity, quality of service (QoS), bandwidth efficiency, and
throughput. To address this problem, we propose a distributed spectrum handover
algorithm for CRN. The spectrum handover refers to the procedure that when the
current channel of a SU is no longer available, the SU needs to break off the
on-going transmission, vacate that channel, and determine a newly available
channel to continue the transmission. Our algorithm is based on awareness of the
channel characterization where SU node uses prediction method to find available
channel list to proceed possible spectrum switching. Our algorithm is a kind a
proactive handover algorithm.

Keywords Primary user ⋅ Secondary user ⋅ Handover ⋅ QoS
Cognitive radio network

1 Introduction

Increasing number of wireless nodes and mobile users has led to the uneven
exhaustion of radio spectrum. Reports of FCC [1], highlights the inefficient uti-
lization of spectrum band. The need to efficiently utilize spectrum has led to the
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origin of cognitive radios. Cognitive radios (CR) [2] are software defined radios that
increase spectrum utilization by opportunistically accessing the unused spectrum.
Thus, forming an opportunistic network [3]. Users in cognitive radio are secondary
users (SU) or unlicensed users and primary users (PU) or licensed users [4].
A cognitive radio networks (CRNs) can be viewed as a collection of SU nodes.
In CRN, SU works on the principles to observe, analyze, learn, and adapt. The
spectrum holes identified at each SU node is termed as local channel set (LCS).
From LCS, some channels are used as control channels which discover the neighbor
node [5]. The channel set is termed as common control channel (CCC). Once PU
appears in the channel, SU starts observing for suitable spectrum holes, i.e., LCS,
and reconfigures to available alternative channel. This process of changing the
frequency of operation is known as spectrum handover in CRN.

Broadly, spectrum handover scheme can be viewed in two ways, namely never
spectrum handover (NSHO) and always spectrum handover (ASHO). In NSHO,
waiting is preferred over switching. This technique may introduce huge delay if PU
activity is for long duration. However, frequent and short duration of PU is ben-
eficial. ASHO scheme can be viewed in terms of proactive spectrum handover
(PSHO) and reactive spectrum handover (RSHO) [6]. In PSHO [7, 8, 9], SU makes
decision about the next channel prior to the interruption by PU and leaves the
current channel before PU appears. This decision is based upon some prediction
which is the consequence of learning skills of SU. PSHO scheme introduces less
delay in the handover process. However, the efficacy of PSHO depends upon the
exactness of prediction [9]. Prediction error can cause SU to switch to a channel that
may become occupied in between the switching time and thus causing data colli-
sion or data loss. RSHO [10, 11] scheme is an observe and react approach. This
scheme introduces more sensing delay as sensing starts after interruption.

Handover initiation is highly dependent on behavioral activity of PU. PU pre-
diction may reduce sensing efforts of SU. However, PU prediction is a difficult task.
Interested readers may refer [12] for various prediction models. The prediction of
PU may assist SU to take handover decisions. Spectrum handover process intro-
duces some delay in transmission process; this extra delay may degrade quality of
service (QoS) [13]. During a communication process, multiple handovers may be
observed. However, low handover rate is preferable [13]. Spectrum handover
comes with many challenges as follows:

i. Deal with imperfect sensing and prediction errors.
ii. Selection of the best target channel.
iii. Reducing overall sensing delay by reducing the number of channels to be

sensed in order to find the required channel.

In literature, most of the research work has been conducted on spectrum handoff
and less work is done on spectrum handover in CRAHN. In [7, 8, 10, 11, 14],
spectrum handoff is considered. While in [6, 9, 13, 15–17], spectrum handover has
been explored, most of the work consider single pair of SUs. Spectrum handover is
the extension of spectrum handoff in terms of resumption of transmission from
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target channel once handoff is initiated. Less work is done in the area of spectrum
handover. Hence, there is a need of more exploration in this area.

In this paper, we designed a scheme that is hybrid of ASHO and NSHO with
intelligent switching decision ability. Good switching decision helps in reducing
unnecessary delay due to handover and thus increases spectrum utilization by SU.
Besides switching decision, we also focused on selection of next channel. Rather
than random selection of next channel, selecting an efficient channel will result in
better spectrum utilization. For this, we characterized channels on the basis of
bandwidth, channel noise, and idle duration and then select next channel.

The rest of the paper is organized as follows. In Sect. 2, system model is
described. Section 3 includes the algorithm description. Simulation and numerical
results are specified in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 System Model

For our work, we considered a CRN with M independent licensed channels and
N SUs. Each channel is characterized by a unique id, bandwidth, and channel noise.
PUs are considered with exponential ON/OFF traffic model. Every PU is defined
with their PU activity pattern, transmission range and number of arrivals and
departures on licensed channel.

A channel can have two states in case of exponential ON/OFF traffic model.
Either a channel can be in ON (Busy) state or it can be in OFF (Idle) state. Busy
state of a channel denotes its occupancy by PU while the idle state represents the
absence of PU at the channel. In exponential ON/OFF model, transition from one
state to another is guided by a birth-death process. If α is the death rate then
duration of busy state follows an exponential distribution with mean α−1 and if β is
birth rate then idle period follows an exponential distribution with mean β−1. SUs
are operating in overlay mode of spectrum sharing. For our work following
assumptions are considered:

CHP cost =TS +TC + μ+ δ ð1Þ

where CHP cost (channel handover process cost) includes sensing time (TS), next
channel selection time (TC), switching delay (μ), and negotiation delay (δ).

Ci =
Tidle

Tidle + μ
× c ð2Þ

where Ci is effective channel capacity, Tidle denotes the idle duration of channel, μ is
the switching delay assumed above, and c is normalized channel capacity.

During the process of handover, switching decision plays an important role.
Switching decision refers to decide whether to switch to another channel or to wait
on current channel for the PU to finish. In our work, we evaluated CHP cost which
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includes the delay in selection of next channel with the time required to sense the
candidate channel. The cost also includes the switching delay and the time required
for negotiation on CCC between transmitter and receiver before resuming of
transmission. This cost forms the basis for taking switching decision for handover.
Among all the factors in CHP cost, total time to select candidate channel is a
controllable factor. A quick and right selection of next channel reduces further
delays.

3 Proposed Algorithm

3.1 Switching Algorithm with Description

The switching algorithm is for taking switching decision (shown in Fig. 1). If the
switching decision is true, then switching process or channel handover process is
initiated while the false decision restricts the switching process and waiting on
current channel for PU to finish is preferred over switching. Decision is evaluated
by comparing CHP cost with the PU activity ON duration at current channel. If cost
to handover is less than the busy duration, then it is better to initiate handover
process rather to wait for PU to finish. Similarly, if PU activity is for short duration
and delay introduced is less than the delay in case of handover then it is better to
wait rather to initiate handover process. In this way, this algorithm guides to take
switching decision.

3.2 Next Channel Selection Algorithm with Description

The channel selection algorithm helps in deciding the next channel in case of
handover (shown in Fig. 2.) For next channel selection, several factors are con-
sidered like channel bandwidth, idle duration, noise, and effective channel capacity.
Decision of next channel is taken by evaluating each channel until the channel that
fulfills all criteria is found. At first, the idle duration of channel is compared with
the packet size. If idle duration is large enough to accommodate the packet

Switching decision (Output)
begin

If (CHP cost < Ton)
return switch decision = true;

else
return switch decision =false;end

Fig. 1 Algorithm for switching decision
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completely then the interference at that channel is evaluated. Further if interference
is less than the threshold value, then effective channel capacity is evaluated. If this
is greater than the required capacity then the channel is selected as the next channel.

4 Simulation Results

Figure 3 shows the handover rate of SUs for channel if PU appears in the channel.
The number of handover does not vary large with increased duration of PU activity.
This shows the efficiency of channel selection and switching decision. The channel

Current channel (Input)
next channel (Output)
const  MaxChannels = 11;
var    channel: 0..MaxChannels;
begin
channel = 0;
repeat
channel = channel + 1;
if ( T OFF >= packet size )

Calculate interference at that channel;
if ( interference >  threshold )

Discover other channel;

else
Calculate effective channel capacity (Ci);if ( Ci > = CR )       

return next channel;
Until channel = MaxChannels

end

Fig. 2 Algorithm for next channel selection

Fig. 3 Number of handover
for different traffic load
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switching decision takes right decision according to PU activity duration and this
decision helps in reducing unessential handover. Figure 4 shows the effect of PU
activity duration over SU throughput. The results show better throughput of SUs in
CRN.

5 Conclusion

We proposed a distributed spectrum aware spectrum handover algorithm for CRN.
We have simulated our work in NS2 network simulation tools. The algorithm
shows better results in terms spectrum decision, bandwidth utilization, and
throughput, if PU appears in the channel in order to ensure QoS in CRN. Our results
are based on the average value of handover for handover rate and SU’s performance
for throughput in CRN. Our algorithm gives SU’s ability to take switching decision
that means whether switching is to be performed or waiting is beneficial. In
addition, the proposed work gives SU’s ability to decide for appropriate channel as
next channel in case of switching. In this paper, we have considered only a single
pair of SUs. Our future scope is to extend to n SUs in cognitive radio network.
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A Reputation-Based Trust Management
Model in Multi-hop Cognitive Radio
Networks

Trupil Limbasiya, Debasis Das and Ram Narayan Yadav

Abstract Cognitive radio network (CRN) is made of numerous intellectual users

with the capabilities of sensing and sharing in underutilized spectrum called cogni-

tive users (CUs). The spectrum allocated to licensed users also called primary users

(PUs) is not fully utilized. The cognitive radio came into the picture to fulfill spec-

trum’s demand by enriching unproductive bandwidth. However, the set of spectrum

available to CUs varies time-to-time and space due to dynamics of PUs activities.

Therefore, CUs’ spectrum allocation changes from the PUs and the resource to both

customers distributing the licensed spectrum. To realize the concept of CRN, each

CU is required to send its sensing outcome and individual information to the central

cognitive user base station (CUB) in centralized CRN. But CUs’ dynamic environ-

ment and effortless compromise make the CUB susceptible in data falsification and

PU emulation attack, which will deceive its global decision making and degrades

the system performance. For this reason, an efficient trust management scheme is

required to manage the CRN properly. In this paper, we design a trust-based method

for centralized cognitive radio networks to achieve reliable practice of the system.

Results present that the suggested can expose the malevolent behavior and make

available transparency in the architecture.
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1 Introduction

Cognitive radio networks (CRNs) can practice this exiguous spectrum efficiently

and envision as developing engineering sciences that can carry into effect the future

interests. In order to rectify the concern of spectrum scarcity, a new technology is

developed, which is known as “cognitive radio” [1] and it has capability to sense

the environment. The customer, who wishes to use license mediums opportunisti-

cally, are known as a cognitive user (CU). CUs may use unused channel for their

transmissions with nominal intervention to licensed customer (preliminary user).

The spectrum sharing scheme has been separated into two main tracks: overlay and

underlay [2]. In the overlay technique, CUs access temporary idle channels of pri-

mary systems facilitated by the outstanding spectrum sensing and signal processing

methods when PUs are not practicing their linked spectrum. In the underlay system,

PUs and CUs transfer at the same point where CUs have lower priority as compared

to PUs to access the spectrum. To limit the intervention caused by CUs to PUs, it is

controlled by the concerned authority that indicates the maximum endurable interfer-

ence threshold. In this paper, we are taking overlay system of spectrum sharing into

the consideration in which CUs are allowed to access the licensed medium whenever

it is not utilized by PU as shown in Fig. 1.

To realize the CRN, each CU is required to send its spectrum sensing outcomes to

the node which decides, manages, and allocates the channels to CUs in CRN [3]. To

ensure the connectivity and robustness of CRN, CUs need to share their available

channels and other control information with neighbor [4]. To minimize the sens-

ing error due to hidden node, shadowing, and fading, cooperative spectrum sens-

ing mechanism can be employed that reduces the interference to PU transmissions

caused by CU transmissions and improves the system overall performance. Due to

open nature of CRN, the decision-making outcomes of the central node may misled

Fig. 1 A centralized

structure of cognitive radio

network
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when SUs intentionally send false data. In CR ad-hoc network, an SU can communi-

cate with other SUs provisionally and each node must have CR capability. Recently,

scientists have concentrated on spectrum sensing [5] and sharing problems [6]. Secu-

rity issues have been discussed on cognitive radio ad-hoc network [7–10]. However,

in the case of centralized CRN, CUs send their individual sensed data to one cen-

tralized cognitive user base station (CUB) which decides and manages the cognitive

cycle.

Sometimes, CUB’s decision may mislead when corresponding CUs send falsified

or forged data intentionally. This affects the CUB decisions and may reduce the sys-

tem performance such as false alarm attack and miss detection attack. Due to CUs’

dynamic environment and easy compromise, it makes the CUB vulnerable to data

falsification and PU emulation attack, which will misled its global decision making

and degrades the system performance. So, the open nature of CRN presents various

security challenges such as sensing data authentication, PU emulation attacks, data

falsification in realizing the CRNs [11]. Accordingly, an effective security mecha-

nism is required to address various security problems present in centralized CRN.

In this paper, we propose a new trust management mechanism for centralized

CRNs to address the sensing data falsification and authentication. In wireless sys-

tems, the centralized CUB gets charge of the foundation and trust instrument admin-

istration. The base station calculates reputation focused on the behavior of CUs and

then assigns incentive and punishment values in order to monitor the network. In our

trust scheme, the base station can recognize the genuine CUs and the malicious CUs

in view of the long-haul conduct records of their activities.

Paper Organization: In Sect. 2, we present a brief survey regarding various CRN

schemes. In Sect. 3, we suggest a trust management model for CRN. In Sect. 4, we

perform an experiment focused on the proposed protocols. In Sect. 5, we analyze the

proposed system in terms of security. Finally, we conclude in Sect. 6. References are

at the end.

2 Background and Related Work

A hopeful solution is a cognitive radio (CR) for the restricted radio spectrum point

which has already practiced in vehicular network environments. Frequently, CR tech-

nology can support cognitive users (CUs) because they do not have a pre-elucidated

range for wireless interfaces to employ the original users PUs’ permitted spectrum.

The provision is that CUs should not discontinue PUs’ standard communications.

In a different way, CUs should have the knowledge for recognizing existence of PU.

Furthermore, they should furnish the privileged spectrum for PUs whenever it is

demanded by the same. PUs have no obligation to switch their actual foundation

to serve CUs. CR can be practiced to decrease the spectrum drawbacks in vehicle

ad-hoc networks additionally [1]. In [12], authors proposed an efficient trust manage-

ment model for centralized cognitive radio network to facilitate proper functioning of
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cooperative tasks in CRN. Pravin et al. [11] addressed security challenges to achieve

security communication based on trust-based authentication.

A collaborative spectrum sensing protocol has been presented in [13] based on

trust management which also focuses on energy efficiency. To achieve benefits of

cooperative spectrum, they assessed integrity of the reports sent by CUs and also

required to identify the presence of misbehaving or malicious CUs in network. In

[14], Orumwense et al. studied the effect of malicious customers on the energy effi-

ciency of CRNs. Mousavifar et al. [15] analyzed the effect of sensing results using

trust-based mechanism. Quantum-resistance authentication framework has been pro-

posed in [16] for centralized cognitive and discussed authentication issues based on

automated verification of Internet security etiquettes and applications, provided for-

mal authentication with the help of BAN logic, and suggested the resistance of the

propounded framework against multiple vulnerabilities.

3 Proposed Model

We have suggested a trust management etiquette focused on cognitive radio networks

in this section which is employed in determining the correct information regarding

band sensing. Here, we have practiced the concept of asymmetric key cryptosystems

for secure data transmission from one node to other node/centralized server or cen-

tralized server to other nodes. A node generates a pair of keys, namely public key

(KPub) and private key (KPri). All nodes share their KPub with all other nodes of the

network framework to obtain some level of security in the cognitive radio networks.

If any node is interested in sending some important information on sensing, then

a sender can transmit packets to the recipient after employing the receiver’s public

key (KPub) as per suggested protocol. A node will be terminated for various kinds of

services if the dislike value (ℜ) is more than fixed threshold value of TT .

3.1 Proposed Algorithms

We propose two protocols through which we can provide better trustworthiness result

regarding nodes. First algorithm is helped in understanding the secure sensed data

transmission to the CUB, and second is to decide reputation of various customers.

Customers play a crucial role in the CRN by suggesting correct information to the

CUB. However, there are some malicious users and they can disturb the system by

informing false/modified sensing intelligence which affects faithful users. We can

provide trust to various customers regarding the same concern with the help of the

following protocols. We have fixed the trusted factor (TF) of all nodes as a one ini-

tially (TF = 1).
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3.1.1 Conserved Intelligence Etiquette

Users can transmit various types of information to CUB in a protected manner using

this etiquette in order to compute reputation of a specified customer, and thus, users

can fill confidence regarding the system.

1. Firstly, a CUB computes distance between the CUB and different participated

nodes in data dissemination procedures based on Euclidean distance mapping in

two dimensions as follows:

∴ dab =
√

|(a1 − b1)2 + (a2 − b2)2|

2. If dab belongs to the transmission span of a node, then only it will check the dislike

value (ℜ) of a certain node and it is a significant value for all different nodes. ℜ
is calculated by performing verification steps of a node as either a fallacious node

or an intermediator and/or an original sender by CUB, and it shares ℜ of various

customers regularly within the network system.

3. In the condition of an intermediator or an original sender, a node will calculate

a time difference between a received datagram and sent packet by enumerating

𝛥T ≤ T2 − T1, where T1 is a computing time stamp at the sender side, T2 is a time

stamp at a recipient side, and 𝛥T is a maximum allowed time limit to accept a

packet legally. In a case of more time difference rather than 𝛥T , it will be consid-

ered as an unsatisfied result and it will terminate the packet forwarding process

at that moment. Otherwise, it will continue to Step-4.

4. The sender/forwarder will encrypt sensing data (Ds) with the help of KPub of

the reception by performing an Ex-OR operation as follows, and {A,T1} will be

transmitted to the receiver.

∴ A = EKPub
(Ds ⊕ T1)

5. After the experiment of a time validation, it will check the value of A by calcu-

lating the operation as follows:

∴ DKPri
(A) = DKPri

(Ds ⊕ T1)
∴ DKPri

(A) = Ds ⊕ T1

If the recipient can obtain valid information after calculating Ds, then we can

trust on received packet and the sender/intermediator in this secure data dissem-

ination. On the other hand, we can say that there was an occasion of happening

information modification and this event will be marked as unsatisfied.
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3.1.2 Reputation Etiquette

In this algorithm, the CUB calculates the dislike value (ℜ) of different users which

have sent packets with Ds. Hence, ℜ is computed based on different credentials to

provide accurate outcome ofℜ to a precise customer. And it is computed and focused

on various activities of a node. The following protocol will be useful in calculating

ℜ.

1. First of all, CUB verifies the availability of all nodes by computing dab.

2. The CUB finds participation of any node even though that node was unavailable

during the communication, then CUB increases 𝜌 by one value.

3. The CUB checks overall packet communication period and sets a specific value

(𝛥T) for the same. If a node delivers any packet beyond the 𝛥T , then it will raise

the value of 𝜏 by one point directly.

4. The CUB hasKPub of all customers which is beneficial in the enumerating process

of data retrieving from different nodes. If any legitimate/malicious customer has

forged any kind of information, then it will be identified during this step. At the

same moment, the CUB will increment 𝜔 by one worth.

If any illegal activity has been found by the CUB, then it will enumerate (ℜ)
and as well as the trusted factor (TF) of a precise user as follows, and it will be

communicated on the regular basis in the interest of the customers to be aware of

spiteful users within the system.

∴ ℜ = 𝜌 + 𝜏 + 𝜔

∴ TF = TF − 1
𝜌

4 Performance Evaluation

We have experimented a scenario of CRN by using NS2 with 10 customers totally

in which 1 customer has been marked as a malicious user () initially and various

spiteful activities have been carried out by  to interrupt the regular mechanism.

We have executed the outlined method with different 𝛥T (by fixing 0.80). A faithful

node does not performed any malicious activity during the experiment and thus, TF
is remained as 1 as shown in Fig. 2. At the same point, an attacker node has executed

some illegal actions (by delaying 0.02 s each packet) during the experimental pro-

cess. And we can identify that a malicious user has been crystallized as shown in

Fig. 3 after performing a certain number of time. However, a proposed mechanism
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Fig. 2 The trusted factor for a truthful node

Fig. 3 The trusted factor for a spiteful node

administrator can decide the value of 𝛥T as well as cryptographic algorithm based

on the requirement of the protection level within the framework.

5 Security Observations

In this section, we have done analysis of the suggested protocol with respect to data

integrity and availability within a reasonable period of time and explained how a

recommended algorithm can withstand against various attacks easily.
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5.1 Modification Attack

In the proposed model, we have practiced the theory of an asymmetric key cryptog-

raphy to maintain a particular level in terms of integrity. If an attacker will try to

update or change any information, then the recipient will get wrong outcome after

performing Step-3 (Reputation Etiquette), which leads to a unsatisfied manner; there

will be an increment of ℜ, and it will effect to the credit of a particular node directly.

After reaching Tt, a precise node will be out of the network for obtaining/performing

variety of operations. In this way, we can say that there is less opportunity for a mod-

ification attack straightforwardly.

5.2 Replay Attack

If  tries to stop/delay any type of datagram(s) for some intention(s), then it will

be captured by the receiver node directly after enumerating a subtraction operation

among a computed time stamp at the sender side (T1) and the receiving time stamp

at the recipient side (T2). A packet is received beyond the threshold time stamp (𝛥T),

then ℜ will be increased by a certain value, which influences the trustworthiness of

a precise user node. A high value of TT will be considered in the service termination

of a determined user. Hence, a user may not try to update any type of information or

delay/stop any packet in a straight line.

5.3 Man-in-the-Middle Attack

Hither, we consider that an attacker can access conveyed sensing data with the help of

numerous schemes. In such circumstances, we have practiced the concept of public

key cryptography and attackers have to cognizant regarding KPri of the recipient then

only they can obtain the significant information about spectrum sensing else they

cannot understand communicated data from the sender to the receiver. Generally,

there are two keys in public key cryptography in which KPub can be accessible to

users which are part of the networks and KPri is available to the owner of the key

individually.

6 Conclusion

We have explained a trust management system in CRNs with different types of users

(primary and cognitive). In this paper, we have presented algorithms for cognitive

radio networks focused on trust management system, which can be employed to



A Reputation-Based Trust Management Model . . . 191

perform different cooperative functionalists such as cooperative, spectrum sensing,

spectrum decision, spectrum assignment. Our proposed method satisfies different

necessary demands for an example easy node identification within a span, confiden-

tiality, integrity, and conclusive availability which are more useful to communicate

in a variety of situation. In addition, the proposed algorithms can withstand against

a replay attack, a man-in-the-middle attack, and a modification attack. Through sim-

ulation, we have demonstrated the effectiveness of the proposed etiquettes in terms

of malicious node identification.
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A Study: Various NP-Hard Problems
in VLSI and the Need for Biologically
Inspired Heuristics

Lalin L. Laudis, Shilpa Shyam, V. Suresh and Ajay Kumar

Abstract As engineering endures to dominate the planet, its application is pervasive
in almost all arenas. Thus, the problems associated with engineering optimization
takes up a hike. Certain problems may be categorized as single objective optimization
(SOO), a problem which has a single criterion to be optimized. In contrary, all
modern problems may be classified as multi-objective optimization (MOO) a
problem which has two or more objectives to be optimized. The MOO gives the
fortuity for selecting the desired solution for the Pareto font where human becomes a
decision maker (DM). In extension, most problems are non-deterministic polynomial
in nature (NP-hard problems) wherein the obtained solution always converges near to
the exact solution. Consequently, algorithms come into picture for solving these
NP-hard problems. In this research work, various NP-hard problems which are in
association with VLSI design akin wirelength minimization, area minimization, dead
space minimization and so forth are delineated and the significant role of biologically
inspired algorithms is discussed in a concise manner. The results are compared with
other optimization algorithms. The results apparently protrude that bio-inspired
algorithms which produce promising results comparatively with other optimization
algorithms dominate the arena of algorithms whilst solving problems which are
indeed NP-hard. An attempt to analyse the problems with SOO and MOO is
attempted which is indeed intriguing.
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1 Introduction

‘Let a computer smear—with the right kind of quantum randomness—and you
create, in effect, a ‘parallel’ machine with an astronomical number of processors …
All you have to do is be sure that when you collapse the system, you choose the
version that happened to find the needle in the mathematical haystack’.—from
Quarantine, a 1992 science fiction novel by Greg Egan.

From the evolution of engineering, problems tend to become more complex than
usual that their absolute values find so rigid to converge. Such problems can be
formulated under non-deterministic polynomial hard problem (NP-hard). These
problems can have a precise solution verified in polynomial time. For example, the
Travelling Salesman Problem (TSP) which is considered as a NP-hard problem can
be tested in polynomial time for a given tour of definite length. However, it is
factual that no heuristics are being formulated till then that could solve the NP-hard
problem in polynomial time [1]. The fact that we reason NP-hard problem as
non-deterministic polynomial problem is that if we assume a non-deterministic
machine, which could predict perfectly at each point, then it becomes obvious that it
could solve the given problem in polynomial time, which in turn is the same as
verifying the solution. It is, indeed, interesting that P = NP is an open question in
theoretical computer science. It has also been enlisted in the seven most important
problems across the field of mathematics depicted by Delvin (2005). Nevertheless,
it is usually believed that P ≠ NP [1]. Moreover, when design problems in VLSI
are taken into due consideration, they may by classified under NP-hard [2, 3]. The
authors of [2, 3] attempt to solve the floor planning issue and cell placement
problem as NP-hard problems. This article delineates a clear picture about the
NP-hard problems specifically concentrated on problems related to VLSI design. In
extension, the necessity of biologically inspired algorithms and their efficiency in
solving these problems concerned with VLSI design is also elaborated. Hybrid
methodologies of biological process also have a profound impact as bio-inspired
algorithms in solving problems which are NP-hard [4]. Section 2 attempts to outline
the definition of NP-hard and gives a brief info about the problem formulations.
Section 3 portrays the various problems in VLSI design which is supposed to be
tagged under NP-hard problem and their mathematical formulations. Section 4
introduces bio-inspired heuristics and discusses a few successful bio-inspired
algorithms which perhaps have a scope in computing and optimization. As a
consolidated summary of the obtained results, Sect. 5 tabulates and analyses the
results of various bio-inspired algorithms for VLSI design. The analysis of the so
obtained results is classified whilst considering the design problems as single
objective optimization (SOO) problems as well as multi-objective optimization
(MOO) problems. Finally, the paper concludes by justifying the necessity for
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bio-inspired heuristics in solving NP-hard problems in VLSI design and also claims
with solid proof from simulations that bio-inspired heuristics dominate other
algorithms for solving NP-hard problems related to VLSI design.

2 NP-Hard Problems

NP-hard problems may be demarcated in simple terms as: a decision problem with a
property of, if the answer holds a positive response, then there holds a proof that
can be checked in polynomial time. The intriguing fact is that NP is the set of
decision problems where the observer can verify a positive response if he envisages
the solution.

In electronics, the circuit satisfiability problem [5] is classified as NP. Consider
the following problem associated with Popt: standard decision problem (SDP) in-
stance: I∈EP and a number x. The output is ‘Positive’ if there is an n0∈ N(I)
provided that G(I, n0) ≤ x; ‘Negative’ otherwise. In specific, if N(I) = ∅, then the
output is ‘Negative’. To portray the NP-hardness of an optimization problem using
a classical approach, we attempt to construct a standard decision problem [6] that
agrees to the actual problem Popt and justifies the NP-hardness of the previously
portrayed problem. This scheme is termed as the standard scheme for justification
of the NP-hardness of an optimization problem [6]. To solve: Step (1): solve the
optimization problem Popt. Step (2): Given n*, calculate F(I, n*), if (N(I) ≠∅). Step
(3): Compare F(I, n*)and a number x. Return ‘positive’ if F(I, n*) ≤ x, otherwise
return ‘negative’. Now, when step (1) and step (2) can be compiled in a polynomial
time, then the SDP is solvable in polynomial. Moreover, if the SDP is justified to be
NP-hard and step (2) can likely be performed in polynomial time, then step (1) can
unlikely be performed in polynomial time unless P = NP. This fact concludes that
the problem is NP-hard [6] (Fig. 1).

Fig. 1 Hierachy of problem
with respect to solving
difficulty
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3 NP-Hard Problems in VLSI

Since the evolution of VLSI, the complexity of circuits is in par relative to the rate
of lump of transistors in a die. Hence, it is evidently of significant importance to
cogitate the problems in VLSI circuits, as the problems have to be optimized with
multiple trade-offs. In general, the objectives of the problems are consolidated into
one and solved as a single objective optimization (SOO) problem [7]. Nevertheless,
in spite of the cumulative complexity researchers are paying attention to solve the
problems with equal importance to several criteria as a multi-objective optimization
(MOO) problem [8, 9]. Few problems are taken into the arena of NP-hard and
elaborated in this section. These problems could be individually solved as a SOO
problem and also in extension could be solved as considering MOO problem.
However, when considering as MOO problem, the complexity increases and also
the DM has the choice of selection of solution from the Pareto font.

3.1 Area Minimization

The efficiency of an ideal floor plan lies in expending the available area to the
extreme. Given, a number of components ‘ni’ and available area ‘ai’, the criteria are
that ‘ni’ is placed optimally within the available ‘ai’. Consider a floor plan with ‘ai’
and the number of blocks that has to be placed in the floor plan is ‘ni’ where n = 7.
Now, Fig. 2a protrudes the placement without optimality whereas Fig. 2b with
optimality.

(a) Non Optimal Placement 

n1 

n2 

n3 

n4 

n5 

n6

n1 

n2 

n3 

n4 

n5 

n6

n7 

(b) Optimal Placement

Fig. 2 a Non-optimal placement. b Optimal placement
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3.2 Wirelength Minimization

The wirelength minimization problem is discussed in detail with a metaheuristics
approach to solve it in [11, 12]. The authors provide a modified version of simu-
lating annealing (SA) to solve the wirelength minimization problem. A theorem in
[13] elicits that when a tree T is given which has vertices of degree 4 to the
maximum, the problem falls under NP-complete when the deceive factor is T which
has or not a layout with unit-length edges. The layout of a typical VLSI circuit has
to be described in the form of data structure. Thus, the wirelength that interconnects
the various blocks also has to be depicted in data structure. There are literatures that
depicts the representation of interconnects and the floor planning in VLSI circuits.
[14] proposes a well-known and considerably significant data structure based on
B*tree representation (Fig. 3).

In [15], the author depicts the methodologies that educe a placement having
minimum wirelength from a placement which is consistently relative. The problem
is formulated as linear program and represented as

Min∑W Nð Þ xn+ − xn− + yn+ − yn− ð1Þ

The ultimate aim is to find an optimal routing of wires across the components of
an integrated circuit.

3.3 Dead Space Minimization

The dead space of a floor plan is the area which is not occupied by any modules
[10]. In a physical design of VLSI circuit, dead space is created when the horizontal
size of the blocks is not in par accordance. In addition, the same is created when the

Fig. 3 An admissible placement and its corresponding B* tree representation as on [14]
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perpendicular size of two modules or sub-floor plans is alike [10]. In Fig. 2, the
modules A, B, C are unlikely identical forming a dead space between them. For an
efficient floor planning of VLSI circuit, the dead space has to be considerably
reduced to minimum. Hence, this problem can be classified under optimization
problem (Fig. 4).

3.4 Via Minimization

The via minimization problem is also put into the class of NP-hard problems [16].
For a metal net which is connected, a vertical connection gives rise to a layer
change. We tend to abate the employment of these vias as vias to decrease the
electrical reliability, performance of the chip and also decrease the manufacturing
yield considerably. In the general case, the via minimization problem is NP-hard. In
practice, however, via minimization is often either ignored or de-emphasized in
routing tools and comes as an afterthought problem [16] (Fig. 5).

3.5 Multi-objective Problems

The problems mentioned in sub-sections A, B, C and D are generally considered as
SOO problems and solved since the prominence for each criteria changes with
design consideration. However, there arises a problem when all the objectives have
to be taken into due consideration. It is where MOO comes into picture. In [17], the

AA

B 

C

D 

E

Fig. 4 A simple floor plan
depicting dead space (grey
shaded portion)

Fig. 5 A simple via
representation in VLSI
circuits
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authors attempted to employ simulated annealing (SA) algorithm for MOO prob-
lems wherein the problems in VLSI were also considered. In addition, the MOO
gives the fortuity for the DM to handpick the solution as per the DM’s require-
ments. Also, multi-objective tools were also developed for solving optimization
problems in VLSI design [18, 19].

4 Bio-Inspired Heuristics

4.1 Genetic Algorithm

GA is indeed an influential algorithm in solving optimization problems. The GA
mimics the natural selection process in biology and refines at each generation
(iteration). GA, generally, selects a random individual from the group of population
and tends to modify and refines them. GA selects the individual solution in a
stochastic manner and employs the solutions as parents to produce a children
solution set for the consecutive generations. Also, the GA undergoes mutation
(sudden changes in the chromosomes) and crossover operation which further refines
the fitness of the solution, thereby converging the solution to the best as much as
can. In addition, the GA has been successfully employed in solving combinatorial
problems in VLSI design. The VLSI routing problem was successfully solved by
using GA, and it reported high efficiency [20, 21]. As an essence, in the evolution of
GA, it is been customized and has taken several dimensions and deformation to
solve problems related to VLSI [20].

4.2 Particle Swarm Optimization

Particle swarm optimization (PSO) is also an intriguing bio-inspired algorithm
which is used in a very large extent for optimization problems. In extension,
PSO has also been successfully employed to solve problems related to VLSI design
[22, 23]. The PSO algorithm’s mechanism runs by having a group of population
generally termed as swarm and also the candidate solutions which may be labelled
as particles. The working is that these particles are moved in the search space with
some constrains. The swarms in the population select the best known position and
tend to move. The highlight is that when the swarm finds a best solution it con-
verges to migrate to the best solution thereby refining its position and converging
towards the very best position. The process is re-iterated, and it is perhaps believed
to extract a favourable solution The PSO algorithm in zeroth iteration and the
converged solution set after ‘Nth’ iteration is revealed in Fig. 6.
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4.3 Ant Colony Optimization

Ant colony optimization (ACO) is also perhaps a well-known bio-inspired algo-
rithm for solving optimization problems. It mimics the biological behaviour of ant.
The ACO may also be classified under swarm intelligence method, and it is a
probabilistic method of solving problem. The inspiration of ACO incepts from the
foraging attribute of an ant colony. The ants are allegedly reported to communicate
indirectly just by chemical pheromone trails. This helps them for optimizing a path
from their prey to their habitat. This attribute of ant colonies is studied and imparted
to solve discrete optimization problems [24]. ACO has been actively employed in
solving problems related to VLSI floor planning. It is evident from that ACO, with
MCNC benchmarks, has obtained impressive results in VLSI floor planning.
Besides, ACO has also been employed in multi-objective optimization of opera-
tional amplifier [25].

4.4 Clonal Selection (CS) Algorithm

The clonal selection (CS) algorithm takes its inspiration from the theory of acquired
immunity and thus falls under the same category of bio-inspired algorithms. The
algorithm describes how B and T lymphocytes get adhered with their antigens and
their response characteristics to antigens over a given time which is termed as
affinity maturation. The CS algorithm has close proximity with Darwin’s theory of
natural selection where selection is based on affinity of antigen–antibody interaction
and the reproduction is just due to the act of cell division. Moreover, the variation
takes its inspiration by somatic hyper-mutation. CS algorithm is allegedly in close
association with hill climbing techniques and GAs. CS algorithm has its profound
impact in solving problems related to VLSI that too problems concentrated on floor
planning issues [26]. The multi-objective approach is also taken into account for
solving optimization problems [27].

Fig. 6 PSO in iteration ‘0’
and convergence in iteration
‘N’

200 L. L. Laudis et al.



5 Results and Tabulation

5.1 Simulation Platform Details

The algorithms mentioned in Sects. 4.1, 4.2, 4.3 and 4.4 were implemented in
C/C ++ programming language. The platform utilized for simulation is Microsoft
Visual Studio 10 Professional. The system held an OS MS Windows 7. The
hardware specification was 64-bit OS. The processor was Intel i3 with one TB HDD
and 4 GB RAM. The processor speed was 2.2 GHz clock speed.

5.2 Benchmark Circuits

The benchmark circuit used for testing the coded algorithm was Microelectronic
Centre for North Carolina benchmarks. It is usually referred in literatures as MCNC
benchmark. This benchmark cluster was unconfined for research, and it is quite
often cited as MCNC benchmarks. These benchmarks are maintained by North
Carolina’s Microelectronics, Computing, and Networking Center, but are now
located at the CAD Benchmarking Laboratory (CBL) at North Carolina State
University. The standards pack the representation and attributes of certain
pre-defined circuits which are given in Table 1. The benchmark circuits vary in size
from 9 to 49 modules.

5.3 As SOO Problem

See Tables 2, 3 and 4.

Table 1 MCNC benchmark circuit details

Benchmarks Modules Nets I/O Pads Pins

apte 9 97 73 287
xerox 10 203 2 698
hp 11 83 45 309
ami33 33 123 42 522
ami49 49 408 22 953

Table 2 Dead space comparison

Benchmarks GA PSO ACO CSA TCG O-Tree e-Otree

apte 7.43 7.21 7.34 7.13 7.90 7.75 8.10
xerox 5.22 5.10 5.09 5.12 5.50 5.67 5.87
hp 8.48 8.20 8.26 8.45 8.82 8.30 8.49
ami33 10.83 10.50 10.77 10.71 10.98 10.82 10.91

ami49 12.18 12.02 12.22 12.28 12.49 12.52 12.32
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5.4 As MOO Problem

See Tables 5 and 6.

Table 3 Area comparison

Benchmarks GA PSO ACO CSA TCG O-Tree e-Otree

apte 46.90 46.92 46.9 46.01 48.92 47.22 46.98
xerox 20 19.55 19.8 19.02 19.82 20.02 20.21
hp 9.03 9.10 9.18 9.15 10.94 9.98 9.16
ami33 1.22 1.28 1.20 1.21 1.80 1.98 1.29
ami49 37.50 37.01 37.2 37.08 36.77 37.70 37.73

Table 4 Wirelength comparison

Benchmarks GA PSO ACO CSA TCG O-Tree e-Otree

apte 197 270 247 294 379 331 339
xerox 229 280 399 367 387 389 370
hp 69.36 62.27 152 150.87 159 162 150.1
ami33 45.25 48.48 52.23 48.87 52.22 50.14 51.12

ami49 622 680 768 688 690 689 710

Table 5 As MOO problem with wirelength and area as objective

Benchmarks GA PSO ACO CSA

A WL A WL A WL A WL
apte 46.7 192 47.4 265 47.18 242 48.5 289
xerox 20.2 220 20.2 28.9 20.3 379 20.4 381
hp 9.85 68.3 9.65 60.3 9.46 149 9.60 149
ami33 1.29 46.2 1.29 58.4 1.25 58.3 1.25 48.10
ami49 39.5 612 40.6 693 37.5 788 38.2 690

Table 6 As MOO problem with wirelength and area as objective

Benchmarks TCG O-Tree e-Otree

A WL A WL A WL
apte 51.5 378 52.9 321 52 321
xerox 21.4 385 21.4 380 22.4 381
hp 9.50 152 9.50 153 9.50 152
ami33 1.84 50 1.98 51 1.70 52
ami49 38.2 663 39.6 689 39.6 703
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6 Conclusion

This paper attempted to protrude the noteworthy role of biologically inspired
algorithm in solving problems which are classified under NP-hard, in VLSI domain.
The simulation results and the discussions delineate a flawless picture of the
importance of employing bio-inspired algorithms for VLSI-related problems.
Moreover, the multi-objective approaches for the proposed algorithm also convey
the factual importance of the same. Mathematically modelling the problems in
VLSI is an area of interest for future research.
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Abstract Maritime communication network is one of the applications in wireless

networks to establish the communication among the vessels and overcome the com-

munication complexities between them. However, the existing maritime network is

susceptible to various known attacks. To mitigate the congenital vulnerabilities, the

efficient authentication protocol for secure group (EAPSG) communication was pro-

posed but it fails to overcome all the security weakness. In this paper, we show that

the EAPSG protocol suffers from redirection attack, DoS attack, and high bandwidth

consumption. Later, we illustrate the countermeasure of identified attacks. We mod-

ified the EAPSG protocol and propose efficient and secure modified group-based

(ESMGB) AKA protocol for the maritime communication network. The formal ver-

ification of the proposed protocol is performed using AVISPA tool. The analysis

shows that the protocol successfully avoids all the identified attacks. The quantita-

tive analysis of the proposed protocol shows less communication and computation

overhead compared to existing protocols.
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1 Introduction

In the sea area, an enormous amount of information such as videos and images

is transmitted from vessels to the maritime administrative authority on land via

non-3GPP network (WiMAX, WLAN). Simultaneously, the maritime authority also

broadcasts the commands, confidential documents, and multimedia data to the ves-

sels. In the past few years, various incidents have been addressed regarding pirates

violation and vessel hijacking in the sea area [1, 2]. Hence, it needs to design a

wideband communication scheme for vessels at low cost so that secure maritime

communication activities can be established.

Due to high data rate and large coverage area, Worldwide Interoperability for

Microwave Access (WiMAX) has been admired as a suitable technology to fascinate

the increasing demand of traffic information at sea area [3–7]. However, it is very dif-

ficult to design a pervasive communication network at sea due to the costly surface

and long coastline. Although, researcher has proposed the Extensible Authentica-

tion Protocol-Authentication and Key Agreement (EAP-AKA) [8] and other similar

authentication schemes such as EAP-TTLS [9], EAP-LEAP [10], EAP-PEAP [11],

EAP-SPEKE [12] to authenticate the devices at WiMAX network on land. But all

these protocols are vulnerable to various kind of attacks such as denial-of-service

(DoS) attack, redirection attack, and impersonation attack. Moreover, these protocols

do not support the group authentication mechanism and consume high bandwidth

during the authentication process. However, EG-AKA protocol [13] authenticates

the group-based devices but vulnerable to similar kind of attacks as above proto-

cols. Therefore, it is impossible to adopt these protocols for group-based maritime

communication.

To design the AKA protocol for the maritime scenario, we consider a group of

vessels that generates the traffic information and transmits it to the maritime authority

on land. The group of vessels is required to be authenticated by the server whenever

they enter in the coverage area of infostations (15 Km). Figure 1 shows the network

architecture of maritime communication scenario. In this architecture, a group of

vessels travel from one point to another point and need to access the WiMAX infosta-

tion which is connected to the Access Network Gateway (ASN-GW). The ASN-GW

achieves the functionalities of authentication, authorization, and accounting (AAA)

server and hosts the AAA clients. The traffic information is transmitted between

infostation and ASN-GW that connects to the proxy AAA server (PAAA). The

PAAA server resides in WiMAX connectivity service network (CSN) that obtains

the mobility anchoring and traffic accounting. The PAAA works as an intermedi-

ary to transfer the information between infostation and Home AAA (HAAA). The

HAAA connects to content server in non-3GPP network [14].

Recently, EAPSG protocol [14] (extension of EG-AKA) has been proposed for

the maritime scenario that supports group-based authentication and defeats most of

the attacks. But, EAPSG protocol is vulnerable to DoS attack and redirection attack.

In addition, the protocol consumes high bandwidth during the authentication of ves-

sels and PAAA. Hence, these protocols are not suitable for resource-constrained ves-
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Fig. 1 Architecture of maritime communication network

sels/devices. On the basis of possible countermeasures of EAPSG protocol, we pro-

pose the efficient and secure modified group-based (ESMGB) AKA protocol. The

formal verification of the proposed protocol is carried out by Automated Valida-

tion of Internet Security Protocols and Applications (AVISPA) tool. The quantitative

analysis shows that the proposed protocol has less overhead at network compared to

other existing AKA protocols.

The organization of this paper is as follows. Section 2 illustrates the security vul-

nerabilities in EAPSG protocol. The ESMGB-AKA protocol is proposed in Sect. 3.

To overcome the security issues of EAPSG protocol, the security analysis and coun-

termeasures are proposed in Sect. 4. The formal verification and performance anal-

ysis of the proposed protocol are shown in Sect. 5. Finally, Sect. 6 concludes the

paper.

2 Related Work

Many AKA protocols have been proposed by the researchers to communicate the

mobile devices in non-3GPP network to 3GPP network on land, but very few of

them are acceptable for the maritime scenario. In this section, we discuss the EG-

AKA protocol and its extension EAPSG protocol. Jiang et al. [13] proposed group-

based EG-AKA protocol to authenticate mass devices in non-3GPP network. The

EG-AKA protocol mutually authenticates each device at MME and maintains the

confidentiality and data integrity. Moreover, the protocol preserves the privacy of

devices and secures against most of the attacks but fails to defeat DoS attack and

redirection attack. In addition, the protocol suffers from high computation overhead

due to asymmetric key cryptosystem. Yang et al. [14] extend the application of EG-

AKA protocol in special maritime communication networks and propose EAPSG

protocol that mutually authenticates group of vessels at PAAA server connected to

the infostations. The authentication process of the protocol is very similar to the

EG-AKA protocol. Hence, the protocol also suffers from similar kind of attacks and

problems.

∙ Vulnerable to Redirection Attack: The EAPSG protocol is penetrable to redi-

rection attack as the transmitted information between PAAA and vessels obtains

by an adversary in a decayed network. To authenticate the identity of infostation,
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PAAA server computes the Master Session Key (MSK) and sends it to infosta-

tion. The infostation encrypts its identity with MSK and transfers to the vessels.

Due to security weakness, an adversary can compute the MSK which may reveal

the confidentiality and integrity of the infostation. Hence, a legitimate vessel is

decoyed by an intruder to connect to his/her forged base station by transmitting

false infostation identity.

∙ Vulnerable to DoS Attack: EAPSG protocol is vulnerable to DoS attack as an

adversary inserts a false registration attempt that disrupts the synchronization of

the initial value (IVVG1−1
). It is assumed that the IVVG1−1

is persistently maintained

between PAAA and vessels. There are many elements which lead to the inconsis-

tency between the initial value of PAAA and vessels. For instance, if an adversary

injects a false registration attempt, it makes MAC′

PAAA inconsistent at vessel as

the value of IVVG1−1
is not matched. If the legitimate vessel tries to authenticate

PAAA, it will always end in failure since MAC′

PAAA is not verified. Hence, all the

time vessels attempt to be authenticated at PAAA but the PAAA will be observed

as unauthorized; i.e., vessel suffers from the DoS attack.

∙ Bandwidth Consumption at Network: The protocol adopts public key

cryptosystem-based Elliptic Curve Diffie–Hellman (ECDH) to authenticate each

vessel in the group that generates high bandwidth consumption. The public key

cryptosystem is a costly infrastructure that is not suitable for resource-constrained

devices. Moreover, it generates the high computation overhead at the network that

does not suit for the maritime communication network.

To overcome all the above-mentioned issues of EAPSG protocol, we propose the

ESMGB-AKA protocol for the maritime communication network. The proposed

protocol mutually authenticates each vessel and PAAA. The protocol obtains all the

security requirements and defeats the identified attacks as redirection attack and DoS

attack. In addition, the protocol adopts the symmetric key operations while authenti-

cating the group of vessels and overcomes the problem of high bandwidth consump-

tion from the network.

3 Proposed ESMGB-AKA Protocol

In this section, we propose the ESMGB-AKA protocol for mass vessels in a special

maritime communication network. In the proposed AKA protocol, the first vessel

executes a full authentication process and obtains the authentication vectors for the

remaining vessels at HAAA. PAAA stores the authentication vectors from HAAA to

authenticate each vessel in the group. The explanation of the proposed AKA protocol

is as follows.
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3.1 Group Formation and Initialization

A large number of vessels form groups based on similar application, region, behav-

ior, and characteristics. Each vessel has a permanent identity (PIDVGi−k
) and installed

by the service provider to allow each vessel for registration in maritime network.

Meanwhile, each vessel in the group has a pre-shared secret key (KVGi−k
) with HAAA.

The service provider also provides a group key (GKi) and identity (IDGi
) to each

group. Table 1 represents the notations used in the proposed AKA protocol. In addi-

tion, an index table [14] at HAAA is formed that contains the group (Gi), group

identity (IDGi
), and vessel identity (IDVGi−k

). The proposed protocol is explained in

two phases as shown in Fig. 2.

3.2 Registration Phase

In the registration phase, the first vessel (VG1−1
) from the group G1 communicates

to HAAA and generates the authentication vectors for the authentication process of

remaining vessels. The communication channel between PAAA and HAAA is secure

[14]. The registration phase executes the following steps:

Step-1: An access request is sent by a vessel (VG1−1
) to the infostation.

Step-2: To obtain the identity of VG1−1
, the request identity message is sent from

infostation to vessel.

Step-3: After receiving the request identity message, the VG1−1
computes the tem-

porary identity (TIDVG1−1
) as

TIDVG1−1
= f 1KVG1−1

(PIDVG1−1
) (1)

Table 1 Protocol notations and their acronyms

Notation Definition

Rx Random number computed by x
PIDVx

/TIDVx
Permanent/Temporary Identity of x

GKi Group key of the ith group

GTKGi Group Temporary Key of the ith group

MACx Message Authentication Code calculated by x
AUTHx Authentication Token computed by x
f1 Temporary Identity Generation Function

f2 Generation Function of MAC

f3 Generation Function of Group Temporary Key

f4 Generation Function of Sharing Key
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Fig. 2 Proposed ESMGB-AKA protocol

Then VG1−1
computes the MACG1

as

MACG1
= f 2KVG1−1

(IDG1 ∥ TIDVG1−1
∥ RVG1−1

∥ IDinfostation) (2)

And, computes the authentication code AUTHG1
as

AUTHG1
= (IDG1 ∥ TIDVG1−1

∥ RVG1−1
∥ MACG1

∥ POS ∥ IDinfostation)
Step-4: VG1−1

transfers the AUTHG1
to PAAA server over infostation. Then, the

PAAA server attached its POS′
with AUTHG1

and forwards to the HAAA.

Step-5: When HAAA receives the authentication request message, HAAA veri-

fies whether the POS =?POS′
. If it is verified, HAAA generates the MAC′

G1
using

KVG1−1
as Eq. 2 and verifies MACG1

=?MAC′

G1
. If the authentication is successful,

HAAA computes the PIDVG1−1
. HAAA also computes the respective group key GK1

to generate the GTKG1
as

GTKG1
= f 3GK1

(IDG1 ∥ RHAAA ∥ AMF) (3)
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Then, HAAA generates AUTHHAAA as

AUTHHAAA = (RVG1−1
∥ RHAAA ∥ AMF ∥ GTKG1

∥ IDinfostation)

HAAA transfers the computed AUTHHAAA with G1’s information collected in

the index table to PAAA. PAAA server accepts and stores this information with

IDinfostation, GTKG1
, RHAAA for the future use.

3.3 Authentication and Key Agreement Phase

After registration phase, the group authentication and key agreement phase of the

protocol are executed.

Step-6: After receiving the AUTHHAAA, the PAAA server selects RPAAA and com-

putes the MACPAAA for the mutual authentication with VG1−1
as

MACPAAA = f 2GTKG1
(IDG1 ∥ TIDVG1−1

∥ RVG1−1
∥ RPAAA ∥ RHAAA ∥ AMF) (4)

It computes the authentication code AUTHPAAA and transfers to VG1−1
as

AUTHPAAA = (MACPAAA ∥ RVG1−1
∥ RPAAA ∥ RHAAA ∥ AMF)

Step-7: VG1−1
generates the GTKG1

(as Eq. 3). Then, it computes and verifies

MAC′

PAAA (as Eq. 4). If MAC′

PAAA ≠ MACPAAA, then VG1−1
sends an authentication

failure response to PAAA server. Otherwise, PAAA server authenticated at VG1−1
.

Further, VG1−1
generates the key generation key KGKVG1−1

as

KGKVG1−1
= f 4GTKG1

(IDG1 ∥ TIDVG1−1
∥ RVG1−1

∥ RPAAA) (5)

To authenticate VG1−1
at PAAA server, VG1−1

computes the MACVG1−1
= f 2KGKVG1−1

(IDG1 ∥ TIDVG1−1
∥ RVG1−1

∥ RPAAA) using KGKVG1−1
and transfers to PAAA.

Step-8: After receiving MACVG1−1
from VG1−1

, PAAA server generates the

KGKVG1−1
(as Eq. 5) and computes MAC′

VG1−1
. Then, PAAA server verifies whether

MAC′

VG1−1
= MACVG1−1

. It sends a successful authentication message if the verifica-

tion passes otherwise an authentication failure response is transmitted to the vessel.

To authenticate the identity of infostation atVG1−1
and infostation, PAAA server com-

putes the MSK as

MSK = h(IDG1 ∥ RVG1−1
∥ RHAAA ∥ RPAAA) (6)

Step-9: Then, PAAA server sends the stored IDinfostation as (IDinfostation||MSK) to

infostation. The infostation authenticates its identity and stores the MSK after a suc-
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cessful authentication. Further, it transmits an encrypted IDinfostation with MSK to

VG1−1
.

Step-10: Finally, VG1−1
decrypts and authenticates the IDinfostation using MSK (as

Eq. 6). It verifies whether IDinfostation received from infostation in Step-9 matches

with IDinfostation used in Step-3. If the verification is successful, the authentication

and key agreement phase for the first vessel is completed.

When the other vessels (VG1−2
, VG1−3

,......VG1−n
) in group intend to access the net-

work, PAAA server performs the mutual authentication with these vessels using

GTKG1
computed in the registration phase. The following steps are executed in this

procedure.

Step-1: Vessel (VG1−2
) accepts the request identity message from infostation to

provide access of the infostations.

Step-2: Then, VG1−2
computes the TIDVG1−2

(as Eq. 1) and authentication code

AUTHVG1−2
= (IDG1 ∥ TIDVG1−1

∥ RVG1−1
∥ IDinfostation). It is not required for VG1−2

to transfer MACG1
because the PAAA server verifies VG1−2

explicitly without the

knowledge of HAAA.

Step-3: After receiving the AUTHVG1−2
from VG1−2

, PAAA server executes the

IDinfostation, GTKG1
, RHAAA, and index table of G1. To mutually authenticate the ves-

sels and PAAA server, procedure from Step-6 to Step-10 is executed until the com-

plete verification of each vessel in the group. Hence, a full authentication and key

agreement of each vessel in the group is realized.

4 Formal Verification and Security Analysis of Proposed
Protocol

The proposed ESMGB-AKA protocol mutually authenticates the entities, maintains

the data integrity, provides the confidentiality, and preserves the privacy of vessels in

the group. Moreover, the protocol defeats the impersonation attack and replay attack

as the EG-AKA and EAPSG protocols. This section illustrates the formal verification

and security analysis of the proposed protocol.

4.1 Formal Verification Using AVISPA Tool

In this subsection, the formal verification of proposed protocol is carried out using

AVISPA tool [15, 16]. AVISPA accommodates automatic security analysis and veri-

fication such as On-the-Fly-Model-checker (OFMC) and SAT-based Model-Checker

(SATMC). The protocol is coded in High-Level Protocol Specifications Language

(HLPSL) to verify its security properties under AVISPA. The fundamental objective

of the protocol is to achieve the mutual authentication and key agreement between

the group of vessels and communication entities. Moreover, it is required to achieve
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(a) Authentication goals for model analysis (b) Results summarized by OFMC

Fig. 3 Analysis of proposed protocol using AVISPA

secrecy of pre-shared keys (KVGi−k
, GTKG1

) in the authentication process. We verify

the proposed protocol using OFMC. To verify the proposed protocol, the authenti-

cation goals are shown in Fig. 3a. In addition, the Fig. 3b shows the output of the

model analysis results. From these results, it is observed that the proposed protocol

achieves the security goals and defeats all the attacks.

4.2 Security Analysis of Proposed Protocol

In this subsection, the security analysis shows that the proposed protocol successfully

avoids the problems of EG-AKA and EAPSG protocols.

∙ Resistance to Redirection Attack: To overcome redirection attack, we need to

restrict an adversary to access the MSK while transmitting the identity of infosta-

tion to vessels. The proposed protocol computes theMSK to encrypt the identity of

the infostation, thereby confining the network from redirection attack. The RVG1−1
,

RHAAA, RPAAA are random distinct numbers in each formation of the session key.

Hence, an adversary fails to generate the valid MSK. In the proposed protocol,

the PAAA server transmits IDinfostation with session key MSK to infostation. The

infostation verifies its identity and stores the MSK. Then, it sends an encrypted

IDinfostation with MSK to each vessel in the group. Hence, the proposed protocol

preserves the privacy of IDinfostation.

∙ Resistance to DoS Attack: In the proposed protocol, PAAA server computes the

MACPAAA (as Eq. 4) using GTKG1
and the distinct random number of communica-

tion entities. The vessels also generate the GTKG1
and authenticate the MAC′

PAAA.

Different from EG-AKA and EAPSG protocols, we are not considering the initial

values (IVs) to compute the MAC. Hence, the PAAA server and vessels mutually

authenticate each other by verifying their MAC.



214 S. Gupta et al.

Ta
bl

e
2

S
e
c
u
r
it

y
p
a
r
a
m

e
te

r
s

c
o
m

p
a
r
is

o
n

in
v
a
r
io

u
s

A
K

A
p
ro

to
c
o
ls

S
e
c
u

r
it

y

P
a
ra

m
e
te

r
s

A
K

A
P

ro
to

c
o
ls

E
S

M
G

B
-A

K
A

E
A

P
S

G
[
1
4

]
E

G
-A

K
A

[
1
3

]
E

A
P

-A
K

A
[
8

]
E

A
P

-T
T

L
S

[
9

]
E

A
P

-
P

E
A

P

[
1
1

]

E
A

P
-
L

E
A

P

[
1
0

]

E
A

P
-
S

P
E

K
E

[
1
2

]

C
r
y
p
to

s
y
s
te

m
S

y
m

m
e
tr

ic
a
l

A
s
y

m
m

e
tr

ic
a
l

A
s
y

m
m

e
tr

ic
a
l

S
y

m
m

e
tr

ic
a
l

A
s
y

m
m

e
tr

ic
a
l

A
s
y

m
m

e
tr

ic
a
l

A
s
y

m
m

e
tr

ic
a
l

A
s
y

m
m

e
tr

ic
a
l

B
a
n
d
w

id
th

c
o
n
s
u
m

p
ti

o
n

L
o
w

H
ig

h
H

ig
h

L
o
w

H
ig

h
H

ig
h

H
ig

h
H

ig
h

P
r
iv

a
c
y

p
ro

te
c
ti

o
n

Y
e
s

Y
e
s

Y
e
s

N
o

Y
e
s

Y
e
s

N
o

N
o

R
e
s
is

ta
n
c
e

to

r
e
p
la

y
a
tt

a
c
k

Y
e
s

Y
e
s

Y
e
s

Y
e
s

Y
e
s

Y
e
s

Y
e
s

Y
e
s

R
e
s
is

ta
n
c
e

to

im
p
e
r
s
o
n
a
ti

o
n

a
tt

a
c
k

Y
e
s

Y
e
s

Y
e
s

N
o

N
o

N
o

N
o

N
o

R
e
s
is

ta
n
c
e

to

M
iT

M
a
tt

a
c
k

Y
e
s

Y
e
s

Y
e
s

N
o

Y
e
s

Y
e
s

Y
e
s

Y
e
s

R
e
s
is

ta
n
c
e

to

r
e
d
ir

e
c
ti

o
n

a
tt

a
c
k

Y
e
s

N
o

N
o

N
o

N
o

N
o

N
o

N
o

R
e
s
is

ta
n
c
e

to

D
o

S
a
tt

a
c
k

Y
e
s

N
o

N
o

N
o

N
o

N
o

N
o

N
o

P
ro

v
id

e
g

ro
u
p

a
u

th
e
n

ti
c
a
ti

o
n

Y
e
s

Y
e
s

Y
e
s

N
o

N
o

N
o

N
o

N
o



ESMGB: Efficient and Secure Modified Group-Based AKA Protocol . . . 215

∙ Resistance to Bandwidth Consumption: The proposed protocol adopts symmet-

ric key operations during the registration and key agreement phase. Each vessel

in the group has a pre-shared secret key (KVGi−k
) with HAAA. Each vessel and

PAAA mutually authenticate each other using symmetric key GTKG1
. Moreover,

the IDinfostation is also verified at VG1−1
using symmetric key. Hence, the lightweight

framework suits for resource-constrained vessels of the maritime communication

network. Also, it reduces the computation overhead from the network.

In Table 2, we show the comparative analysis of various AKA protocols for non-

3GPP network on the basis of various security parameters. From illustrated results,

it can be observed that the proposed protocol achieves the extensive security perfor-

mance. The protocol overcomes the issues observed in EAPSG and other existing

protocols. In addition, the proposed protocol mandates the group key (GKi) update

whenever the vessels join or leave the group.

5 Performance Analysis of Proposed Protocol

In this section, we present the communication and computation overhead to analyze

the performance of the proposed protocol.

∙ Communication Overhead: To analyze the communication overhead of the AKA

protocols, we consider that there are n number of vessels in m groups. The signal-

ing overhead of AKA protocols is shown in Table 3, where cofirst and coremaining
represent the communication overhead incurred by first vessel and each remaining

vessel during the authentication process, respectively. In EG-AKA and EAPSG

protocols, seven signaling messages are required to authenticate the first ves-

sel. The remaining vessels of the group are verified in five message interactions.

These protocols perform the asymmetric key cryptosystem to authenticate vessels.

Although the proposed protocol requires the same number of signaling messages,

the authentication process is based on the symmetric key operations. Hence, the

communication overhead of the proposed protocol is reduced compared to EG-

AKA and EAPSG protocols as shown in Fig. 4a.

∙ Computation Overhead To analyze the computation overhead of the AKA pro-

tocols, we consider the consumed time of cryptographic functions [17] as: THash=

0.067ms; Tmul= 0.612ms; and Taes (encryption/decryption)= 0.161 ms. Table 4

represents the computation overhead of EG-AKA, EAPSG, and proposed

ESMGB-AKA protocols. The EG-AKA and EAPSG protocols perform the mutual

authentication and key agreement using multiplication operations over an elliptic

curve. However, the key operations of proposed protocol are based on the symmet-

ric key cryptosystem; hence, it generates the less computation overhead as shown

in Fig. 4b. We consider the average value of EG-AKA and EAPSG protocols as

they have same computation overhead.
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Table 3 Comparison of communication overhead of group-based AKA protocols

AKA Protocols Number of bits

COfirst COremaining COoverall

EG-AKA [13] 3200 1728 1728(n − m) + 3200 ∗
m

EAPSG [14] 3328 1728 1728(n − m) + 3328 ∗
m

ESMGB-AKA 2776 1456 1456(n − m) + 2776 ∗
m

(a) Communication overhead m=50 (b) Computation overhead m=50

Fig. 4 Analysis of communication and computation overhead

Table 4 Comparison of computation overhead of AKA protocols

AKA Protocols Number of bits

MTC Devices Network Total (in ms)

EG-AKA [13] (2Tmul + 3Thash +
2Taes) ∗ n

(2Tmul + 2Thash +
Taes) ∗
n + (Thash + Taes) ∗ m

(4Tmul + 5Thash +
3Taes) ∗
n + (Thash + Taes) ∗ m

EAPSG [14] (2Tmul + 3Thash +
2Taes) ∗ n

(2Tmul + 2Thash +
Taes) ∗
n + (Thash + Taes) ∗ m

(4Tmul + 5Thash +
3Taes) ∗
n + (Thash + Taes) ∗ m

ESMGB-AKA (2Thash + 2Taes) ∗
n + Thash

(2Thash + Taes) ∗
n + (Thash + Taes) ∗ m

(4Thash + 3Taes) ∗
n + (Thash + Taes) ∗
m + Thash

6 Conclusion and Future Work

In this paper, we perform the security analysis of non-3GPP-based EAPSG protocol

in maritime scenario. The security analysis shows that the EAPSG protocol is vulner-

able to redirection attack and DoS attack. Also, the protocol executes the asymmet-

ric key cryptosystem. Therefore, it suffers from high bandwidth consumption. Later,

we address the countermeasure for the above-mentioned problems. We propose the
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ESMGB-AKA protocol from the proposed countermeasures. To analyze the security

parameters and secret keys, the proposed protocol is formally verified using AVISPA

tool. The formal security analysis shows that the protocol is safe and avoids the iden-

tified attacks. The protocol is also compared with other existing group-based AKA

protocols on the basis of communication and computation overhead. The graphical

representation shows that the protocol has improved communication and computa-

tion overhead. In addition, the high computational consumption and communication

complexity are observed during the handover. Hence, we will exploit our research in

the handover of group-based AKA protocols in future.
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Reduced Latency Square-Root
Calculation for Signal Processing Using
Radix-4 Hyperbolic CORDIC

Aishwarya Kumari and D. P. Acharya

Abstract In this paper, we are extending the usage of CORDIC algorithm from
trigonometric mode, which has been the primary use of it from a very long time, to
hyperbolic mode. Here, we have implemented Radix ‘4’ hyperbolic CORDIC in
vectoring mode for fast and efficient computing of Square-Root of a number. The
simulation results are implemented on FPGA platform. Based on simulation results,
comparison of Radix ‘4’ CORDIC with Radix ‘2’ CORDIC is presented too.

Keywords Hyperbolic ⋅ Trigonometric ⋅ CORDIC algorithm
Radix ‘4’ ⋅ Pipelined architectures

1 Introduction

The COordinate Rotation DIgital Computer (CORDIC) has been a prevailing
computational tool for a wide range of applications. This strategy has expanded in
preponderance, especially in mathematical applications. Volder introduced COR-
DIC algorithm method for calculation of trigonometric functions as well as for
complex binary techniques using CORDIC algorithm with its two different oper-
ation modes, which are vectoring and rotation mode. CORDIC-based architectures
have been used for inversion of matrix, eigenvalue calculations, singular value
decomposition (SVD) algorithms, logarithmic functions, multiplication of complex
numbers, orthogonal transformations, etc.

Conventionally, CORDIC algorithm is implemented using Radix ‘2’ microrota-
tions. Later, various algorithms and architectures have been developed for increasing
throughput of the algorithm through the pipelined implementation. The CORDIC
algorithm has become very much popular majorly because of its efficiency for
cost-efficient implementation of various applications. Its main attraction is its ability
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to provide simple architecture because it only uses shift, add, and subtract operations.
It is also clear that it is really going to get much better shape in the future. In the
present scenario, CORDIC is finding its great use in embedded system processors.
The CORDIC algorithm is described suitable for the use in a special purpose
computer where most of the computations involve basic trigonometric functions [1].
After completing 50 years of its invention, the basic evolutions made in the COR-
DIC algorithm and their architectures along with their effectiveness and applications
in the coming times are illustrated in [2]. Various authors presented the restrictions of
the numerical values of functional arguments, which are given to the CORDIC units
with an emphasis on the binary as well as the fixed-point implementations [3].
Villalba discussed the Radix ‘4’ CORDIC algorithm in circular vectoring mode [4].
In paper [4], authors presented that the proposed Radix ‘4’ circular CORDIC
algorithm in vectoring mode has a similar recurrence as the Radix ‘4’ division
algorithm and some dedicated studies are presented concerning the vectoring mode.
In [5], the parallel Radix ‘4’ architecture is implemented to check the latency and the
improvements in hardware to reduce the area. Radix ‘4’ architecture for rotation
mode is designed in [6] where it can be seen that the total iterations’ count in Radix
‘4’ is half as compared to Radix ‘2.’ Hence, we can see that most of the work in the
area of CORDIC is limited to rotational mode only specially for calculating
trigonometric functions. Therefore, Radix ‘4’ CORDIC can be used for hyperbolic
vectoring mode too. The time required for the computation of Square-Root can be
reduced, which can be very useful for the works of signal processing.

2 CORDIC Algorithms

The Radix ‘2’ and Radix ‘4’ CORDIC algorithms are presented here in brief.
The CORDIC algorithm can be altered to compute various hyperbolic functions.
Hence, it is reformulated to a generalized form, good enough to execute rotations in
linear, circular, and hyperbolic coordinate systems. For this, a variable ‘p’ is added
extra, which takes distinct values for different coordinate systems. The value of ‘p’
can be p = 0.1 or −1 and

βm = tan− 1ð2−mÞ, ð2−mÞ or, tanh− 1ð2−mÞ,

where the generalized CORDIC algorithm is working, respectively, in linear, cir-
cular, or hyperbolic coordinate system. The formulae used for generalized CORDIC
are as follows [2]:

xm+1 = xm − pσm2−mm

ym+1 = ym + σm2−mxm
zm+1 = zm − σmβm

ð1Þ
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where,

σm =
sign zmð Þ; in rotation mode

− sign ymð Þ; in vectoring mode

�

In Radix ‘2’ CORDIC algorithm, to have n-bit output precision, n clock cycles
are required. Hence, latency is more. The latency of computation is a major
drawback of CORDIC algorithm. In various signal-processing applications, fast
computation of Square-Root is required. So, attempts are made to reduce latency of
computation for calculation of Square-Root.

In the following section, a vectoring mode Radix ‘4’ hyperbolic CORDIC
algorithm is developed, which is used in the calculation of Square-Root. To ensure
the convergence, the values of wm are taken as wm =4mym.

The equations for Radix ‘4’ CORDIC are as follows [4]:

xm+1 = xm + σm4− 2mwm,

wm+1 = 4ðwm + σmxmÞ,
zm+1 = zm − βm σmð Þ.

Here, βm σmð Þ= tanh− 1 σm4−mð Þ.

ð2Þ

Here, σi takes values − 2, − 1, 0, 1, 2f g. The scale factor here is

K= ∏m 1+ σ2m4
− 2m� �1 ̸2

.

The scaling factor ‘K’ varies with iterations, as it varies with the σm values. Its
value ranges from 1.0 to 2.62. The Radix ‘4’ CORDIC algorithm has two problems,
viz complexity of selection of σm and variable nature of scale factor.

By selecting four different comparison points, the value of σm is calculated. In
case of circular coordinate CORDIC, the four different comparison points are taken
as

Pm ±1ð Þ= ± x0
2 ; if m=0

± x1
2 ; if m≥ 1

�
ð3Þ

Pm ±2ð Þ= ± 3xi
2 ; if m≤ 0

± 3x2
2 ; if m≥ 2

�
ð4Þ

Since we are using hyperbolic coordinate CORDIC, iteration m=0 is invalid
here. The iteration count will start from m=1. The calculated values for σm are

Reduced Latency Square-Root Calculation … 221



σm =

+2; if wm >Pm 2ð Þ
+1; if Pm 1ð Þ<wm ≤ Pm 2ð Þ
0; if Pm − 1ð Þ<wm ≤Pm 1ð Þ
− 1; if Pm − 2ð Þ<wm ≤ Pm − 1ð Þ
− 2; if wm ≤ Pm − 2ð Þ

8>>><
>>>:

ð5Þ

Due to most popular area–delay–accuracy trade off [2], reducing latency in case
of Radix ‘4’ will increase the area by a smaller amount and will decrease the
accuracy too.

3 Proposed Architecture for Radix ‘4’
Hyperbolic CORDIC Algorithm

In the section explained below, we have shown the pipelined architecture of Radix
‘4’ hyperbolic CORDIC algorithm (Fig. 1).

The proposed architecture consists of two parallel operations:

(i) Unscaled CORDIC architecture
(ii) Scale factor computation architecture.

This architecture uses 33-bit precision. The number of iterations is three, which
is half of number of iterations required in Radix ‘2’ CORDIC (Fig. 2).

To calculate the value for σ, combinational block consisting of comparators and
multiplexers is used. The output of this block is used in both parallel operations.
The computation for scale factor is carried out parallely with CORDIC iterations.
After calculating scale factor for each operation, these values are stored in the LUT,
which provides the final scale factor ‘K.’ The final output of unscaled CORDIC
block is divided by this value of scale factor to get the Square-Root of given input.

Fig. 1 Architectural
representation of
preprocessing block in
unscaled CORDIC block

222 A. Kumari and D. P. Acharya



4 Results of Implementation in FPGA

The CORDIC architecture presented here consists of three stages and a word length
of 33 bits. Out of these 33 bits, 9 bits are used as integer points and remaining as
fractional points. The MSB is taken as sign bit. The FPGA used here has the
following specifications (Table 1):

To calculate the Square-Root of a number ‘a,’ in CORDIC, initial values of
x and y are taken as (Fig. 3).

x = a+ 0.25 and y= a− 0.25.

Fig. 2 Architecture of first iteration in unscaled CORDIC block

Table 1 FPGA device and
simulation environment

FPGA Xilinx Virtex7

Device XC7VX690T
Package FFG1157
Synthesis tool XST (VHDL/Verilog)
Speed −3
Preferred language Verilog
Simulator Isim
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The input here is taken as ‘a,’ and output is ‘asqrt.’ Here ‘atrun’ is showing the
integral value of ‘a’ without its fractional part. In ‘asqrt’ too, the fractional part is
truncated, which means only upper 9 bits are taken as output. Pipelined architecture
uses structure similar to that of parallel implementation of CORDIC. The only
difference is pipelining registers are inserted after every iteration. The scale factor
for each iteration is truncated to five bits in which first two bits represent integral
part and remaining three represent fractional part (Fig. 4).

Fig. 3 Simulation result of Square-Root calculation using Radix ‘4’ CORDIC

Fig. 4 Simulation result of Square-Root calculation using Radix ‘2’ CORDIC
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5 Conclusion

In the proposed work, a normally scaled Radix ‘4’ hyperbolic CORDIC architecture
is presented. The calculated latency of operation here is five clock cycles, which is
approximately half of the Radix ‘2’ CORDIC architecture. But, it involves com-
paratively more hardware than Radix ‘2’ CORDIC because it parallelly computes
the scale factor. This study reveals that the speed-optimized Radix ‘4’ CORDIC
architecture designed can be suitable for applications in real time.
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High-Gain A-Shaped EBG-Backed
Single-Band Planar Monopole Antenna

Shridhar Desai, Umesh Madhind and Mahesh Kadam

Abstract This paper presents the use of a backed electromagnetic band gap
(EBG) structure which gives the radiation efficiently as a director for our designed
monopole antenna. For the wearable applications, proposed planar monopole
antenna A single EBG structure exploited towards radiation efficiently. The gap
between the ground and the EBG layer, and shape of the EBG structure are fixed to
work the antenna at 2.45 GHz in wireless local area network. A proposed model
with unique EBG-backed monopole antenna is presented. The proposed antenna is
fabricated on a 64.23 × 38 × 1.57 mm3 board of FR4 substrate with relative
permittivity of 4.4. The reported efficient and robust radiation performance with the
high gain and the compact size, which make the proposed antenna to work for
wearable communication applications. The detailed theoretical explanations are
supported by simulations and experiments.

Keywords Monopole antenna ⋅ Electromagnetic band gap (EBG) structure
Wearable ⋅ Antenna

1 Introduction

In communication system, recently, we are seeing fast advancement. Nowadays,
wearable systems integrated with wireless communication technology innovation
get to be distinctly essential for human. To monitor and record data like body
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temperature, blood pressure, heart rate [1] need to design wearable device with
smart clothes. That supports various applications such as rescue systems, health
care systems, patient monitoring system, combat zone survival and wearable
gaming consoles [2, 3]. Through wireless communication systems, the information
observes and sends to receiving station. In such systems, antenna is an essential
device to communicate between receiving station and sensor devices [4]. Such a
commercial applications, frequency band is allotted globally. For these applica-
tions, industrial scientific, ultra-wideband and medical implantable communication
system band are available.

In medical applications, antenna size must be as small as possible with features
like lightweight, preferably comfortable. For narrowband applications, designing
highly efficient antenna with characteristics like low profile, lightweight is a difficult
task [5].

The microstrip antenna [6] and antenna with cavity backed [7, 8] are a good
choice for wearable applications; be that as it may, they do not show conformal
characteristics. A few textile-based conformal antennas such as microstrip antenna
with full ground [9], wearable magnetoelectric dipole [10], SIW technology-based
textile antenna [11] and textile fractal [12] are proposed to be flexible for com-
munication in these applications; however, they have a generally substantial
impression.

In this paper, we designed an exceptionally smaller planar monopole antenna
with specific-structured EBG backed and displayed the experimental realization at
2.45 GHz operating frequency in ISM band. Its applications are most common in
the UHF [13, 14], ultra-wideband (UWB) [15], etc. In this paper, we concentrate on
designing off-body antenna for wireless body area network with efficient,
low-profile and narrowband application. In Sect. 1, we gave the background for our
proposed antenna. In Sect. 2, we describe the proposed antenna structure. In this
study, we present a planar monopole antenna for single band, with and without
EBG structure. Then in Sect. 3, we discuss the result for various parameters.
Section 4 is comparison of performance of antenna without electromagnetic band
gap (EBG) structure as well as with EBG structure. Then we conclude the topic in
Sect. 5.

2 Antenna Design

From antenna theory, it is cleared that by using proper EBG structure, enhancement
in performance of low-profile antenna demonstrated. The schematic diagram of
proposed antenna is shown in Fig. 1 which comprises of a radiating monopole
which is backed by single EBG structure. On either side of the substrate, monopole
antenna and partial ground plane are imprinted. Along with partial ground, we
imprinted EBG structure on same side. This reduces the size of the antenna.
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2.1 Design of Single-Band Monopole Antenna

The FR4 substrate material of 1.57 mm thickness is used to fabricate antenna. This
material has permittivity of 4.4. As shown in Fig. 1, this structure is of size
64.2 × 38 mm2. On upper side of the substrate, we imprinted monopole antenna of
dimension 15.2 × 1 mm2. This structure is designed for single band of frequency
2.4–2.5 GHz.

2.2 Design of EBG Structure

On the bottom side of the substrate, EBG structure is imprinted along with partial
ground plane of 38 × 14.2 mm2. Area cover by EBG structure is 38 × 48 mm2,
and the geometry of EBG structure is shown in Fig. 2. The EBG structure
resembles to the English letter ‘A’.

Fig. 1 Design of single-band
monopole antenna

Fig. 2 Design of EBG
structure
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For monopole antenna, 2.45 GHz is operating frequency for monopole antenna
design. Hence, this must match with surface wave frequency band gap of EBG
layer. Hence, at the initial stage of antenna design, for antenna, we combined
operating frequency band. The EBG layer structure is with an elongated length L1.
To define the EBG surface wave frequency band gap, L1, L2, W2, T1, T2 and g1
optimized.

In the following Table 1, we have given all the dimensions of monopole antenna
and EBG structure, respectively. For this, schematic is as shown in Fig. 1 and
Fig. 2, respectively.

As shown in Fig. 3a, b and c, we actually designed the antenna structure,
without EBG and with A-shaped EBG, respectively.

Table 1 Parameters of the
designed printed

Parameter Length (mm) Parameter Length (mm)

L1 48 T1 10
L2 21.75 T2 6.25
L3 11.87 L 64.2
W1 38 M1 15.2
W2 18 MW 1
H1 1.57 g1 2
G1 14.2

Fig. 3 a Actual printed antenna, b without EBG and c with A-shaped EBG
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3 Result and Discussions

3.1 Return Loss

For simulation, we have used HFSS software. The simulated reflection coefficient
monopole antennawithout EBG andwithEBG structure is shown in Fig. 4 andFig. 5,
respectively. By using HFSS, we investigated the radiation pattern and S-parameter.
In Fig. 3, S-parameter of antenna without EBG structure is given. And in Fig. 4,
S-parameter of proposed antenna with A-shaped EBG structure is given. Here, from
simulation, it is clear that notch indicates that frequency band covers 2.38–2.52 GHz.
Return loss of has been simulated as depicted in Fig. 4, which shows that the return
loss is−12 and−21.45 dB in Figs. 3 and 4, respectively. Hence,−21 dB is sufficient
for the wireless communication application as compared to other antennas. As shown
in Fig. 2, the bandwidth of an antenna is about 435 MHz.

3.2 Radiation Performance

In Fig. 6, the E-plane radiation pattern of antenna without EBG structure is shown.
In Fig. 7, the E-plane radiation pattern of antenna with EBG structure is shown. The
operating frequency of the proposed antenna is 2.45 GHz. Figures 8 and 9 show the
3D radiation pattern of antenna without EBG and with EBG structure, respectively.

Fig. 4 Return loss of without EBG structure
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Fig. 5 Return loss of with EBG structure

Fig. 6 Radiation pattern of antenna without EBG structure
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Fig. 7 Radiation pattern of A-shaped EBG structure

Fig. 8 3D radiation pattern of without EBG structure
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4 Comparison of Single-Band A-Shaped EBG Structure
and Without EBG Structure

In this section, we compare the result of our novel antenna design with single-band
EBG structure and without EBG structure. Due to this design, we are able to reduce
the return loss up to −21.45 dB in EBG structure and that was −12 dB in without
EBG structure. Gain is improved in EBG structure as compared to without EBG
structure. Bandwidth also increased in our design. Comparison of single-band EBG
structure and without EBG structure has been given in Table 2.

Fig. 9 3D radiation pattern of A-shaped EBG structure

Table 2 Comparison table of single-band EBG structure and without EBG structure

Parameter Without EBG structure Single-band EBG structure

Return loss (dB) −12 −21.45
Gain (dB) 3.21 6.21

Bandwidth (MHz) 121 425
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5 Conclusion

We have simulated and tested our proposed planar monopole antenna with
A-shaped EBG-backed structure. It can be useful for wearable application because
of its compact size, lightweight, efficiency ease in fabrication, etc. Our proposed
antenna has high-gain characteristic, good bandwidth, very good return loss as
listed in Table 2. Hence, such systems are very much useful for systems like
medical monitoring or wearable biosensors.
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An Improvement to the Multicarrier
Complementary Phase-Coded Radar
Signal Using Signal Distortion
Technique
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M. Vinay and N. N. S. S. R. K. Prasad

Abstract This paper aims to reduce the Peak-to-Mean Envelope Power Ratio
(PMEPR) of a Multicarrier Complementary Phase-Coded (MCPC) signal. A MCPC
signal consists of N subcarriers which are phase modulated by N distinct phase
sequences. Each of these N subcarriers is spaced 1/tb apart from each other, where tb
is the duration of each phase element, constituting an orthogonal frequency division
multiplexing (OFDM) signal. A signal distortion technique, companding, is used to
reduce the PMEPR of the generated MCPC signal. Further, the use of level shifting
technique on the MCPC signal and consequent application of the companding
technique reduces the abrupt variations in the MCPC signal. A comparison of the
complex envelopes, autocorrelation, and ambiguity functions of the MCPC signal
obtained by the above-mentioned methods is performed which exemplifies the
advantage of application of level shifting and companding over the conventional
method.
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1 Introduction

Range and resolution [1] are the most important characteristics of a radar signal. As
the pulse width of a radar signal increases, the range of the signal improves but the
resolution reduces. Conversely, if the resolution has to be enhanced, the pulse width
has to be reduced. This reduction of the pulse width limits the range of the radar
signal. In order to balance these trade-offs, pulse compression technique is used.
Pulse compression can be achieved by phase modulating the transmitted radar
signal.

Usage of a single carrier system for transmission of the radar signal results in
utilization of large bandwidth [2]. But, the usage of a multicarrier system (OFDM)
for transmission of the radar signal helps reduce bandwidth. OFDM technology
forms the foundation for a number of communication systems such as Digital Audio
and Video Broadcasting, IEEE 802.11 g, Digital Subscriber Lines (xDSL). The
latest applications include LTE and LTE Advanced. OFDM has also been applied
to radar systems for object tracking and target detection. This application has been
realized in different types of multipath and clutter environments.

Multicarrier signals inherently have a high value of Peak-to-Mean Envelope
Power Ratio (PMEPR). The PMEPR of the signal indicates the variations present in
the complex envelope. A high value of PMEPR implies that the signal has abrupt
amplitude variations and the amplifier at the transmitter has to be extremely sen-
sitive to these changes.

Further, phase coding of these multicarrier signals is performed to achieve pulse
compression resulting in better range and resolution of the radar signal. The radar
signals are phase coded using P3, P4 [3] phase sequences which form a comple-
mentary set. The signal thus generated is a MCPC signal as described by N.
Levanon in [4]. The limitation of the MCPC signal is its high PMEPR value.

There are three domains [5] that can be used to reduce variations in the complex
envelope for data transmission applications. They are: signal distortion techniques,
coding schemes, and probabilistic methods. Envelope clipping and companding are
well-known signal distortion techniques. Golay codes, turbo codes, and block codes
are examples for coding schemes. Partial Transmit Sequences and Selective
Mapping are probabilistic methods. The intention of this paper is to address the
issue of high PMEPR of a MCPC radar signal using companding technique whose
implementation until now has only been restricted to data transmission systems.

The structure of this paper is as follows. In Sect. 2, we describe the generation of
the complex envelope of a MCPC signal. Section 3 elaborates on the various
companding techniques. Section 4 implements the companding technique to the
MCPC signal. The demerit of the companded signal is addressed in Sect. 5 through
the use of level shifting technique. A comprehensive comparison between a generic
MCPC signal and the signals obtained using the above-mentioned techniques is
made, and conclusions are drawn in Sect. 6.
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2 The Conventional MCPC Signal

A multicarrier phase-coded signal utilizes N sequences which are transmitted
simultaneously on N carriers that are separated in frequency by the inverse of the bit
duration tb. This separation in frequency yields orthogonal frequency division
multiplexing (OFDM). Each sequence consists of N phase-modulated bits, and the
associated phases are generated based on a certain scheme.

The complex envelope of the MCPC signal is described by:

sðtÞ=
∑
N

k=1
Ak exp j 2πfst N +1

2 − k
� �

+ θk
� �� �

∑
N

l=1
uk, l t− l− 1ð Þtb½ �, 0≤ t≤Ntb

0 , elsewhere

8
>>>><

>>>>:

ð1Þ

where

uk, l tð Þ= exp jϕk, l

� �
, 0≤ t≤ tb

0 , elsewhere

�
ð2Þ

Ak is the amplitude weight applied to the subcarriers, and θk is the random phase
shift introduced by the transmitter to each carrier. ϕk,l is the lth phase of the kth
subcarrier. The P3 and P4 phase coding schemes produce signals that have ideal
periodic thumbtack autocorrelation functions, i.e., zero periodic autocorrelation
sidelobes. The MCPC signal is based on cyclic shifts of these phase sequences.

The P3 phase sequence is described by:

ϕl =
π

N
l− 1ð Þ2, l=1, 2, . . . ,N. ð3Þ

Phases of the set of five complementary phase-coded sequences are as shown in
Table 1.

The P4 phase sequence is described by:

ϕl =
π

N
l− 1ð Þ2 − π l− 1ð Þ, l=1, 2, . . . , N. ð4Þ

Table 1 P3 phase sequences Seq 1 0° 36° 144° 324° 216°
Seq 2 36° 144° 324° 216° 0°
Seq 3 144° 324° 216° 0° 36°
Seq 4 324° 216° 0° 36° 144°
Seq 5 216° 0° 36° 144° 324°
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Phases of the set of five complementary phase-coded sequences are as shown in
Table 2.

The complex envelope, autocorrelation, and ambiguity function [6] of the
MCPC signals based on cyclic shifts of P3 and P4 for the order 35214 are illustrated
in Fig. 1, Fig. 2, and Fig. 3, respectively.

Autocorrelation is the correlation of a signal with a delayed copy of itself as a
function of delay. Ambiguity function is a two-dimensional function of delay and
Doppler frequency that measures the correlation between a waveform and its
Doppler distorted version. Autocorrelation and the ambiguity function together help
analyze the target detection capabilities of the radar signal. When we have multiple
point targets, we have a superposition of ambiguity functions. A weak target located
near the strong target can be masked by the sidelobes of the ambiguity function
centered around the strong target. Hence, we have to minimize the minor lobes for
the perfect detection of secondary targets [7].

From Fig. 2a, b, we can observe that the sidelobe power levels for the P4 plot are
significantly lower than that obtained using P3 phases. Figure 3a, b depicts the
ambiguity functions of P3 and P4, respectively. We can observe that the ridges for
the P4 plot are lesser than that of P3 for different Doppler shifts.

Table 2 P4 phase sequences Seq 1 0° −144° −216° −216° −144°
Seq 2 −144° −216° −216° −144° 0°
Seq 3 −216° −216° −144° 0° −144°
Seq 4 −216° −144° 0° −144° −216°
Seq 5 −144° 0° −144° −216° −216°

(a) (b)

Fig. 1 a Complex envelope using P3. b Complex envelope using P4
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From Table 3, it is evident that P4 phase sequences produce a lower value of
PMEPR when compared to P3 phase sequence. We also observe that the auto-
correlation and ambiguity function of P4 is more favorable than P3. P4 also has a
better bandwidth tolerance than P3.

Hence, we consider P4 phase sequences for generation of MCPC signals in the
future sections.

(a) (b)

Fig. 2 a Autocorrelation for P3. b Autocorrelation for P4

(a) (b)

Fig. 3 a Ambiguity function of P3. b Ambiguity function of P4

Table 3 PMEPR
comparison of P3 and P4

Sequence order PMEPR using P3 PMEPR using P4

3 5 2 1 4 4.58 4.39
3 4 5 1 2 3.58 1.73
3 1 2 5 4 4.58 2.97
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3 Companding Technique

The companding technique falls under the signal distortion domain [8] and modifies
the signal prior to amplification. This technique has been applied to data trans-
mission systems but has never been applied to radar systems. This section
demonstrates application of this technique to a previously generated MCPC signal.

A compander [9] is a nonlinear transformation implemented using a smooth
limiter at the transmitter of a radar system. The complex envelope of the MCPC
signal is compressed and then transmitted.

Two types of companding techniques used in this paper are µ-law companding
and A-law companding [10].

In the µ-law companding, the compressor characteristic F(x) is continuous,
approximating a linear dependence on x for low input levels and a logarithmic one
for high input levels. µ-law companding equation is given by:

F xð Þ= sgn xð Þ ln 1 + μ xj jð Þ
ln 1 + μð Þ , − 1≤ x≤ +1. ð5Þ

where µ is the ‘compression parameter.’
In the A-law companding, the compressor characteristic F(x) is piecewise, made

up of a linear dependence for low-level inputs and a logarithmic dependence for
high-level inputs.

It is given by the equation:

FðxÞ= sgnðxÞ
A xj j

1+ ln Að Þ , xj j< 1
A

1+ ln A xj jð Þ
1+ ln Að Þ , 1

A ≤ xj j≤ 1

8
<

:
. ð6Þ

where A is the ‘compression parameter.’
Using A-law or µ-law companders, the dynamic range of the signals is altered;

i.e., weak signal amplitude is raised, and strong signal amplitude is lowered. The
block diagram of the generation of MCPC using companding is shown in Fig. 4.

The N subcarriers are generated and are phase modulated by using P4 sequences.
The subcarriers are then summed, and the resultant signal is fed as input to a
compander which compresses the signal prior to transmission. In Sect. 4, µ-law and
A-law companding techniques have been applied to the MCPC signals in order to
reduce PMEPR.

Fig. 4 Generation of MCPC using companding technique
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4 Implementation of the Companding Technique

In this section, a comparison is made between the conventional MCPC signal and
the signal subjected to the above-mentioned companding techniques.

Table 4 portrays the comparison of PMEPR values.
The companding technique has been applied to the MCPC signal that is based on

the cyclic shifts of the P4 phase sequences for the order 3 5 2 1 4. The complex
envelope, autocorrelation, and ambiguity function are plotted for 3 5 2 1 4 phase
sequence using both µ-law and A-law companding techniques in Fig. 5, Fig. 6, and
Fig. 7, respectively.

From Table 4, it is evident that the PMEPR of the companded signal using either
µ-law or A-law is considerably lesser than that of the conventional MCPC signal.
This quantifies the fact that the companded signal has lesser envelope variations.
Figure 6a, b illustrates the autocorrelation plots of the companded signals using µ-
law and A-law, respectively. Upon comparison with that of the conventional MCPC
signal, it can be observed that the peak sidelobe power levels for both companded
and conventional signals are around −17 dB. This ensures that the target detection
capabilities of the radar signal are preserved after applying the technique. Figure 7a,
b shows the ambiguity function of the companded signals using µ-law and A-law,
respectively. A similar comparison as that for autocorrelation can be done to
observe that the sidelobe power levels for delay and Doppler shifts have not con-
siderably changed after application of companding.

5 Level Shifting and Companding

The merit of the companding technique as seen in Sect. 4 is that the PMEPR has
been effectively reduced. The nature of the compander is such that zero points in the
conventional MCPC signal are mapped to zero points after companding. Abrupt
variations exist in the vicinity of the zero points in Fig. 5a, b which may prove to be
difficult for the power amplifier to track. A novel approach to resolve this issue
would be to remove the zero points before companding by employing the method of
level shifting.

The block diagram shown in Fig. 8 illustrates the process of level shifting and
companding.

The results obtained after the application of level shifting and companding for µ-
law and A-law companding techniques are shown in Figs. 9, 10, and 11.

Table 4 PMEPR of
companded signal

Sequence order Conventional MCPC µ-law A-law

3 5 2 1 4 4.39 1.49 1.51
3 4 5 1 2 1.73 1.13 1.14
3 1 2 5 4 2.97 1.31 1.31
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Figure 9a, b shows that the zero points in the complex envelope have been
eliminated, thus removing the abrupt variations near the zero points that existed
previously as shown in Fig. 5a, b.

The PMEPR for the shifted and companded signal is given in Table 5.
From Table 5, it can be observed that the value of PMEPR remains almost

unchanged when compared to Table 3 with an improvement in the complex
envelope. The autocorrelation and ambiguity functions shown after the application
of level shifting and companding technique are very similar to those obtained in
Sect. 4 and are acceptable.

(a) (b)

Fig. 5 a Complex envelope of µ-law companded signal. b Complex envelope of A-law
companded signal

(a) (b)

Fig. 6 a Autocorrelation of µ-law companded signal. b Autocorrelation of A-law companded
signal
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(a) (b)

Fig. 7 a Ambiguity function of µ-law companded signal. b Ambiguity function of A-law
companded signal

Fig. 8 MCPC generation by shifting and companding technique

(a) (b)

Fig. 9 a Complex envelope of shifted and μ-law companded signal b: complex envelope of
shifted and µ-law companded signal shifted and A-law companded signal
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(a) (b)

Fig. 10 a Autocorrelation of shifted and µ-law companded signal. b Autocorrelation of shifted
and A-law companded signal

(a) (b)

Fig. 11 a Ambiguity function of shifted and µ-law companded signal. b Ambiguity function of
shifted and A-law companded signal

Table 5 PMEPR for the
shifted and companded signal

Sequence order Conventional MCPC µ-law A-law

3 5 2 1 4 4.39 1.51 1.53
3 4 5 1 2 1.73 1.16 1.16
3 1 2 5 4 2.97 1.34 1.35
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6 Conclusion

The MCPC signal has many advantages in terms of bandwidth efficiency and pulse
compression capability when compared to other radar signals which makes it more
suitable for radar applications. P3 and P4 phase sequences are used to phase
modulate the multicarrier system, and it is seen that P4 phase sequence is more
suitable as it produces a much better autocorrelation function and complex envelope
resulting in a lower value of PMEPR. P4 also has better bandwidth tolerance than
P3.

From results obtained in Sect. 4, it is evident that companding techniques can be
used to reduce the PMEPR of the MCPC signal effectively. The problem with
employing just the companding technique is solved by the process of level shifting
as shown in Sect. 5. The results thus obtained from level shifting are favorable as it
still maintains a low value of PMEPR, an improved complex envelope, and low
sidelobe power levels in the autocorrelation and ambiguity functions. Hence, we
can infer that this a more suitable approach for the generation of an MCPC radar
signal.
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AWavelet Transform-Based Filter Bank
Architecture for ECG Signal Denoising

Ashish Kumar, Rama Komaragiri and Manjeet Kumar

Abstract In the present work, a wavelet transform-based filter bank architecture
suitable for ECG signal denoising is proposed. Firstly, wavelet transform functions
are used to filter the signals in Matlab R2013b, and then, the resulting signal is
converted into 16-bit binary data. This data is used further as an input of QRS
detection block. Modified architecture contains only three low-pass filters and a
high-pass filter, which is less compared to previously designed architectures. One of
the key advantages of the proposed architecture is that no multiplexer and multiplier
circuits are required for the further processing. The proposed architecture consumes
less area and is relatively fast compared to previously designed architectures.

Keywords Cardiovascular diseases (CVDs) ⋅ Electrocardiogram (ECG)
Wavelet filter bank (WFB)

1 Introduction

This cardiovascular diseases (CVDs) or diseases related to the heart are due to
abnormalities or disorders of the heart and blood vessels. CVDs are classified
further as coronary heart disease and rheumatic heart disease. Most important
reasons for CVD are the usage of tobacco, an unhealthy diet, and excessive con-
sumption of alcohol. CVDs are the leading causes of deaths globally. As per World
Health Organization report, the global mortality rate due to CVDs is far greater than
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any other reason. According to WHO estimates, in the year 2012, 17.5 million
people who died from CVDs contribute to 31% of the overall global deaths [1].

The most often used clinical cardiac test is electrocardiogram analysis or most
popular ECG analysis. Hence, there is a strong focus from researchers to techno-
logically advance the cardiac function assessment to improve the conventional
cardiovascular analysis technologies used in hospitals and clinics. Another thrust
area is on replacing the Holter devices by devices that are small in size and require
less power. Holter devices do not diagnose arrhythmias automatically in real time
and do not provide real-time information to the concerned when a critical condition
occurs. Thus, there is a huge scope for researchers to put more effort in developing
efficient ECG denoising algorithms for wearable devices or portable devices.

In the present work, wavelet transform-based filter bank architecture for ECG
signal denoising is proposed.

2 Literature Overview

An ECG signal corruption, generally called as noise, can be classified into fol-
lowing categories [2]: (i) muscle contraction, (ii) motion artifacts, (iii) baseline drift,
(iv) powerline interface, (v) ECG amplitude modulation with respiration, (vi) elec-
trode contract noise, (vii) electrosurgical noise, (viii) instrumentation noise, and
(ix) interference (electromyographic). In this work, for the simulation purpose, only
four different noise sources are selected [3].

(1) Baseline drifts due to respiration and its low-frequency properties.
(2) Powerline interference, which is ubiquitous
(3) Electromyographic (EMG) is random in nature and has a high-frequency

content.

For the denoising of the noises mentioned above, many approaches have been
proposed. As suggested by Pan and Tompkins [4], very first real-time ECG
denoising algorithm based on the band-pass filter uses a band-pass filter which uses
cascaded high- and low-pass filters. This method needs less time to denoise the
signal, and hardware implementation is easy. The major drawback of this approach
is that the frequency bands of the ECG signal and the noise overlap which degrades
the performance. Different noise removal techniques are proposed to improve
numerical efficiency and accuracy to improve the quality of ECG signal after
denoising. They are: (i) first and second derivatives, (ii) digital filtering,
(iii) mathematically morphology, (iv) filter banks, and (v) wavelet transform. Based
on the hardware complexity and detection accuracy approaches, the wavelet
transform is a more suitable technique for ECG signal denoising when compared to
other methods. The wavelet transform-based filter bank consists of a biphasic and a
monophasic filter function which approximates biphasic and monophasic mor-
phologies. The basic architecture of wavelet transform-based filter bank was
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proposed by Mallet [5]. The parameters of ECG signal are obtained using wavelet
decomposition tree. Initially, ECG signal is decomposed into smooth and detail
constituents. The smooth component is then further decomposed into smooth and
detail constituents. The process of decomposing a signal into the smooth and
detailed process is repeated over the desired number of scales [6] (Fig. 1).

The architecture in [6] is further modified by Rodrigues [7] as shown in Fig. 2.
They use un-decimator-based wavelet filter bank for ECG signal denoising. A large
chip area due to the requirement of the constant clock and a large number of
registers are the main drawback of the method in [7].

To minimize the area problem in [7], Min et al. [8] proposed a decimator-based
wavelet filter bank architecture, which reduces the number of registers as shown in
Fig. 3. However, even after significant modifications, this architecture still requires a
large area. Some filter design techniques used in ECG denoising are presented in [9].

In this work, to minimize the problem of the area in the methods mentioned
above, a modified wavelet transform-based filter bank architecture for ECG signal
denoising is proposed.

Fig. 1 Wavelet decomposition of ECG signal

Fig. 2 Un-decimator-based wavelet filter bank

Fig. 3 Decimator-based wavelet filter bank
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3 Proposed Work

ECG from MIT-BIH arrhythmia database in .mat format is considered as input. The
frequency of the signal is 360 Hz. In reality, as various noises corrupt an acquired
ECG signal, a white Gaussian noise is added to the original ECG signal. In the
present work, a four-level wavelet transform-based filter bank is used to analyze a
noisy ECG signal. Block diagram of proposed filter bank is shown in Fig. 4. WF1,
WF2, WF3, and WF4 are the filter bank outputs.

First of all, input ECG signal which is analog in nature is converted into digital
form using an analog-to-digital converter. Then, the digitized ECG signal is passed
through a low-pass filter, WF1. In the next step, the output of WF1 is passed
through a low-pass filter, WF2, and then through the low-pass filter, WF3. The
output of WF3 is finally passed through a high-pass filter, WF4. As this architecture
requires a less number of filters, thus, it consumes less area. The proposed archi-
tecture is relatively fast compared to the existing architectures.

4 Results and Discussion

Various ECG inputs, namely 100, 106, 117, 200, considered from MIT-BIH
arrhythmia database in the .mat format are used as input signals. To all of the input
signals, a white Gaussian noise is added. The ECG signal with noise is then passed
through the filter bank. Figure 5 shows the wavelet filter bank output of 100.mat
ECG signal.

Figure 5a shows the input ECG signal taken from MIT-BIH arrhythmia data-
base. Figure 5b depicts the signal after adding noise. The signal after adding noise
is then fed to the wavelet filter bank 1 (WF1) as an input. WF1 contains a low-pass
filter which removes the majority of noise from the signal. The frequency of input
signal is 360 Hz. WF1 contains only one band of frequency which is between 0 and
180 Hz as shown in Fig. 5c. Then, the output of WF1 is given to wavelet filter bank
2 (WF2) as an input. WF2 further removes noise and contains the band of frequency

Fig. 4 Block diagram of the proposed filter bank
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Fig. 5 a Input ECG signal 100.mat as taken from MIT-BIH arrhythmia database, b output
waveform after adding noise to the signal, c output waveform after passing signal with noise
through filter WF1, d output waveform after passing output from filter WF1 through filter WF2,
e output waveform after passing output from filter WF2 through filter WF3, f output waveform of
after passing output from filter WF3 through filter WF4, g final output after downsampling
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which is between 0 and 90 Hz as shown in Fig. 5d. Similarly, the output of WF2 is
then fed to wavelet filter bank 3 (WF3) as an input. WF3 further reduces noise and
contains the signal in the frequency band 0–45 Hz, as shown in Fig. 5e. Finally, the
output of WF3 is fed to wavelet filter bank 4 (WF4). It is worth noting that in the
filter bank, WF1, WF2, and WF3 are low-pass filters (LPF) and WF4 is a high-pass
filter (HPF). WF4 contains the band of frequency which lies in the range 22.5–
45 Hz as shown in Fig. 5f. Figure 5g shows the final output. Matlab R2013b has
been used for coding, synthesis, and performance analysis of the proposed filter
bank. Hardware cost of the proposed filter bank is compared with the
decimator-based filter bank [8], which is shown in Table 1. As observed from
Table 1, the proposed design requires less hardware which requires small area on
the chip and lower cost compared to existing designs.

5 Conclusions

The wavelet transform-based filter bank architecture suitable for ECG signal
denoising is proposed in the present work. The proposed design uses four levels for
the filtering purpose. A digitized ECG signal is applied to the four-level WFBs
which separates the QRS complexes from the noises. The hardware cost, as well as
power dissipation, is reduced compared to previously designed filter banks.
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Comparative Assessment for Power
Quality Improvement Using Hybrid
Power Filters

Soumya Ranjan Das, Prakash K. Ray and Asit Mohanty

Abstract Nowadays, power quality is one of the sensitive issues considered in
power system. In order to develop this superiority of power, the disturbances
present in the signal have to be eliminated. This disturbance is nothing but the
harmonics which was traditionally filtered out by the use of passive filter, and later
on it claims superiority by use of active power filter due to certain problems raised
in passive filters like resonance and fixed compensation. Particularly, the hybrid
active power filter is used to eliminate the harmonics present in the fundamental
signal and also compensates reactive power. In this paper, methods like instanta-
neous power theory (p-q) and synchronous reference frame theory (id-iq) are used
to calculate the compensating current. Both the above methods are simulated with
help of PI and fuzzy controller for different voltage conditions. The obtained results
show the active behavior of fuzzy logic controllers over PI controllers.

Keywords Active filters ⋅ Harmonics ⋅ Fuzzy logic controller
Hybrid filters ⋅ PI controller ⋅ Power quality ⋅ Total harmonic distortion (THD)

1 Introduction

Power electronic equipments are heavily used in the environment like industrial and
domestic fields. Due to the use of power electronic equipments, produce unwanted
signals called harmonics in the utility system and due to use of these devices,
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reactive powers [1] also exit in the utility system. The transmission losses in lines
are dependent on excessive reactive power which would also enhance generating
capacity of generating stations. Therefore, it is essential to supply reactive power at
the receiving end. These nonlinear loads at the receiving end draw current which are
not sinusoidal in nature and generate voltage drops in the conductors connected in
the supply system. In order to mitigate these disturbances and for improving power
factor, traditionally passive filters were used but the factors like resonance problems
with fixed compensation make this device with less use. To overcome these issues,
active filters [2] were used. Out of several control strategies used for reference
current calculations, only two control techniques are used frequently called
instantaneous power theory (p-q) [3–5] and synchronous reference frame theory
(id-iq) [6, 7].

Present paper mostly focused on two control strategies basically (p-q and id-iq)
with PI controller [7, 8] and fuzzy controller [7, 8] used in hybrid active power filter
(HAPF) [9, 10]. To authenticate present observations, simulations are performed
with PI and fuzzy controller for both p-q and id-iq methods and the results are
compared.

2 System Configuration

2.1 Hybrid Filters

Hybrid filters topology overcomes the problem related with passive and APF by
providing better quality performance. These topologies at the same time decrease
the switching noise as well as reduce electromagnetic intervention. Main role of
HAPF is to progress dynamically the performance of filtering of higher order
harmonics by supplying low order with cost-effective harmonics mitigation tech-
nique. Figure 1 shows the power circuit arrangement of HAPF as arrangement of
shunt passive connected in series with shunt active filters. Application of HAPF is
based on the configurations of an active filter (shunt and series) along with a passive
filter having harmonic frequencies of 5th harmonics and 7th harmonics and a
high-pass filter (second order) with 11th harmonic frequency. Even if these HAPF
are slightly unusual in circuit design, but still these filters are equivalent in principle
of operation and filtering performance. The major job of an active filter is relatively
to attain isolation of harmonics between source and load. Eventually, occurrence of
harmonics is absent in the supply system.
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3 Control Algorithms

3.1 Controlling Algorithm Using p-q Theory

In this theory, the voltages vavbvc and currents iaibic are calculated and transformed
into αβ0 coordinates as described in Eq. (1) and the reference current controller is
calculated back to the abc frame.
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The active and reactive components of power are obtained from the αβ coordinates
of current and voltage.
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Fig. 1 Configuration of
hybrid filters as series
connected shunt passive and
shunt active power filters
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where p= vαiα + vβiβ represents instantaneous real power and q= vαiβ − vβiα rep-
resents instantaneous imaginary power.

3.2 Controlling Algorithm Using d-q Theory

In this theory, calculation of reference currents is achieved using instantaneous
active and reactive currents id and iq of the load having nonlinear characteristics.
Calculations of the voltages vavbvc and currents iaibic into αβ0 are similar to p-q
theory, but d-q load currents can be obtained from Eq. (4). Numerical relations are
shown in Eqs. (4) and (5); finally, Eq. (6) gives the calculation of reference
currents.
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where iαiβ are the instantaneous references of α–β axis current.
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where icdicq are the compensation currents.

4 Fuzzy Control

Fuzzy logic is considered one of the effective tools in soft computing techniques.
Basically, fuzzy controller is very effective in dealing with problems like variation
of parameter, uncertainty and complexity in system design. For a conventional
control system, the design is based on mathematical design of the plant. To analyze
any model, the system design or model with known parameters is needed. But no
mathematical model is needed in fuzzy logic controller and can supply robust
performance of the linear system and nonlinear control system with parameter
variation. A FLC can be classified as fuzzification, knowledge base, and defuzzi-
fication. Fuzzification is the process of converting into linguistic variable from crisp
value based on certain membership function. And knowledge base assembles the
membership functions with different rules which are necessary like “IF-THEN”,
and the fuzzy inputs are processed to the rule set finally producing the output with

260 S. R. Das et al.



fuzzy value. The rules for knowledge base are shown in Table 1. The process of
transforming into numerical crisp value from the obtained fuzzy outputs is done
through the process of defuzzification. Detailed process is shown in Fig. 2.

5 Simulation Results and Analysis

5.1 Harmonic Compensation Using Hybrid Filters Based
on d-q Theory (with PI Controller)

The conventional p-q method used in hybrid filter is modified with a new technique
based on d-q theory. The above two techniques are being implemented in a hybrid
active power filter (HAPF) configuration. The power system under research is
simulated in MATLAB/Simulink environments. The parameters of the system are
given in Appendix section in Table 2. Simulations are done using the “Power
System Blockset” simulator. The performance of the power system is tested under
two operating conditions: (a) power system operating under the connection of

Table 1 Fuzzy logic controller linguistic parameters for fuzzy rule

e NB NM NS Z PS PM PB
ce

NB NVB NVB NVB NB NM NS Z
NM NVB NVB NB NM NS Z PS
NS NVB NB NM NS Z PS PM
Z NB NM NS Z PS PM PB
PS NM NS Z PS PM PB PVB
PM NS Z PS PM PB PVB PVB
PB Z PS PM PB PVB PVB PVB

Database control 
rule table

Fuzzification
Interface

Defuzzification
Interface

Decission
making unit

Controlling
system process

Crisp
 output

Fig. 2 Block diagram of
fuzzy logic controller
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nonlinear load and (b) operation of the proposed hybrid filters in power system with
nonlinear load. First, the power system is operated without the presence of filters
connecting with non-sinusoidal loads and the simulated results are presented in
Fig. 3a. This shows that currents in the load side, i.e., ia, ib, and ic, contain
harmonics components with their waveform distorted because of the nonlinear load.
The THD value is obtained to be 28.38% and shown in Fig. 3b.

Table 2 Parameters of the system

Parameters Value

Line voltage and
frequency

415 V, 50 Hz

Line and load
impedance

Ls = 0.15 mH, Lac = 1.5 mH, CDC = 1500 μF, RL = 60 Ω, L = 10
μF; (R1 = 2 Ω, R2 = 4 Ω, R3 = 6 Ω)

Tuned passive filter Cf5 = 50 μF Lf5 = 8.10 mH; Cf7 = 20 μF Lf7 = 8.27 mH;
Cf11 = 20 μF Lf11 = 8.270 mH

Ripple filter CRF = 50 μF, LRF = 0.68 mH
Active filter
parameters

CD = 1500 μF VD = 750 V

Filter coupling
inductance

2.5 mH

Controller gain KP = 0.032, KI = 0.00004, for Series PF; KP = 24, KI = 1.2, for
Shunt PF

Hysteresis band
limit

0.5 A

Sampling time 2e s
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5.2 Harmonic Compensation Using Hybrid Filters Based
p-q Theory (with Fuzzy PI Controller)

This subsection represents the study of harmonics improvement using the proposed
hybrid filter configurations based on p-q theory and using a fuzzy PI controller. Due
to the presence of nonlinear load, it is observed that the distortion in load and source
current is due to the imbalance in reactive power in the utility system. The per-
formance of the hybrid active power filter is enhanced with the incorporation of
fuzzy PI controller, and the simulated results are presented in Fig. 4a, b, and c,
respectively. Figure 4a gives details of the three-phase load current with the DC
link voltage which is required to be kept constant. The load current is improved
because of a compensated current injection by the hybrid filter which indirectly
provides better reactive power compensation at load side. It is analyzed that the
THD value in the presence of fuzzy controller significantly improves to 4.76% by
the action of shunt- and series-based hybrid active power filter. It is also being

(a)
(b)

(c)

DC link voltage

0 0.05 0.1 0.15 0.2

M
ag

ni
tu

de
 (p

u)

-1

0

1

Load current

Time (sec)

0 0.05 0.1 0.15 0.2

0 0.05 0.1 0.15 0.2

0

1

2

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

-0.1

0

0.1

Selected signal: 20 cycles. FFT window (in red): 2 cycles

Time (s)

0 2000 4000 6000 8000 10000
0

1

2

3

4

x 10
-3

Frequency (Hz)

Fundamental (50Hz) = 0.1115 , THD= 4.76%

M
ag

Time (sec)

M
ag

ni
tu

de
 (p

u)

-1

-0.5

0

0.5

1

Fig. 4 a Load currents b THD c load voltage with hybrid active filter

Comparative Assessment for Power Quality Improvement … 263



observed that the load voltage is also becoming free from harmonics contents which
will improve the power system performance in terms of operation and control.

6 Conclusion

In this paper, modeling and simulation of hybrid active power filter controlled by a
PI and fuzzy PI are presented. The simulation was performed in MATLAB/
Simulink. Design of HAPF with FLC is used to eliminate the current and voltage
harmonics of power system in load side. The performance of hybrid active power
filter connected through fuzzy logic controller-based PI has been examined, and the
results are compared with the classical PI controller. During the process, it is found
that compared to that of PI controller the FLC system has shown improved per-
formance in improving the current and voltage harmonics present in the system.
The output results with its THD value are illustrated in Fig. 3b and Fig. 4b,
respectively, for PI and fuzzy PI controllers. This shows that FLC is proving to be
better than PI in eliminating harmonics in the presence of hybrid filter and follows
the IEEE-519 standard.

Appendix

See Table 2.
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Part III
Big Data and Recommendation Systems



A Patient-Centric Healthcare Model
Based on Health Recommender Systems

Ritika Bateja, Sanjay Kumar Dubey and Ashutosh Bhatt

Abstract Health recommender system (HRS) has been quite useful in providing
effective recommendations not only to the patients but also to the physicians.
However, this paper focusses on the patient-centric model and our major concern
will be towards the recommendations that will serve as a boon to the patients by
recommending suitable treatments to them based on analysis of other patient’s
profile with similar attributes. Patients have to provide their contextual information
such as diagnosis and symptoms which will be maintained in the form of personal
health records (PHR). HRS using patient-centric healthcare model as proposed in
this paper will not only help the patients in the early prediction and treatment of
disease, but also help in reducing the costs of treatments. Model will also be
leveraged by patients in selection of healthcare provider based on successful
treatment delivered by them to patients with similar profiles and symptoms.

Keywords Health recommender system ⋅ Electronic health records
Patient health record ⋅ Electronic medical record

1 Introduction

Patient-centric health care as the name suggests revolves around the patients only.
There is vast amount of data available across different sources over Internet satis-
fying different healthcare needs. But this data is not well organized and does not
provide contextual information based on patient profile. Due to the overload of such
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premature information and scattered data over different sites/channels, users are lost
at times or are uncertain while looking for patient care information on their own.
Heterogeneous vocabulary used by medical professionals further makes it difficult
for patients who need information in laymen-friendly language [1]. Personalizing
and targeting the contents in the context of the patients can support them in finding
relevant information.

Key need for any patient-centric health care is to recommend and connect patient
to other patients with similar profile (age, disease, etc.) to discuss and understand
treatment for their own health problems. This helps them to either do self-diagnosis
of the problem based on symptoms or choose right healthcare provider for them.
A framework like RS is well suited for this purpose. RS is originated from
e-commerce domain, and HRS is the evolution of it in healthcare domain. Earlier,
recommending doctors to patients using ‘Decision Tree’ as a prediction algorithm
to predict the success of treatment is considered as one of the best methods to be
used in health care [2]. RS also uses various other algorithms like linear algebra
algorithms [3], Fuzzy rule-based algorithms [4] for increasing the performance. In
addition to this, various approaches of RS had been discussed in the past for making
effective recommendations like collaborative, content-based, hybrid and
knowledge-based approach [5]. In this paper, we are going to propose a framework
on how HRS can be used in patient-centric health care to deliver personalized
healthcare contents to the patients using appropriate filtering techniques for
recommendations.

The remainder of the paper is organized as follows: Sect. 2 describes different
types of health records used by the patients, healthcare professionals, hospitals, etc.
Section 3 will elaborate the different components of the proposed framework.
Section 4 comprises the challenges and their solutions followed by Sect. 5 which
consists of the conclusion.

2 Different Types of Health Records

Electronic health records (EHRs) and electronic medical records (EMRs)—these
are the medical records in electronic forms which also enable the sharing of elec-
tronic data between different authorized healthcare providers [6]. Basically, EMRs
are the records managed by the physician at his/her clinic in digital form, and EHRs
are the records managed by hospitals, healthcare providers, etc.

Patient health records (PHRs)—these are the records managed and maintained
by the patients themselves. They have the right to control, access and manage their
own data. According to the Markle’s Foundation [7], PHR is described as an
electronic application used by individuals for accessing and managing their
health-related information and also sharing with the other stakeholders of health
care in a private, secure and confidential environment.
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The four types of categories of PHR’s as defined by International Organization
for Standardization (ISO) in [8] are as follows:

(a) a self-contained EHR that the patient controls and maintains.
(b) EHR maintained by a third party such as web service provider.
(c) EHR maintained by health professionals and partially controlled by patients.
(d) Integrated care EHR (ICEHR) completely controlled and maintained by the

patients.

3 Proposed Framework

We have proposed a framework which utilizes electronic healthcare record
(EHR) and patient healthcare record (PHR) and recommends solutions using HRS.
EHR is electronic records from different hospitals, clinics and health professionals.
PHR is healthcare records uploaded by patients themselves. HRS is used over with
EHR and PHR to deliver personalized recommendations. Usage of HRS to deliver
personalized healthcare content is detailed in further sections.

(a) Patient Profile

In order to find the similarity between two patients, it is important to have the
profile setup for different patients. Patient’s profile will not only include information
such as their age, sex, location, height and weight but also include demographics
information, as well as the information on related symptoms and their treatments.
Based on the profile, each patient will be assigned a unique id title ‘PID’. This
unique ID will be used to extract patient’s information. Patient’s profile can be
created either manually by the patients by entering their structured information on
their own or there can be automated generation of it. Moreover, it is the combi-
nation of structured as well as unstructured data [9].

(b) Patient Health Repository (PHRep) and Electronic Health Repository
(EHRep):

In order to capture the patient health record, patient will maintain and control data
related to their medical history such as any disease they would have had in the past
and treatment received by them. Patient will enter this data using a web interface.
Data will be maintained and persisted in a data store titled ‘Patient Health
Repository’ (PHRep). Likewise, the data stored by the health professionals on the
portal is persisted and stored in ‘Electronic Health Repository’ (EHRep). Data
storage in EHRep and PHRep is shown in Fig. 1.
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(c) HRS and Filtering Techniques

In order to find the similar patient profiles, relevant filtering technique/algorithm
needs to be used. Considering the confidential nature of the patient’s data, it is not
recommended to use collaborative filtering as that generally provides recommen-
dations by accessing the data across the profiles. Content-based filtering is better
suited for this purpose as that provides recommendation by matching relevant
content from a given profile with other profiles with similar attributes.

(d) Patient’s Interface

User interface title ‘Patients Self Care’ will be used by the patients to find and get
the relevant information. As explained in PHR section, each patient will be assigned
with the patient ID. In order to find the relevant information related to any disease,
patient will key in the following information as shown in Fig. 2, which includes as
follows:

• Patient ID
• Disease for which they are looking for treatment/diagnosis
• Symptoms they are experiencing
• Search period as number of historical years for which information needs to be

searched.

Inputs will be provided to HRS-based ‘Recommendation Engine’ to filter dif-
ferent profiles and deliver relevant information to the patients. Recommendation
engine is detailed in coming sections.
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Fig. 1 Data storage in PHRep and EHRep
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(e) Patient Self-Service Data Flow

As depicted in Fig. 1, information from different data store is exposed using the
microservice. There is separate underlying data source used for each microservice
as per recommended architecture for developing them. In order to deliver infor-
mation exposed by microservice to the patient user interface, some middleware
process is required which can analyse/filter the different patient profiles to provide
the recommendations. This is the responsibility of recommendation engine com-
ponent which searches the recommended treatments based on patient satisfactions
by viewing similar patient profiles and the corresponding outcome of treatments.
Patient self-service Recommendation Engine as HRS is shown in Fig. 3.
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Detailed explanation of recommendation engine component is given here:

• Health recommendation engine gets input from the ‘Patient Self Care User
Interface’ as part of HTTP web request.

• HRS initiates the request to different microservices passing in the information
received via HTTP web request.

• It firstly gets patient profile and their medical history by querying relevant
microservice exposing PHR data.

• It then queries other microservices for PHR, EHR and EMR data by passing in
patient information and uses content-based filtering to find similar patient
profiles.

• A call is then initiated to EHR microservice to propose the recommended doctor
to patients based on their location, doctor’s expertise and history of delivering
successful treatment for the disease in question.

• Finally, the recommendations are sent back to user interface so that the patient
can view recommended doctor/healthcare provider and patients with similar
attributes.

Following is high-level overview of computations used by recommendation
engine to find the matching patient profile:

• It computes similarity between different patient profiles using the similarity
measure proposed in [10], which computes similarity between patient’s profiles
based on symptoms and treatments.

s P,P′
� �

=
α∑k

i=1 ∑
n
j=1 ssym Psymi ⋅P′

symj

� �

kn
+

ð1− αÞ∑z
i=1 ∑

r
j=1 st Pti ⋅P′

tj

� �

zr

where

k (n for P′) represents the number of symptoms that patient P is having,
Psym is a symptom of the patient P,
z (r for P′) is the number of treatments for patient P,
Pt stands for the treatment of the patient p

ssym Psymi ⋅P′

symj

� �
is the condition(symptom) similarity between P and P′, which
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similarity score ssym for patients having the same symptom symi is computed as
logarithm of the ratio between P (total number of patients) and Psymi (number of
patients affected by that symptom). If the symptoms are different, ssym is computed
as the reciprocal of the length of the shortest path (sp) that connects the two
conditions symi and symj in the disease hierarchy. The treatment similarity,

st Pti ⋅P′

tj

� �
, is a binary score, that is 1, if the treatments are same, 0 otherwise. The

effect of symptom similarity and treatment similarity on patient similarity can be
controlled by the parameter α.

4 Challenges and Solutions

4.1 Challenges

• One of the major challenges faced by the healthcare industry is the lack of
interoperability between different healthcare systems as they lack the unified
terminology set [11].

• Privacy of patient’s data is also one of the major concern [12].
• Data is coming from different sources available in different formats and is not

consolidated.
• Problems related to accuracy and security of data, digital divide and literacy

issues [13].

4.2 Possible Solutions

• Solution is to deliver a self-service portal which patients can use to input their
current condition and know recommended treatments.

• Deliver a search tool to search data across patient’s, doctor’s and treatment’s
data store followed by consolidation of results to provide relevant information in
the context of patients.

5 Conclusion

Right information to right audiences is the need of the day. In today’s world where
there is lot of information overload, there is major need of delivering contextual
information to the people seeking information on their health. By maintaining
profiles for the patient and using HRS over PHR and EHR, we can deliver per-
sonalized information to the health information seekers. This will help them to
make informed decision on their health-related problems such as self-treatment,
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early diagnosis of diseases and reaching out to healthcare provider best suited for
their needs. This will be a big milestone in personalized healthcare information
delivery to people and lead to better lifestyle and prevention of diseases.
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SIoT Framework to Build Smart Garage
Sensors Based Recommendation System

A. Soumya Mahalakshmi, G. S. Sharvani and S. P. Karthik

Abstract The Internet of Things landscape has garnered increasing attention in
recent times, with its untapped potential and possibilities of its integration into next
generation cellular systems. Social media and social networks, on the other hand,
have formed a domain that has been inextricably linked to a variety of emerging
technologies, giving rise to innovations that are crowd-sourced, intelligent, and
evolutionary. Social Internet of Things (SIoT) is a paradigm that aims to converge
the technologies of Social Networks and Internet of Things. An SIoT framework
works to establish a social network for connected objects in the IoT window, so that
heterogeneous devices can find, communicate, collaborate to achieve a common
objective. Further, social network platforms can be integrated with existing IoT
solutions to make them more dynamic. The aim of this paper is to understand the
plethora of emerging techniques in the field of SIoT and use it to build a smart
recommendation system using garage sensors. The objective of this paper is to
propose a design module for this system that is autonomous with minimum inter-
ference from the user. The system consists of three subsystems—proximity sensors
in the garage, car GPS, and social media which are heterogeneous and yet, are able
to collaborate with each other to recommend places for dining and leisure to the
user, based on time of arrival and history of places visited. The paper further
elucidates on the logistics and market potential of such an implementation, thereby
providing the possibilities of integrating SIoT solutions for mainstream
applications.
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1 Introduction

The growing popularity of Internet of Things is proving to be its own limiter for its
continued growth. With the vast number of devices being integrated into the
framework every minute, it becomes immensely important to devise new means by
which objects can communicate with each other. The population of the world stands
at 7.4 billion today, and when such a large population wishes to make friends,
interact and collaborate with the rest of the world, they resort to social networks.
There are several trillion objects in the world today. The idea of Social Internet of
Things (SIoT) is to be able to provide a social network for connected heterogeneous
objects in a manner such that they can provide collaborative, autonomous,
crowd-sourced, and dynamic services to the user. SIoT strives to achieve separation
between people and things, and yet provide a social network for objects, without
hindering basic privacy. It is inevitable that many services in the future would
require using groups of objects in their entirety by taking advantage of cohesiveness
and collaboration within the group. The rise of swarm intelligence and swarm
robotics prove this hypothesis. The paper titled “The Social Internet of Things and
the RFID-based Robots” by Cristina Turcu et al. throws light on how robot–robot
interactions were established to support unity of service amongst the robots by
integrating the social network platform, Twitter. The robots send Twitter messages
to each other through radio frequency identification technology, thereby introducing
the concept of swarm robotics into the SIoT paradigm to produce better results [1].

Therefore, SIoT has high relevance in today’s dynamic scenarios, and the path
ahead will only keep growing. To align any application along with the specifica-
tions of SIoT, it becomes important to understand its structure. In the paper titled
“SIoT: Giving a Social Structure to the Internet of Things,” Luigi Atzori et al. have
given a comprehensive framework for the SIoT architecture. The system archi-
tecture as proposed by the authors consists of three layers on the server side—the
base layer, component layer, and application layer. While the base layer handles the
database for storage and management of data and communications, the component
layer hosts tools for component implementation. The application layer encompasses
interfaces to objects, humans, and third-party services [2].

The architecture of the component layer is essentially the heart of the SIoT
design. It helps to modularize data from the base layer into carefully designed
components, each of which provides a unique dimension to the application’s
footprint in SIoT. Hence, the design of the components in the component layer will
be borrowed to implement one of the layers in the design of the smart recom-
mendation system that is proposed in this paper. With the components in place, a
mechanism has to be devised for object interaction. In an SIoT design, objects
interact on the basis of predefined relationships. In the paper titled “Socialite: A
Flexible Framework for Social Internet of Things,” Ji Eun Kim et al. have proposed
a specialized framework for SIoT with a special emphasis on defining relationships
between the objects, thereby classifying it into four broad classes of kinship,
ownership, shared ownership, and friendship. Their model ensures seamless
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connection and cooperation [3]. Considering the large network of objects that may
be integrated into an SIoT circuit, the paper titled “Network Navigability in the
Social Internet of Things” by Michele Nitti et al. provides a solution for quicker
navigability. The underlying idea of link selection for better navigability is used, so
as to heuristically select a narrow set of links that can manage friendships more
effectively [4]. In order to enable negotiations between objects during connections
and transfers, the policy language of Ponder was considered most appropriate
according to a study conducted by Lijuan He et al. and summarized in the paper
titled “Design of policy language expression in SIoT” [5].

Solutions have also been devised to ensure trustworthiness management, which
provides a standardization of rules to be followed by objects to process information
being rendered by a variety of sources, friends, or otherwise. The system must be
reliable, yet subjective as elucidated by Michele Nitti et al. in their paper titled “A
Subjective Model for Trustworthiness Evaluation in the Social Internet of Things.”
Trust is developed based on own experience as well as the opinion of peers and
fueled by a feedback system [6]. Any model being built on SIoT paradigm is based
on the key idea of Social Governance, which necessitates a device to participate in
setting up a collaborative protocol that outlines the policies that govern the space
that it is using. Further, Muthucumaru Maheswaran et al. in their paper titled
“Toward a Social Governance Framework for Internet of Things” advocate that
incentives ensure the adherence of the devices to the policies formulated by the
collaborative process [7].

Lianhong Ding et al. in their paper titled, “The Clustering of Internet, Internet of
Things and Social Network,” have elaborated on the necessity of clustering the
three exclusive macro-elements of information, objects, and people, thereby clus-
tering the Internet, the Internet of Things, and the social network. The paper sheds
light on the growing importance of understanding the behaviors of objects and
people as data, hence necessitating the requirement of a platform to carry out the
clustering. This clustering, once achieved, can greatly simplify the SIoT framework
[8]. A solution was proposed in the form of the paper titled “Taking the SIoT down
from the Cloud: Integrating the Social Internet of Things in the INPUT Architec-
ture” by I. Farris et al. which aimed at integrating SIoT over the platform of INPUT
architecture, a cloud infrastructure platform. This technique greatly improved effi-
ciency and network utilization [9]. Orfefs Voutyras et al. proposed integration of
SIoT into another platform called COSMOS, in their paper titled “Social Moni-
toring and Social Analysis in Internet of Things Virtual Networks.” The model
proposed by the authors aims at enhancing services like discovery, recommenda-
tion, and sharing between things enriched with social properties. It places a special
emphasis on understanding trustworthiness, reliability, monitoring, and analysis
within the COSMOS platform by transforming objects into Virtual Entities [10].
Since, the COSMOS platform for SIoT provides enhanced recommendation ser-
vices; it is a worthy candidate for integration into the proposed design of smart
garage sensors based recommendation system. However, it has to be lightweight for
the proposed application.
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A large amount of effort and research has gone into making a framework for
SIoT design feasible, as furnished by the above examples. The combination of the
above principles makes the SIoT framework, a truly comprehensive and well-built
solution that has taken every possibility into account. It remains to be seen how well
the framework will be used to build revolutionary applications. Antonio J. Jara et al.
in the paper titled “Social Internet of Things: The potential of the Internet of Things
for defining human behaviors” have explained how the triangle formed by Big
Data, Smart Cities, and Personal/Wearable Computing will be game changers in the
society [11]. When integrated with SIoT, the emerging paradigm will add the
ultimate dimension to human dynamics and will provide a platform for truly
people-centric applications. Considering the example quoted by Tiago Marcos
Alves et al. in their paper titled “Exploring the Social Internet of Things concept in
a University Campus using NFC,” where SIoT is used to connect heterogeneous
intelligent devices on a college campus to provide quick, customized and intelli-
gently autonomous service to students, it becomes evident as to where the strength
of SIoT lies [12]. The strength of SIoT to take autonomous decisions based on the
behavior of the user rather than conscious commands is indeed incredible and is
further validated by the application proposed by Asta Zelenkauskaite et al. in their
paper titled “Interconnectedness of Complex Systems of Internet of Things through
Social Network Analysis for Disaster Management,” where sensors worn by people
alert the central server, if their vitals are low and if there geographical coordinates
indicate them to be positioned at disaster hit area. It helps the rescue forces locate
victims who are most in need. This system couples the strength of GPS, weather
data analysis modules, blood pressure sensors, and heart rate sensors and allows
them to talk to each other and collaborate to rescue the victim [13]. It has therefore
been established that SIoT is a technology that will inevitably be infused in our
daily lives in the not so distant future. Hence, it becomes important to embrace the
change armed with the possibilities of utilizing its complete potential.

2 Design and Architecture

The objective of this paper is to delve into the details of designing and building a
smart recommendation system using garage sensors. The proposed system is
completely autonomous and takes decisions and makes recommendations based on
observing human behavior rather than using a command-driven approach. It is built
on the SIoT framework by taking advantage of the architectural nuances provided
in this paradigm. At the outset, the system strives to create a collaborative and
cooperative social network between three subsystems: The garage sensors, car GPS,
and APIs from social media platforms. The proposed system implements the fol-
lowing functionality. Consider a user who arrives home from his workplace at a set
time every day, offset by a few minutes. A proximity sensor fitted on his garage
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doors, which will be referred to as a garage sensor, will timestamp his arrival every
day and store it in a database. It is noticed that whenever his arrival time varies by a
large margin than his usual arrival time in terms of coming early, he visits a place of
leisure, such as dining, malls, clubs. Hence, whenever this large deviation in his
arrival time is observed by the sensors from the database, the garage sensor requests
the GPS module on his car to start tracking and save the user’s whereabouts. Hence,
the GPS provides the information about the restaurants, clubs, and malls he visits
whenever he comes early and gives this data to recommendation Web sites, whose
APIs can be used to determine similar places that would suit the taste of the user.
The next time the garage sensors timestamp the early arrival of the user, he will get
a recommendation on where to visit, on his phone, in the form of a notification
through a social networking website, for example, his Facebook feed. The steps
employed in the design process have been elaborated as follows.

A. System Design

The design follows a layered architecture divided into base layer, component layer,
and application layer. It is to be noted that this layered architecture is aligned with
the SIoT framework as suggested by Luigi Atzori et al. in their paper titled “SIoT:
Giving a Social Structure to the Internet of Things” [2].

B. Prototype Implementation

The state transition model has been of the prototype has been shown in Fig. 1.

Fig. 1 Prototype implementation
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3 Conclusions

i. SIoT which is currently a burgeoning topic of research has been elaborated
upon, and its applications and market potential have been detailed. It is indeed
a change that will inevitably fuse into mainstream technological applications
and provide people-centric services that are dynamic and autonomous.

ii. The essential pillars that constitute a typical SIoT framework have been dis-
cussed by placing an emphasis on layered architecture, relationships, trust
management, navigability, policy language, and governance.

iii. The model for the design of a recommendation system for eat outs and leisure
based on a collaborative SIoT framework has been proposed and detailed.

iv. The design, tools, methodology, and logistics of the proposed design have
been identified for implementation. The unit cost of production is close to
$120 USD, which makes it highly economical.

v. The proposed application is only indicative of the possibilities that SIoT can
offer in terms of customized services, advertising, and marketing. The SIoT
applications, including the proposed system, are highly specific. Yet, they
have immense market potential, owing to the sheer personalization and cus-
tomization that they offer.
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KEA-Based Document Tagging
for Project Recommendation
and Analysis

M. G. Thushara, S. A. Sreeremya and S. Smitha

Abstract This paper proposes an innovative approach in managing project-related
documents, project domain analysis, and recommendation of open areas from
current project document pool. Using keyterm extraction technique, documents are
tagged under appropriate categories and subcategories for better management of
project documents. Hence, this tagged document serves as a reference for the
students who are planning to take up new projects. The system generates various
reports for statistical analysis of projects carried out in each research domain. These
statistics benefit users to get an overview of the trends of project works done over
the past few years. There are also reports illustrating the number of open areas over
respective academic years. The open areas are identified and listed for the students.
This novel approach would help the students who are seeking new project. Our
system helps the students, faculty, and other academicians to get involved in
ongoing projects and also to obtain ideas in their respective research domain. We
have modified the stemming method in basic keyterm extraction algorithm
(KEA) by adding Porter stemmer rather than Lovins stemming method, and our
experimental results confirm that our modified keyterm extraction method outper-
forms the KEA method while tagging English documents.
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1 Introduction

Dissertation or project is an integral part of any higher education system, which
involves preparation of various documentations and maintains these documents for
further reference and analysis. Every student is required to prepare various project
documents such as Software Requirement Specification, Software Test Documen-
tation, Software Design Document, Survey Papers, Thesis Report. In each academic
year, hundreds of such documents are pooled. This pooled document becomes the
reference for future students and faculty guiding in various projects. For the proper
use of this reference, categorization and clustering of the documents are very much
relevant. In categorizing the documents, there are various algorithms. KEA algo-
rithm [1] is the basic keyterm extraction method used for document clustering. In
our proposed method, we have adopted KEA algorithm for tagging the project
documents and we made a slight modification in KEA algorithm. Instead of using
Lovins stemmer [2], we have used Porter stemmer. Finally, we compared the result
of using these two stemming algorithms, and from our result, we arrived at a
conclusion that Porter stemmer is best compared to Lovin stemmer while dealing
with tagging of English documents. This document tagging helps our system to
manage the academic project documents for future reference. In the paper, we also
propose a new project recommendation, wherein open areas from various research
domains are listed for getting new ideas unlike other recommendation systems
which work based on user ratings. With the help of various statistical reports [3], an
analysis study can be done on various domains.

We apply supervised learning methods for keyterm extraction from project
documents. In [1], the authors suggest an algorithm, which extracts keyterms
automatically from English documents by applying naive Bayesian algorithm [4].
In KEA, the authors used Lovins stemming [2] algorithm. Experimental results in
[5] prove that Porter stemmer works well in English document clustering. English
documents are used in [1] so it will be better using Porter stemmer rather than
Lovins stemmer. Porter stemmer is used in [6] for preprocessing the text file which
is used for text clustering. In [7], the most commonly used weighting scheme,
TF-IDF, which can be used in fields such as natural language processing, machine
learning, text mining, and search engines, is projected.

2 Methodology

We propose an ideal system helping in project coordination by tagging the project
documents for easy management, generate reports for analysis purpose, and rec-
ommend new ideas through existing open areas mined from project documents. The
implementation of this system starts with the extraction of keyterms from the
project documents. We adopted some ideas from KEA algorithm [1] in our
implementation regarding keyterm extraction technique.
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2.1 Tagging the Project Documents

In most of the university, there will be certain research domains in which they
concentrate. For example, consider the Department of Computer Science where
most common domains of research are data mining, networking, language engi-
neering, and bioinformatics. In each academic year, a new set of projects is carried
out in these domains. After evaluation and verification, valid documents are
uploaded to the project pool. In order to organize and make these documents
available as a reference, document tagging is a significant procedure. This is made
possible by applying a supervised learning method, that is, by identifying and
comparing the key terms extracted from these documents with that of the trained set
of keyterms related to each specific research domain.

2.2 Supervised Learning Method for Tagging

Project documents are tagged under the categories like UG or PG, research domain,
faculty, and year. For this tagging purpose, we need associable valid keyterms for
each research domain and hence the keyterm extraction technique is employed. In
the supervised learning method for keyterm extraction, the two phases are used—
training and testing phases.

Training Phase: A training set of almost 200 research papers is collected by
Google Scholar for each research domain. These research papers are considered as
training phase documents for obtaining valid keyterms. These keywords are asso-
ciable keyterms for each research domain. From these documents, valid keyterms
are generated. The following steps are followed in the extraction of keyterms:

• Tokenization, Stopword Removal, and Stemming: The documents obtained for
training phase are tokenized. These tokens are the contents of the document that
have been extracted as word by word. This list of tokens is then subjected to
stopword removal process, using a standard list of stopwords obtained from
KEA tool. Stopwords [1] are most common words in a language like ‘the,’ ‘is,’
‘at,’ ‘which,’ ‘on.’ So after stopword removal, we obtain a new list of relevant
tokens which are free from stopwords. Then, we use Porter stemming algorithm
to derive the root word of these tokens. Finally, we obtain a set of possible
keyterms for all research domains. The next step is to select the most valid
keyterms from these set of possible keyterms for each research domain. TF-IDF
weighting scheme is used for this purpose.

• TF-IDF Calculation [8]: In order to identify the most valid keyterms of a par-
ticular research domain, the list of keyterms obtained from the training set of
documents is considered. To this list of keyterms, TF-IDF calculation is per-
formed. Following is the mathematical formula for calculating TF-IDF weights
for each extracted keyterm.
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For [7] a key t and a document d in a document corpus D, then we get

TFðtÞ= f ðt, dÞ ð1Þ

IDFðtÞ= log
Dj j

f ðt,DÞ
� �

ð2Þ

TF × IDF =TFðtÞ× IDFðtÞ ð3Þ

where d is an element of D and f(t, d) is the frequency of that term compared to the
total number of terms in the document. Term Frequency (TF) is used to find the
highest weighed term that occurs in a document, and Inverse Document Frequency
(IDF) gives a measure of the frequency of a term across all documents present in a
global corpus. After calculating TF × IDF values for the list of keyterms related to
a particular research domain, a threshold value is set. This threshold value is the
average of all TF × IDF values obtained for the above list of keyterms under that
particular research domain. We choose only those keyterms which have the TF
IDF value less than this threshold value. This means, if the value is less than the
threshold, then they are the frequently occurring and associable terms to a particular
research domain. These chosen keyterms are then stored in a text file under cor-
responding research domain for easy and hassle-free access. These keyterms are
used as training set keyterms for tagging purposes, and they are considered as
‘valid’ training set keyterms.

Table 1 shows the result after TF × IDF calculation using Porter stemming
method. It shows the keyterms and their corresponding TF, IDF, and TF × IDF
values. These keyterms are obtained after the training phase for data mining
research domain, where some research papers from Google Scholar related to data
mining are collected. Then, TF × IDF value is found by applying the keyterm
extraction steps. After setting the threshold value by taking the average of TF
IDF values of all the terms in these research papers, we eliminate those keyterms
having TF × IDF value greater than the threshold value. These eliminated terms
are rarely occurring terms which are not suitable for tagging purpose. We choose
only those terms having TF × IDF value less than the threshold value as they are
the most often occurring terms and are suitable for tagging purpose.

Using (1), (2), and (3), TF, IDF, and TF × IDF values are calculated, respec-
tively. For instance, here, mine is a term occurring in all the selected research papers
and hence it has TF-IDF value as 0.000. Then, we calculate the threshold value and
here it is 0.02. TF × IDF value of mine is less than 0.02 so it is one of the most
frequently occurring and valid keyterms under data mining research domain.
Similarly, classifi, regress, cluster, naive, predict, kdd, confid, etc., are valid key-
terms for data mining research domain. The above procedure is done individually
for all other research domains in order to generate ‘valid’ training set keyterms
associated with the domain. This helps in tagging the project documents under
appropriate research domains.
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Testing Phase: In this phase, project documents that need to be tagged are taken.
The tagging is possible only after the keyterm extraction and comparison processes
on these documents that are to be tagged. That is, in the training phase, we apply the
steps like tokenization, stopword removal, stemming, and TF × IDF to these valid
documents. After TF × IDF calculation for all the tokens obtained after stopword
removal and stemming in this testing phase, we take the average of these TF ×
IDF values as the threshold value. In training phase, tokens having TF × IDF
value less than the threshold value are chosen as ‘valid’ keyterms. These valid
keyterms are suitable and decisive in tagging the project under appropriate research
domain.

2.3 Comparison and Tagging

• Document Tagging: Finally, we compare the keyterms obtained for a project
document in the testing phase with the trained set of keyterms under each
research domain. The project document is tagged to that particular research
domain where the largest number of keyterms matches occurs. Hence, the new

Table 1 TF-IDF values of
keyterms using Porter
stemming method

Project
documents

Keyword TF IDF TF × IDF

Project doc 1 Mine 0.0170 0.0000 0.0000
Classif 0.0120 0.0969 0.0009
Regress 0.0022 0.3010 0.0006
Cluster 0.0011 0.3010 0.0003
Naïve 0.0011 1.0000 0.0011
Factor 0.0056 0.6989 0.0039

Project doc 2 Mine 0.0170 0.0000 0.0000
Classif 0.0102 0.0969 0.0009
Associ 0.0022 0.3010 0.0006
Summari 0.0004 1.0000 0.0004

Project doc 3 Extract 0.0201 0.3010 0.0060
Predict 0.0057 0.2218 0.0012
Mine 0.0129 0.0000 0.0000
Kdd 0.0129 0.2218 0.0028

Project doc 4 Mine 0.0112 0.0000 0.0000
Classif 0.0117 0.0969 0.0011
Associ 0.0099 0.3010 0.0298
C45 0.0067 0.5228 0.0035
Confid 0.0063 0.3979 0.0025
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project document is tagged under corresponding research domains. A data
source is maintained for storing the tagged project documents.

• Faculty Tagging: After this tokenization and stopword removal steps, the name
of the faculty is also extracted from project documents for further tagging of
these documents. When a new project document arrives, the corresponding
faculty who guided that project will be given a score under the respective
research domain that the project belongs to. This could help in the later statis-
tical analysis of faculty’s expertness by this system.

This tagging of project documents occurs automatically when new project
documents are uploaded by the students. Based on the tagging, a tree structure of
the entire tagged document file system is generated.

2.4 Recommendation of New Project Proposals

• Project Recommendation: It deals with the extraction of the title of project
document and the paragraph under the heading ‘Conclusion and Future Scope’
in it. The ‘Conclusion and Future Scope’ paragraph helps the user to get the
overall idea conveyed in the project document as well as helps them to obtain
the open areas contained in this particular document. The approved project
documents at the university follow a specific template where there is a section
named ‘Conclusion and Future Scope.’ When approved project documents get
uploaded and tagged, the ‘Conclusion and Future Scope’ paragraph of these
tagged documents is extracted. Furthermore, we maintain separate data stores
for storing these extracted ‘Conclusion and Future Scope’ paragraphs with
respect to its respective research domain.

• Listing the Open Areas: Our system provides options like ‘year’ and ‘research
domain’ for students or academicians to obtain project open areas. Also once
they select their interested research domain, there is another option asking to
input the keyterm for more specific search of open areas. Based on their options
and input, the open areas are listed based on the ‘Conclusion and Future Scope’
of the project document. If they are interested in any of the open areas listed,
they are given accessibility to download the original project document where the
particular open area exists. The document tagging based on keyterm extraction
plays a pivotal role in implementing this ‘project recommendation’ for new
project proposals.

2.5 Report Generation

For statistical analysis [9], reports are generated based on the projects that have
been carried out in the past years and those that are ongoing during the current
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academic year. Also, there are reports demonstrating the contribution of the faculty
under various research domains. These reports help the user to get the statistical
trends of projects and faculty expertise under each research domain, for instance,
over a period of time in the past. In addition, there is report demonstrating the
number of open areas pertaining to each research domain in respective years. We
used JFreeChart [10] and DynamicReports [11] for generating reports and charts.
These reports and charts are generated dynamically based on a data source. This
data source is updated automatically during the tagging phase. Thus, document
tagging based on keyterm extraction is vital in report generation process.

3 Result and Analysis

The system we proposed would help the students and other faculties in efficient
project proposal and management. It helps them by suggesting innovative ideas in
the form of open areas being listed out. For better analysis, reports are generated
providing statistical knowledge about the projects already carried out in past years,
which are ongoing in the current year, projects faculty’s expertness, and report on
number of open areas in respective years under each research domain. Our
experiment is based on focusing major research domains under Computer Science
Department. They are data mining, networking, compilers, and bioinformatics
(Table 2).

Table 3 shows the result of document tagging based on keyterm extraction using
Lovins stemmer.

Data set consists of project documents which are in the form of template rec-
ommended by the university. For our experiment purpose, we have taken the
documents of past three years. The result of our project document tagging based on
keyterm extraction technique is given in Table 2. From a total of 180 documents,
164 documents are correctly tagged under their respective categories, whereas the
remaining documents are falsely categorized.

For calculating the accuracy [12] of our document tagging technique, we con-
sider all four research areas:

Accuracy Rate=
ðTP+ TNÞ
ðP+NÞ ð4Þ

Table 2 Result of document tagging under various research areas based on keyterm extraction
using Porter stemmer

Research area Number of correctly tagged documents Total number of documents

Data mining 61 65
Networking 56 60
Compilers 30 35
Bioinformatics 17 20

KEA-Based Document Tagging for Project Recommendation … 291



In (4), let True Positive (TP) be the number of documents correctly categorized
under a particular research area and True Negative (TN) be the number of docu-
ments correctly categorized under other research areas other than TP. (P + N) is the
total number of documents. Hence, while calculating the accuracy rate of our Porter
stemmer-based document tagging technique, it scores 91.11%, whereas Lovins
stemmer-based document tagging scores only 86.11%.

Figure 1 illustrates columnar report and pie chart, which demonstrates the
number as well as the percentage of project works done under each research domain
for the last three consecutive years by PG students in the university. By analyzing
this report, the user can infer the trends in project works carried out under various
research domains. For instance, here, this report shows that in a period of past three

Table 3 Result of document
tagging under various
research areas based on
keyterm extraction using
Lovins stemmer

Research area Number of correctly
tagged documents

Total number of
documents

Data mining 59 65
Networking 55 60
Compilers 27 35
Bioinformatics 14 20

Fig. 1 Report of projects done in three consecutive years
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consecutive years, maximum numbers of projects are done under data mining (65
projects).

Figure 2 illustrates the ongoing project works in the current academic year. It
represents the inclination of students under various research domains in the current
year.

Figure 3 illustrates the bar chart showing faculty involved in projects under
various research domains such as data mining for the last three consecutive years.
This helps students to choose the right faculty for guidance, according to the
‘faculty expertise’ for the specific research domain.

Figure 4 illustrates the display of the open areas extracted from project docu-
ment pool for a selected year, based on their opted research domain and keyword
input. This would help a student with their decision making while choosing a new
project. Moreover, for further elaborate reference, they can download the source
paper that finds their interest.

Fig. 2 Report of ongoing projects in the current academic year
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4 Conclusion

The proposed system serves as a tool for project document management and ref-
erence, carries out statistical analysis of projects, and suggests innovative ideas for
students using keyterm extraction method adopting methods from KEA algorithm.
This paper provides different statistical reports which demonstrate the trends of

Fig. 3 Bar chart illustrating expertise of faculty in data mining

Fig. 4 Listing the open areas in the year 2015 of data mining research
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projects done under each research domain over the years in the past. Also, the report
illustrates the ongoing projects in the current academic year. Moreover, charts
represent the expertness of the faculty under each research domain which helps the
students to choose a proper guide in their domain of interest. It provides suggestion
of new project topics and ideas for the students and academicians who are seeking
for one.

We compared document tagging with Porter stemming keyterm extraction
technique and Lovins stemmer keyterm extraction. The accuracy results prove that
Porter stemmer is better than Lovins stemmer while dealing with English document
tagging. Thus, our system proves to be an effective aid to all those who seek to learn
the trends of projects so far done and to get novel ideas for new project proposals.
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Toward Scalable Anonymization
for Privacy-Preserving Big Data
Publishing

Brijesh B. Mehta and Udai Pratap Rao

Abstract Big data is collected and processed using different sources and tools,

which leads to privacy issues. Privacy-preserving data publishing techniques such

as k-anonymity, l-diversity, t-closeness are used to de-identify data, but chances of

re-identification are there as data is collected from multiple sources. Due to a large

amount of data, less generalization or suppression is required to achieve same level of

privacy, which is also known as “large crowd effect,” but to handle such a large data

for anonymization is also a challenging task. MapReduce handles a large amount of

data, but it distributes data into small chunks, so the advantage of large data cannot

be achieved. Therefore, scalability of privacy-preserving techniques has become a

challenging area of research, and we are trying to explore it by proposing an algo-

rithm for scalable k-anonymity for MapReduce. Based on comparison with existing

algorithm, our approach shows significant improvement in running time.

Keywords Big data ⋅ Big data privacy ⋅ k-anonymity

1 Introduction

Scalability can be defined as the ability of a system to handle growing amount of

work without degrading its performance. We are also trying to develop such a scal-

able k-anonymity approach for MapReduce. To understand scalable k-anonymity for

MapReduce, first, we need to understand big data, and MapReduce (as it is gener-

ally used to process the big data). After that, the pros and cons of MapReduce with

respect to existing privacy preserving techniques. At last, k-anonymity, the most pop-

ular data anonymization technique, is explored.

B. B. Mehta (✉) ⋅ U. P. Rao

Sardar Vallabhbhai National Institute of Technology, Surat, India

e-mail: brijeshbmehta@acm.org

U. P. Rao

e-mail: upr@coed.svnit.ac.in

© Springer Nature Singapore Pte Ltd. 2018

P. K. Sa et al. (eds.), Recent Findings in Intelligent Computing Techniques,
Advances in Intelligent Systems and Computing 708,

https://doi.org/10.1007/978-981-10-8636-6_31

297

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_31&domain=pdf


298 B. B. Mehta and U. P. Rao

Big data is a collection of data sets, large and complex, that becomes difficult to

process using traditional data processing applications. The term big data analytics is

used for the processing of big data. Big data is having characteristics of 3Vs, Volume

(a large amount of data), Variety (structured, unstructured, or semi-structured form

of data), and Velocity (fast generation and processing of data, viz. real-time or stream

data).

Big data analytics collects and processes a large amount of data from different

sources, which leads to privacy issues. Therefore, privacy-preserving big data pub-

lishing is required to address such issues. In general, privacy is defined as the ability

of an individual or group to seclude themselves, or information about themselves,

and thereby express themselves selectively. User is going to decide that which data

he wants to share with others and which he wants to keep secret. Mehta and Rao

[15] have discussed some of the privacy issues with respect to big data such as pri-

vacy issues in big mobile data, privacy issues in social media data, privacy issues in

healthcare data.

MapReduce [3, 10], a distributed programming framework, is used to process

big data. MapReduce takes an advantage of distributed computing in processing a

large amount of data, and at the same time, it creates challenges for anonymization.

As data is distributed among small chunks, it is difficult to take advantage of whole

data in anonymization process. Therefore, we are proposing an approach which can

take advantage of both large size of data and distributed computing. Mainly, there

are three steps in map reduce: mapping, shuffling, and reducing.

A hospital wants to publish patient’s records. They will remove the column having

patient name and believe that patient’s privacy will be preserved. But Samarati and

Sweeney [20, 21] have shown that if anyone is having a background knowledge, such

as voter list details, about any individual present in dataset, then that person can be

identified.

Samarati and Sweeney have proposed a privacy model in year 2002 to prevent

such attacks, which is known as k-anonymity. They have divided all the attributes

of a dataset into four categories: personal identity information (PII), quasi identifier

(QID), sensitive attributes (SA), and non-sensitive attributes (NSA). k-Anonymity

checks that if one record in the dataset has some value of QID, then at least

k − 1 other records also have same QID values. In other words, at least k records in

the dataset must have the same QID value. Such a table is known as k-anonymous.

Therefore, probability of identifying an individual in such dataset becomes 1/k. A

large amount of data requires less generalization or suppression to achieve same

level of privacy, which is also known as “large crowd effect.” User get more cover to

hide information; hence, less data perturbation is required. But whole data should be

considered for the anonymization process which is a challenging task in distributed

programming framework such as MapReduce.

Discussion of existing privacy-preserving big data publishing approaches for

MapReduce, such as two-phase top-down specialization for data anonymization

using MapReduce, Hybrid approach for scalable sub-tree anonymization, and

MapReduce-based algorithm, has been given in Sect. 2. Section 3 discusses about

our proposed approach. Implementation details and results are discussed in Sect. 4.

At last, conclusion and future scope have been given.
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2 Related Work

The privacy-preserving data publishing has started with the work of Samarati and

Sweeney on k-anonymization [20, 21]. After that, many researchers had came up

with different anonymization techniques for privacy-preserving data publishing such

as l-diversity [13, 14], t-closeness [12], (c, t)-isolation [1, 2] differential privacy [4–

6], multi-relational k-anonymity [17–19]. A detailed survey of these techniques has

been given in a paper from Fung et al. [7]. Each technique is having an assumption

with respect to attacker’s knowledge and work against specific types of attacks. The

implicit assumption which is not mentioned in any of the privacy-preserving tech-

nique is with respect to size of data, which should be small or moderate to achieve

desirable results. Mehta et al. [16] have given a comparison of existing privacy-

preserving techniques with 3Vs of big data and found that k-anonymity can be a

good candidate to address all 3Vs of big data.

There is relatively very less work has carried out in the direction of scalability of

privacy-preserving big data publishing techniques:

Zhang et al. [25] have extended the privacy preserving technique, “Top-Down

Specialization (TDS)” proposed by Fung et al. [8] for MapReduce framework as

two-phase top-down specialization (TPTDS). Zhang et al. further found that TDS

approach is having high running time for smaller value of k, whereas bottom-up

generalization (BUG) approach proposed by Wang et al. [22] is having a high run-

ning time for higher value of k. Hence, Zhang et al. proposed a hybrid approach

for scalable sub-tree anonymization [24] in which based on value of k, anonymiza-

tion technique is selected. Main drawback of these approaches is the distribution of

data. Here, we cannot take advantage of large crowd effect of large data instead it

becomes distributed data anonymization. We further found that sub-tree anonymiza-

tion approaches cannot be used for velocity of data as it requires all domain value of

attribute apriori to generate taxonomy tree.

Zakerzadeh et al. [23] have proposed a novel approach for MapReduce-based

anonymization by implementing Mondrian [11] algorithm for MapReduce frame-

work. Mondrian is a multidimensional k-anonymization algorithm. Therefore, in

Mondrian algorithm, equivalence classes are generated using all the attributes of

dataset.

The major drawbacks of this technique are multiple iterations and file manage-

ment. As the number of iteration increases, the performance of the system decreases

and file management using MapReduce is difficult task. Therefore, we propose a new

approach to overcome these drawbacks.
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3 Proposed Approach

As discussed in previous chapter, existing privacy-preserving techniques for MapRe-

duce have some drawbacks. To overcome these drawbacks, we are proposing a novel

approach for scalable k-anonymity for MapReduce.

We are taking the weighted sum of all the attribute of a record to generate initial

equivalence class. In next step, we are checking for end of all class by comparing

class–id with total number of class n. Then, we are checking whether the number of

records in each equivalence class is fulfilling the condition of k-anonymity or not. If

the number of records in any equivalence class is less than k, then we are merging

equivalence classes to generate a bigger class which fulfills k-anonymity criteria.

These steps are repeated until all the classes are processed, and then, information

loss is calculated in terms of normalized cardinality penalty (NCP) [9].

Now we are going to discuss each algorithm in detail. Starting with Algorithm 1,

mapper for scalable k-anonymity:

∙ In step 2, we are obtaining a data file from distributed file system and it will be

automatically distributed among different mappers in small chunks. So our mapper

is going to process those chunks individually.

∙ In step 3, we have initialized an array variable name output to store the output

value.

∙ In step 4–8, for each tuple, we are calculating the average value and storing that

value in new attribute named avg; then we are merging the value of avg and tuple
and give it to the output which will update the input dataset for next phase. Now

we are emitting the value of output and 1 so that combiner can read this value as

(key, value) pair.

Algorithm 1 Mapper for Scalable k-anonymity

1: procedure SKMAPPER(k, v)

2: //obtain data file from distributed file system

3: output = empty //an array of size data

4: for each tuple in data file do
5: find average value and store in avg
6: append pair(avg, tuple) to output
7: emit(output, 1)
8: end for
9: end procedure

In Algorithm 2, combiner for scalable k-anonymity, we are generating initial

equivalence class by merging the similar tuples based on key received from map-

per and adding the value to get the number of tuples in each equivalence class. At

last, we are emitting the pair of key and updated value in emit(k, v).
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Algorithm 2 Combiner for Scalable k-anonymity

1: procedure SKCOMBINER(k, v)

2: for i in [1, ..., (length of v − 1)] do
3: if k[i] == k[i + 1] then
4: add(v[i], v[i + 1])
5: end if
6: end for
7: emit(k, v)
8: end procedure

In Algorithm 3, reducer for k-anonymity:

∙ In step 2, we are obtaining the anonymization value K from user to check k-

anonymity condition for each equivalence class.

∙ In step 3, we are initializing an array to store intermediate equivalence class data.

∙ In step 4, we are taking a variable sum as the counter of number tuples in each

equivalence class. It is also used to check whether the number of tuples in each

class is fulfilling the k-anonymity condition or not.

∙ In step 5, we are initializing an integer variable named eqId to assign identifier to

each generated equivalence class.

∙ In step 6–16, we are processing each equivalence class generated by combiner and

checking for the number of tuples in each class. If a number of tuples are less than

K value, we are merging next class in current equivalence class and again check

for number of tuples for merged class. If number of tuples are greater than or equal

to K, then we are considering it as desired equivalence class and merging eqId to it

and finding NCP value for that class. At the same time, we are resetting the value

of sum and eqClassData and also updating the value of eqId.

4 Implementation Details and Result Discussion

We have used a Hadoop cluster of seven nodes, each having 4 GB of RAM and 1 TB

of hard disk. We have implemented our approach using two programming languages

Apache Pig and Python. As Pig is a data flow scripting language for Hadoop, it is

very easy to write data flow statement and it generates mapper and reducers automat-

ically for corresponding data flow statements. We found difficult to calculate NCP

using Pig, so we used Python UDF to calculate NCP value from equivalence classes

generated from Pig. Therefore, we are processing data to generate equivalence class

in Pig and then calculating the value of NCP using python UDF.

We have used NCP to measure information loss because it is the widely used stan-

dard and gives result in percentage of information loss after applying anonymization.

The formula to calculate NCP of class and global NCP has been given by Ghinita

et al. [9].
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Algorithm 3 Reducer for k-anonymity

1: procedure SKREDUCER(k, v)

2: //Obtain anonymization value K
3: eqClassData = empty //an array of size data

4: sum = 0
5: eqId = 1
6: for i in [1, .., (length of v)] do
7: append pair(k[i], v[i]) to eqClassData
8: sum = sum + v[i]
9: if sum >= K then

10: append pair(eqId, eqClassData)
11: NCPofClass = findNCPofClass(eqClassData)
12: emit(NCPofClass)
13: eqClassData = empty
14: sum = 0
15: eqId = eqId + 1
16: end if
17: end for
18: end procedure

Fig. 1 NCP comparison of

MapReduce anonymization

[23] and our proposed

approach

Fig. 2 Running time

comparison of MapReduce

anonymization [23] and our

proposed approach

As shown in Figs. 1 and 2, we have compared results of our proposed algorithm

with MapReduce anonymization algorithm. From the results, it is clear that our pro-

posed algorithm is having a relatively more information loss as compared to MapRe-

duce anonymization, but we are getting significant improvement in running time.
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As in privacy-preserving techniques, we have to maintain a trade-off between pri-

vacy and data utility, and our approach is having an issues with data utility. Based on

these experiments, we have found that if we can decrease the number of records in

initial equivalence class generation, then it is possible to get low information loss. We

have to find some classification mechanism by which we can generate small initial

equivalence class.

5 Conclusion and Future Scope

We have proposed a novel approach for scalable k-anonymity for MapReduce and

compared it with existing MapReduce-based anonymization approach. Though we

have not got desirable results in terms of data utility, we have got significant improve-

ment in running time and a way to explore the area of scalable anonymization.

In future, we are planning to find out a classification method to achieve small

initial equivalence class so that information loss in our approach can be reduced. We

further like to extend our approach for velocity as well as variety of data.
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VDBSCAN Clustering
with Map-Reduce Technique

Ashish Sharma and Dhara Upadhyay

Abstract Clustering techniques are used for the partition of the data points in
clusters. In DBSCAN clustering algorithm, it deals with dense data points, but
DBSCAN algorithm does not deal with varied density data. So, for variable density,
VDBSCAN algorithm is suitable, since the existing VDBSCAN algorithm is unable
to find the exact radius. The existing algorithm VDBSCAN is based on distance.
Due to more distance and large data sets, some data points cannot become the part
of any cluster. To overcome this problem, the map-reduce technique is used. Using
map reduce, the values of k can be identified correctly. It provides a proper value of
k on the basis of frequency. This new approach is relatively more effective than
VDBSCAN.

Keywords DBSCAN ⋅ VDBSCAN ⋅ Map-reduce

1 Introduction

Today every business acquires a huge amount of volumes of data from different
sources. The data is used for getting the right information and analysis. This
analysis supports for effective decision-making. The main requirement of data
analytics is scalability, simply due to the large volume of data that need to be
extracted, processed, and analyzed in a time-bound manner. To do the right analysis
on this data for the scalability, fault-tolerance, ease of programming, and flexibility
point of view, the Map Reduce technique is more suitable because it can process
massive amounts of unstructured data in parallel across a distributed environment
[1]. The distribution of the data is done prior to analysis. It will also improve the
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performance of the Map Reduce technique. Here, clustering techniques can be used
to perform such tasks.

Clustering techniques are used for the partition of the input data sets in clusters.
In clustering, data set are classified into groups. In clustering, several types of
techniques are used like—partitioning, hierarchical, and density based.
Density-based clustering methods are very useful in dense data. For the dense data,
we use density-based algorithm such as Density-Based Spatial Clustering of
Application with Noise [2] algorithm (DBSCAN). In DBSCAN algorithm, density
is estimated on the basis of two parameters, i.e., radius (Eps) and threshold value
(Minpts). This particular approach classifies the points into core point, border point,
and noisy point. Points within the radius are considered as a core point and the
points on the border of the cluster are termed as border points.

However, DBSCAN algorithm does not deal with the varied density. So, for
varied density, we use Varied Density-Based Spatial Clustering of Application with
Noise (VDBSCAN) [3] algorithm. VDBSCAN is used basically for varied density
data sets’ analysis. The basic approach of VDBSCAN is based on DBSCAN
algorithm. VDBSCAN algorithm is used to find the value of k and according to that
value of k clusters are formed. In VDBSCAN algorithm, two parameters—Epsilon
(Eps) and Minimum Points (minpts)—are used. For Eps, we are supposed to find
the k-distance of each point. That value of k-dist is regarded as an Eps and in
accordance with those values of Eps and Minpts clusters are synthesized. Com-
plication arises with VDBSCAN algorithm when it is applied in case of extremely
large distance data points, since the value of k is determined on the basis of distance
among data points, on account of which data points are separated to each other with
an extremely large distance are misinterpreted as noisy points. Measurement of
distance plays a significant role because if we have identical objects, which are
quite distant to each other, will fall in different clusters. This particular limitation of
VDBSCAN algorithm can be resolved by employing map-reduce technique.

Map-reduce technique involves two parameters—key and value. In map-reduce
technique, key and value are used for frequency calculations. So, the frequency of
those specific data points or keys can be obtained by employing map-reduce
technique. In proposed approach, map-reduce technique with VDBSCAN is
implemented. The above-mentioned technique is used for finding the frequency and
then the value of k is calculated with the help of frequency and distance.

This paper contains several sections: Sect. 2 embodies related work of DBSCAN
and VDBSCAN; Sect. 3 reveals proposed approach; Sect. 4 encompasses experi-
ment; Sect. 5 contains the analysis, and Sect. 6 comprises conclusion.

2 Related Work

In the paper, authors Yugandhar and Vinod Babu [4] discuss the new algorithm
EVDBSCAN algorithm. In this paper, author introduces a new approach Extended
Varied Density-Based Spatial Clustering of Applications with Noise (EVDBSCAN)
to find the value of k automatically according to the data sets. In this, the value of k is
dependent on the behavior of data set. Problem with this approach is that, in this
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method according to data set the value of k is change and if new points entered in
data sets, it should have again found the value of k and whole process is repeated,
which is time consuming. In this paper, authors Wang et al. [5] proposed a new
method Optimize VDBSCAN (OVDBSCAN). In OVDBSCAN, the value of K is
calculated by examining the k-distance of all objects in data sets. In this method, the
same problem arising as previous method, also the value of k is dependent on the
data set. So, if the data set is changed, whole process is repeated which consumes
time. Author has implemented map-reduce technique on large size of data sets. In
this, map-reduce technique is implemented with k-means for massive data and for
parallel processing. The efficiency of k-means algorithm is improved, but the limi-
tations of k-mean are not resolved by this technique. In this paper [6], Dai, B., and
Lin, I., have given a new algorithm, which is a mixture of Map/Reduce and
DBSCAN algorithm called DBSCAN-MR to solve the scalability problem. In
DBSCAN-MR, the input dataset is partitioned into smaller parts and then on the
Hadoop platform these smaller parts of data are parallel processed. In this method,
partition is done with reduce boundary points (PRBP), to select partition boundaries
based on the distribution of data points. Using this method the data is divided into
number of clusters which makes the approach more efficient and scalable. This
method is not suitable for data which is varied in density. He and Tan [7] shared that
the data clustering is important for growing data on daily basis. However, it is
challenging due to the size of datasets. Every day the size of data set grows, this
rapidly growth of data makes an extra-large scale in the real world. To analyze better
data the Map Reduce is a desirable parallel programming platform. In this paper,
author proposed a four stages Map Reduce algorithm with parallel density-based
clustering algorithm. Author have given a quick partitioning strategy for large scale
non-indexed data. They have merged the bordering partitions and make optimiza-
tions on it. In this paper author Weizhong et al. [8] also proposed K-means algorithm
with map-reduce technique for parallel processing. This process increased speedup,
scale-up and size-up of the process. This shows that the proposed approach can
process large amount of data size. But still K-means algorithm contains some
drawback which is not removed by this technique. It is difficult to predict the value of
k. In this paper author extended the K-means algorithm with map-reduce technique
for parallel processing. The value of k is justified using the technique.

Borah, B., Bhattacharyya, D.K., have contributed in [9] and [10] to make
DBSCAN more robust. The DBSCAN requires large volume of memory support
because it operates on the entire database. Author has improved sampling-based
DBSCAN which can cluster large-scale spatial databases effectively.

Rakshit and Sikka [11] have given a new approach of DBSCAN to provide it a
facility to identify to detect the correct clusters, if there is density variation within the
clusters. Their approach is based on oscillation of clusters which is obtained by
applying basic DBSCAN algorithm to conflation it in a new cluster. Ram et al. [12]
has contributed DBSCAN in terms of density variation. As DBSCAN is not able to
handle the local density variation that exists within the cluster. Author has proposed
an Enhanced DBSCAN algorithm which keeps track of local density variation within
the cluster. Beckmann et al. [13] have given a new data structure the R-tree, it is based
on the heuristic optimization of the area. It efficiently supports points and spatial data.
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In the paper [14], Sander, J., Ester, M., Kriegel H.P., Xu X., have generalized the
concept of DBSCAN [2] in two important directions. Their algorithm can cluster
point objects and can separate the objects for spatial and their non-spatial attributes.
This generalization makes it GDBSCAN. The real life application area of DBSCAN
is given by Sharma et al. [15]. Their approach is evolved using density in the work
presented in this paper wherein two stage solutions is proposed for Uncapacitated
Facility Location Problem.

Density-Based Spatial Clustering of Application with Noise (DBSCAN) algo-
rithm which is a form of clustering technique used for dense data. So, for varied
density another approach Varied Density-Based Spatial Clustering of Application
with Noise (VDBSCAN) algorithm is applied.

The objective of our proposed work is to create the cluster for any type of data
points. It covers all types of data point whether they are closer points or varied
density data points. The proposed approach gives far more accurate result as
compared to the existing algorithm.

3 Proposed Work

Clustering techniques are utilized for the partition of the data points in clusters.
Density-based clustering methods are very useful in dense data. DBSCAN is one of
the algorithms which are applied to density-based data, but DBSCAN algorithm
does not operate with varied density data. However, most of the data set is present
in the form of the very dense area. DBSCAN algorithm works only with the points
that are close to each other, but it is not effective for varied density data points.

The VDBSCAN algorithm approach works well in case of varied density data
points, and subsequently, the clusters are formed on the grounds of distance between
each data point. So, if the data point is available at a very large distance, then it rates
that point as a noisy point. VDBSCAN algorithm is implemented to formulate the
value of k and according to that value of k clusters are created. Since the value of k is
determined on the basis of distance among data points on account of which data
points are separated to each other with an extremely large distance which are mis-
interpreted as noisy points, so when it is applied in case of extremely large distance
data points, it fails to deliver the expected results. Map-reduce technique has been
innovated to get rid of this type of predicament. The concept of frequency forms the
foundation of map-reduce technique. It evaluates the most frequent values of k
which are far more accurate and reliable when compared to the simple values of k.

In new improvised approach, noisy data points are also taken into account and
then the values of k are obtained on the basis of two parameters—distance and
frequency. The new determined value of k is more optimized and accurate.
Map-reduce technique provides us the value of k and that particular value is
entertained as Eps. When we implement map-reduce with VDBSCAN algorithm, it
finds the value of k, on the basis of distance frequency between each data points.

The distance function is used for finding the distance between points. Generally,
the Euclidean distance function is applied in determining the distance between the
data points. After determining the distance between each data point, the clusters of
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the data points are created with the help of Eps and those core point, border point,
and noisy point are determined.

3.1 Map-Reduce

Map-reduce technique involves two parameters—key and value. In map-reduce
technique, key and value are used and using those parameters the frequency is
evaluated. So, the frequency of those specific data points or keys can be obtained by
employing map-reduce technique.

Map: ðk1, v1Þ→ ðK2, v2Þ ð1Þ

Reduce: ðK2, v2Þ→ ðK3, v3Þ ð2Þ

Map-reduce technique conducts parallel processing on the large data sets.
However, DBSCAN with map-reduce technique carries out fast and parallel pro-
cessing on the large amount of dense data sets.

In the proposed approach, map-reduce technique with VDBSCAN is imple-
mented. VDBSCAN with map-reduce technique is used for finding the frequency
and then the value of k is calculated using frequency and distance (Fig. 1).

Step 1 

  Input: D: dataset

Finding the value of k-dist plot;             
1) Initialize all objects in D as unprocessed: 
Compute k: 
Creating cluster with core point and noisy points; 
2) Finding the k on the basis of two parameters for the noisy 
 points- distance and frequency; 
Compute: Finding the average distance between each point; 

int (1,2,.... )Pi Po s n

1

tan ( , )( )
1

n
i i

i

dis ce P Xd Pi
n

    d(Pi)=Average distance between each point 
Find the value of d(Pi) for each points; 
Finding the frequency of each distance value from each core point;  
Count (key, value) 

Step 2 

Consider frequent value as a value of k;
k=Eps; 
Minpts=Threshold value; 
Adopt VDBSCAN algorithm for clustering; 
Display data point in cluster and noisy point as an outlier

Fig. 1 Algorithm
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4 Implementation and Experimental Result

4.1 Experimental Data

In this section, the performance of the proposed approach is analyzed.
Two-dimensional data set has been selected in order to get experimental results.
First, the system assimilates the data from different sources to conduct VDBSCAN
with map-reduce technique. The proposed approach tested on different sizes of data
sets. In our proposed method, ASP.NET (2012) is used and coordinates with our
data set. We are working on the data set of spaeth. Spaeth is a data set directory,
which contains data for clusters. The data files described and made available on
Web page are distributed under the GNULGPL license. In this spaeth, a FOR-
TRAN90 library contains the sorts of data. In this collection, data set of 2D points is
available [16]. In the proposed approach, we are using four types of data sets with
different size. In the spaeth, dataset is the collection of hundred pieces of infor-
mation about each case of US Supreme Court decided by the Court between 1946
and 2013 terms the proposed approach is analysis. Two-dimensional data set has
been selected in order to get experimental results. In this approach, various size of
the data set is used.

5 Analytical Analysis

Clusters evaluated with “internal” as well as “external” measures. External mea-
sures consider whether the current cluster contains correct data points or not. For
the external measures, purity, entropy, F-measures are evaluated, and internal
measures consider the inter- and intra-cluster distance of data points.

External measure: In external measure, we find the purity, entropy, and F-measure
of cluster. Purity is one of the basic methods to validate the quality of the cluster.
Greater value of purity indicates good clustering. In addition, the disorder in quality
is found by entropy method. Therefore, for the quality of each cluster, the entropy
should be lower. F-measure, combine the precision and recall idea. The higher
value of F-measure indicates better clustering.

Internal Measure: When a cluster result, evaluated, based on the data points were
cluster itself, this is called internal measure. So, in inter-cluster similarity, we find
the similarity between the clusters, and in intra-cluster similarity, we find the
similarity within a cluster.

Experiment 1: In experiment 1, measure the purity of clusters, which is known
purity measure (Tables 1, 2, 3, 4).
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Purityð∩ ,CÞ= 1
N
∑
k

Max
J Wkk ∩Cj

�
�

Experiment 2: It shows the entropy of each size of data sets (Table 5).

HðXÞ= − ∑
n− 1

i=0
PðxiÞ * log2ðPðxiÞÞ

The entropy of VDBSCAN with map-reduce is low than VDBSCAN algorithm
(Tables 6, 7, 8).

Experiment 3: In this experiment, Table 9 presents the various sizes of data sets
and represents precision and recall of each algorithm.

Table 1 Purity measure of 110 size data points of spaeth data file

Number of clusters Purity of VDBSCAN Purity of VDBSCAN with map-reduce

Cluster 1 0.66 0.75
Cluster 2 0.53 0.62
Cluster 3 0.50 0.83

Table 2 Purity measure of 200-size data points of spaeth file

Number of clusters Purity of VDBSCAN Purity of VDBSCAN with map-reduce

Cluster 1 0.69 0.71
Cluster 2 0.53 0.68

Cluster 3 0.50 0.88

Table 3 Purity measure of 280-size data points of spaeth file

Number of cluster Purity of VDBSCAN Purity of VDBSCAN with map-reduce

Cluster 1 0.46 0.64
Cluster 2 0.78 0.84
Cluster 3 0.50 0.60
Cluster 4 0.62 0.80

Table 4 Purity measure of 370-size data points

Number of cluster Purity of VDBSCAN Purity of VDBSCAN with map-reduce

Cluster 1 0.56 0.64
Cluster 2 0.78 0.88
Cluster 3 0.40 0.60

Cluster 4 0.57 0.80
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6 Conclusion

The experiment authenticates that VDBSCAN with Map-Reduce technique is
highly effective in obtaining the clusters for variable density. VDBSCAN with
Map-Reduce technique algorithm enables us to successfully overcome one of the

Table 5 Entropy measure of 110 size data points of spaeth file

Number of clusters Entropy of VDBSCAN Entropy of VDBSCAN with map-reduce

Cluster 1 1.16 0.74
Cluster 2 1.27 0.95
Cluster 3 1.50 0.64

Table 6 Entropy measure of 200 size data points of spaeth file

Number of cluster Entropy of VDBSCAN Entropy of VDBSCAN with map-reduce

Cluster 1 0.94 0.85
Cluster 1 1.22 0.89
Cluster 3 1.50 0.58

Table 7 Entropy measure of 280 size data points of spaeth file

Number of cluster Entropy of VDBSCAN Entropy of VDBSCAN with map-reduce

Cluster 1 1.42 0.92
Cluster 2 0.83 0.69
Cluster 3 1.50 0.95
Cluster 4 0.95 0.71

Table 8 Purity measure of 370 size data points of spaeth file

Number of cluster Entropy of VDBSCAN Entropy of VDBSCAN with map-reduce

Cluster 1 1.29 0.92
Cluster 2 0.87 0.51
Cluster 3 1.50 0.95
Cluster 4 1.12 0.71

Table 9 Comparison between VDBSCAN with map-reduce versus VDBSCAN based on
precision percentage

Data points VDBSCAN with map-reduce (%) VDBSCAN (%)

110 89.0 77.2
200 88.5 78.5
250 87.5 76.5
370 88.1 77.0
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primary shortcomings of the traditional VDBSCAN algorithm. The traditional
VDBSCAN algorithm selects the value of Eps on the basis of value of k, which is
determined with the help of distance. VDBSCAN algorithm is used to find the value
of k and according to that value of k clusters are formed. Complication arises with
VDBSCAN algorithm when it is applied in case of extremely large distance data.
So, if the data point is available, at a very large distance, then it rates that point as a
noisy point, which is not appropriate. The experiments were done on new approach
and proved that new approach overcomes the limitation of VDBSCAN in very
efficient manner.

The experiments were done using two-dimensional data sets. In future work, this
algorithm may be evaluated on high-dimensional data sets.
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SprIntMap: A System for Visualizing
Interpolating Surface Using Apache
Spark

Chandan Misra , Sourangshu Bhattacharya and Soumya K. Ghosh

Abstract High-resolution gridded meteorological dataset of various environment

variables, e.g., max–min land surface temperature, precipitation, humidity etc., are

not easily available for most of the Earth’s surface. This imposes a bottleneck on

the research ideas that require the gridded dataset for experimentation and testing.

Such data are often expensive and thus cannot be used for academia and individual

researchers. In this paper, we present SprIntMap, a Web service which allows users

to fetch and process climatic datasets with different spatial interpolation methods and

visualize and extract the resulting interpolated gridded data on-the-fly. The system

facilitates access to NOAA’s a century-old archive which is one of the comprehensive

sensor data archives in the world. Yet, it is challenging to obtain these large and

noisy data and apply interpolation methods on it. SprIntMap consists of Google Map-

based front end for easy visualization of sensor data as well as gridded surface and

employs an interpolation package written in Apache Spark, providing fast parallel

implementations of the interpolation algorithms for efficient and easy extraction of

the gridded data in standard format.

Keywords Spatial interpolation ⋅ Apache Spark ⋅ Visualization

1 Introduction

Numerical weather prediction is the branch of science which requires numerical

techniques like interpolation and aggregation. They act on climatic dataset contain-

ing thousands of points with different attributes (e.g., maximum and minimum land
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surface temperatures, precipitation, humidity) at very high spatial and temporal res-

olution [1] to analyze the trend in climate changes. However, the climatic model

creation is hindered as the number of weather stations and the observations from

them are not enough. As a way out, very high-resolution gridded meteorological sur-

face is developed to fulfill the need of various ecological and climatic applications.

Gridded meteorological datasets are aggregated using irregularly placed sensors or

weather stations readings and with the help of various interpolation methods like

Inverse Distance Weighting (IDW) [14], Kriging [4], Regression [8], and Thin Plate

Spline [7]. These gridded datasets are then archived online [9, 10] and with the help

of data processing and delivery system applied scientists can have on-demand access

to these datasets.

However, it is not very easy to obtain these archive data for two reasons—(1) the

data are expensive and (2) the data are created mostly on country level. Therefore,

one has to buy datasets from different sources to make climatic experiments in entire

earth scale. Additionally, researchers often try to compare results of different interpo-

lation methods on large dataset to come up with a best gridded surface. But, creating

such huge gridded dataset from available large scattered sensor data poses several

problems like—(1) there is no single service by which the user can experiment with

various interpolation algorithms and visualize it with minimal effort, (2) the size of

input data is very large, i.e., data intensive, (3) the interpolation algorithms that act

on the dataset are computationally intensive, (4) the output data, i.e., the interpolated

surface is very large when the region of interest is very large (sometimes the entire

Earth surface), (5) the degree of resolution is very fine, and (6) it is not very easy

to get the data of any particular area from the whole dataset and also eliminate the

noisy ones to make it ready for any further processing.

A recently developed system, Shahed [6] allows users to query and visualize

satellite gridded data using a user-friendly interface. It employs SpatialHadoop

[5] to index and run spatiotemporal queries on the dataset. Also, it employs two-

dimensional interpolation technique to recover missing data and uses a novel spa-

tiotemporal indexing algorithm. Shahed displays gridded surface while SprIntMap

acts on scattered data and provides different surface visualization for different inter-

polation methods. FetchClimate [15] is another Web service which is developed

by Microsoft to access mean values of various climatic attributes for selected geo-

graphic regions of the Earth surface and for a selected time duration. Unlike these

systems, SprIntMap reveals the interpolation methods to the user providing them to

access and compare different interpolation algorithms.

Li et al. in [11] proposed a scientific workflow framework for big geoscience

data analytics using cloud computing, MapReduce, and service-oriented architec-

ture. Caradonna et al. in [3] proposed an approach to customize and integrate two

open-source platforms: WebGIS and MapServer for publishing and querying on spa-

tial data. Li et. al. in [12] presented an online data visual analytics system which

overcome the data format, management and storage-related issues, client and server

response time. The data preloaded into the system and analytics are done for several

temporal resolution. However, these systems do not include the processing of spatial

datasets using any interpolation algorithm.
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In this paper, we present SprIntMap, a Web service that addresses the above men-

tioned shortcomings in an efficient way by storing and visualizing the scattered sen-

sor data from the NOAA archive [16]. SprIntMap allows users to create interpolated

surfaces data on-the-fly using distributed interpolation algorithms based on Apache

Spark [2] and visualizes the surface on Google Map. It consists of three major com-

ponents: Model-View-Controller (MVC) module, that takes user requests and con-

tacts Hadoop cluster for storage and processing of data, SprInt package built on

Apache Spark where all the parallel interpolation methods are implemented, and

Hadoop cluster for storage and processing of parallel algorithms.

2 System Architecture

Figure 1 depicts the overall architecture of SprIntMap. It is built on the MVC archi-

tecture in order to make it portable to any other desktop or mobile-based systems.

The system is divided into four modules. They are: (1) user interface (UI) or the

front end, (2) controller or the HTTP request handler, (3) model or utility classes

that opens, establishes, and closes the SSH and FTP connections, and (4) SprInt

library or package containing Java classes of the implementations of the interpola-

tion algorithms.

2.1 NOAA Data and Preprocessing

We have downloaded the large dataset from the global hourly integrated surface

database (ISD). The data contain surface reading of approximately 20,000 stations

Fig. 1 SprIntMap architecture
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around the globe from as early as 1901 and are updated in hourly basis with the

latest data, and have gone through numerous quality control phases [13]. The data

are arranged in its FTP directory from 1901 to last day of 2017. Each such link pro-

vides gzipped files indexed in STATION ID-YEAR manner. From the files, we have

extracted all the hourly data for each station, and then made an average over all the

readings for each date. We have also eliminated the erroneous data from the file.

There are two types of erroneous data—(1) missing values and (2) quality code of

the data. If the temperature reading is 9999, then the data are missing. The ISD data

consist of 23 types of quality code among which codes 0, 1, 4, 5, and 9 are safe to

collect. After cleaning, the data have been stored inside the HDFS.

2.2 User Interface

Figure 2 shows the primary SprIntMap interface, which is a Google Map of the whole

world. We have designed an easy-to-use interface, eliminating the hassles which

come with various points of interaction. Thus, the system consists of only a text box,

which is used as the primary source of user input and interaction as shown in Fig. 2a.

Users can select either data or the interpolation method to use, at a particular instant.

Fig. 2 a Input text box for selecting data and method, b drop-down date selection for data, c data

points shown as red circles, d interpolation method selection, e selection of region of interest, and

f final interpolated surface
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Users cannot select any interpolation method prior to the data selection. The text box

senses the keystrokes and opens a drop-down for each of the purpose stated above.

Users can select the data by typing data in the text box. It automatically opens a drop-

down that contains day–month–year selector as shown Fig. 2b. Users can select any

date from the selector and click on the Fetch Data button. As soon as the user clicks

on the Fetch Data button, the entire dataset is shown on the map with red circles on

the locations with centers at the latitude–longitude of the data points. The red circles

are clickable and show the location along with the selected attribute value of the data

points.

In order to select the interpolation method, the user needs to type the name of the

method. If that method matches with any name that is implemented in the system, a

list of match methods is shown as drop-down list. For example, if the user types letter

‘i’, then IDW-related methods are shown in the list as shown in Fig. 2d. Depending

on the interpolation method selected, another appropriate drop-down appears con-

taining all the blank parameter text boxes. For example, if user selects IDW as an

interpolation method, the drop-down will contain five text boxes: four text boxes for

northeast and southwest lat-longs of the bounding box of the target interpolated sur-

face, one text box for the resolution of the interpolation surface. Other methods con-

tain parameter inputs for respective requirements. Selecting method simultaneously

opens a rectangular selection tool on the map to allow users to select the bounding

box of the region where the surface will be created. The select area tool is draggable

and resizable to fulfill the needs of the user.

As soon as the user clicks on the Create Interpolated Surface button, the back-

end processes start. The entire Web service is built on the MVC architecture. The

request to calculate the interpolated surface is carried out by the servlet, and it calls

appropriate models for different tasks. For example, visualizing the training data

points and the resulting interpolated surface have different servlet requests respec-

tively. For showing the points, it reads the file from the server and renders it on the

map using the JavaScript library. To calculate the interpolated surface, the servlet

calls a model which establishes a SSH connection to the cluster master node where

Spark is running. It then calls the utility classes that accomplish the following five

tasks: (1) execute the appropriate interpolation class, setting the parameters coming

from the front end, (2) delete any existing results from the HDFS and create a fresh

data for currently running program, (3) copy the result through FTP from HDFS to

the user home directory, (4) delete result from HDFS, and (5) return the result as a

list to the servlet. The servlet then returns the data to the JavaScript function, and it

converts the list to JSON string and shows the surface on the map.

2.3 Controller and Model

As shown in Fig. 1, the controller consists of three sub-modules. They are: (1) data

selection, (2) data uploading, and (3) the interpolation. Each sub-module gets acti-

vated from different user interactions and transfers control to the model. The model is
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a collection of utility classes that contain methods to establish and close connection

to a remote server using SSH and transfer files using FTP. For uploading NOAA data

to the HDFS, the controller transfers control to the classes of the module that make a

FTP connection to the NOAA server and copy the latest file to the Web server. Then

it makes an SSH connection to the Hadoop cluster and issues a command to upload

the file in the HDFS. For creating the interpolated surface, the model is used to issue

the spark-submit command for running appropriate interpolation method selected by

the user in the user interface.

2.4 SprInt Package

SprInt is an Apache Spark package which implements interpolation algorithms in

a distributed manner. It is a collection of Java classes, each of which is a parallel

implementation of an interpolation algorithm in Spark. The first step in tackling the

interpolation problem is to preprocess the input, which is then fed to the individ-

ual algorithms mentioned above for interpolation. The preprocessing step takes the

bounding box of the target region and enumerates all the test data points available

within the bounding box, considering the resolution parameter as well. Following

this, a cartesian product between the test and training data (which is stored in the

HDFS) is computed, and the result is stored as an RDD object. This RDD is now

consumed as an input for the other interpolation methods.

3 Performance Evaluation

To evaluate the performance of the system, we have performed two kinds of tests.

The first test case provides insight on the system’s response time with a particular

job. Here job refers to the entire process of reading the input data, creating the output

grid and interpolation surface creation on those grid points. The second test case

deals with how the system scales with increasing number of nodes. We have selected

Inverse Distance Weighting (IDW) as the interpolating method.

For both the test cases, we have taken the LST for a particular date of 10,000

sensors around the world as an input to the system. The ROI of the interpolated

surface is taken as a rectangular bounding box from point (Lat: 37
◦

N, Lon: 67
◦

E)

to point (Lat: 7
◦

N, Lon: 97
◦

E). For the first test case, we measure the response time

of the system by comparing the response time of serial and Spark version of the IDW

algorithm. For that, we have performed two experiments. In the first case, we keep

the grid resolution constant and increase the input points from 1000 to 6000 selected

randomly from 10,000 input data points. In the second case, keeping the input data

points constant, we increase the grid resolution from 1◦ × 1◦ to 0.01◦ × 0.01◦.

The test cases are carried out on two separate systems of nodes. The distributed

version of the IDW algorithm has been performed on a physical cluster of 10 nodes.
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Each node has two Intel Xeon 2.60 GHz processors, each consists of six cores, 132

GB of memory, and 15 TB of hard disks. All the nodes run on CentOS 6.5 operating

system and having JDK 1.7 and Spark 1.3.0 version installed. For measuring the

performance for the serial IDW algorithm on the same dataset, we use a single server

having 132 GB of memory, two Intel Xeon 2.60 GHz processors, each consists of six

cores.

In the first experiment, as the input data size increases, the time required for serial

method increases dramatically, whereas for the Spark distributed approach increases

gradually. Due to the framework overhead, the first few tests are dominated by the

serial algorithm. Same response scenario is achieved from the second experiment.

Both the experiment results are shown in Fig. 3.

For investigating the scalability of distributed IDW implementation, we gener-

ate six test cases, each containing a different set of input data containing 1000–

6000 points respectively. For each input set of points, we select a constant reso-

lution (0.05◦ × 0.05◦) and report the running time for increasing number of Spark

Fig. 3 Time consumed for interpolating a with increasing interpolating points and b with increas-

ing output grid points using IDW method

Fig. 4 Scalability of IDW algorithm in Spark
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executors. It can be seen from Fig. 4 that our algorithm has a strong scalability and

as the input size is increased, the algorithm becomes more scalable.

4 Conclusion

In this paper, we present a Web-based system which helps in accessing, visualizing,

and predicting large climatic datasets using Apache Spark framework. The system

allows users to access and visualize large scattered vector datasets on a map-based

interface, enable them to predict environmental variables for unknown points using

different interpolation methods and download the interpolated surface for future use.

The system consists of a Google Map-based front end to visualize the data and sur-

face and an Apache Spark-based parallel interpolation package, SprInt, which uses

Spark’s in-memory data processing to perform interpolation algorithms on large

datasets in reasonable time. We investigated the performance of the system with

a distributed version of IDW method and showed that the system is highly scalable

and faster than its serial counterpart for large datasets.

References

1. Abatzoglou, J.T.: Development of gridded surface meteorological data for ecological applica-

tions and modelling. Int. J. Climatol. 33(1), 121–131 (2013)

2. Apache Spark: Lightning-fast cluster computing. https://spark.apache.org/

3. Caradonna, G., Figorito, B., Tarantino, E.: Sharing environmental geospatial data through an

open source webgis. In: International Conference on Computational Science and Its Applica-

tions, pp. 556–565. Springer (2015)

4. Cressie, N.: Statistics for Spatial Data. Wiley (2015)

5. Eldawy, A., Mokbel, M.F.: Spatialhadoop: A mapreduce framework for spatial data. In: 2015

IEEE 31st International Conference on Data Engineering (ICDE), pp. 1352–1363. IEEE (2015)

6. Eldawy, A., Alharthi, S., Alzaidy, A., Daghistani, A., Ghani, S., Basalamah, S., Mokbel, M.F.:

A demonstration of shahed: a mapreduce-based system for querying and visualizing satellite

data. In: 2015 IEEE 31st International Conference on Data Engineering (ICDE), pp. 1444–

1447. IEEE (2015)

7. Haylock, M., Hofstra, N., Klein Tank, A., Klok, E., Jones, P., New, M.: A european daily high-

resolution gridded data set of surface temperature and precipitation for 1950–2006. J. Geophys.

Res. Atmos. 113(D20) (2008)

8. Hutchinson, M.F., McKenney, D.W., Lawrence, K., Pedlar, J.H., Hopkinson, R.F., Milewska,

E., Papadopol, P.: Development and testing of canada-wide interpolated spatial models of daily

minimum-maximum temperature and precipitation for 1961–2003. J. Appl. Meteorol. Clima-

tol. 48(4), 725–741 (2009)

9. Jardak, C., Riihijärvi, J., Oldewurtel, F., Mähönen, P.: Parallel processing of data from very

large-scale wireless sensor networks. In: Proceedings of the 19th ACM International Sympo-

sium on High Performance Distributed Computing, pp. 787–794. ACM (2010)

10. Kerry, K., Hawick, K.: Spatial interpolation on distributed, high-performance computers. In:

Proceedings of High-Performance Computing and Networks (HPCN) Europe, vol. 98 (1997)

11. Li, Z., Yang, C., Huang, Q., Liu, K., Sun, M., Xia, J.: Building model as a service to support

geosciences. Comput. Environ. Urban Syst. 61, 141–152 (2017)

https://spark.apache.org/


SprIntMap: A System for Visualizing Interpolating Surface Using Apache Spark 323

12. Li, Z., Yang, C., Sun, M., Li, J., Xu, C., Huang, Q., Liu, K.: A high performance web-based

system for analyzing and visualizing spatiotemporal data for climate studies. In: International

Symposium on Web and Wireless Geographical Information Systems, pp. 190–198. Springer

(2013)

13. Lott, J.N.: 7.8 the quality control of the integrated surface hourly database (2004)

14. Shepard, D.: A two-dimensional interpolation function for irregularly-spaced data. In: Pro-

ceedings of the 1968 23rd ACM National Conference, pp. 517–524. ACM (1968)

15. Fetchclimate2. http://fetchclimate2.cloudapp.net/

16. National centers for environmental information. https://www.ncdc.noaa.gov/

http://fetchclimate2.cloudapp.net/
https://www.ncdc.noaa.gov/


Development of an ARIMA Model
for Monthly Rainfall Forecasting
over Khordha District, Odisha, India

S. Swain, S. Nandi and P. Patel

Abstract The assessment of climate change, especially in terms of rainfall
variability, is of giant concern all over the world at present. Contemplating the high
spatiotemporal variation in rainfall distribution, the prior estimation of precipitation
is necessary at finer scales too. This study aims to develop an ARIMA model for
prediction of monthly rainfall over Khordha district, Odisha, India. Due to the
unavailability of recent rainfall data, monthly rainfall records were collected for
1901–2002. The rainfall during 1901–82 was used to train the model and that of
1983–2002 was used for testing and validation purposes. The model selection was
made using Akaike information criterion (AIC) and Bayesian information criterion
(BIC), and ARIMA (1, 2, 1) (1, 0, 1)12 was found to be the best fit model. The
efficiency was evaluated by Nash–Sutcliffe efficiency (NSE) and coefficient of
determination (R2). The model forecasts produced an excellent match with observed
monthly rainfall data. The outstanding accuracy of the model for predicting monthly
rainfall for such a long duration of 20 years justifies its future application over the
study region, thereby aiding to a better planning and management.
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1 Introduction

Climate change has become one of the alarming issues for the current generation.
The cumulative losses incurred due to climate change are very high compared to
any other issues [1]. As evident from numerous studies, the impacts are going to be
severe for developing countries due to poor adaptation and lack of timely pre-
paredness [2]. Since climate change refers to the long-term changes in the normal
meteorological conditions, it is essential to assess the meteorological variables
among which rainfall is the prominent one. The abundance or deficit of rainfall
leads to flood or drought-like situations, thereby causing havoc. Moreover, it varies
to a wide range over time and space. Thus, assessment of rainfall variability is of
giant concern, which requires prior quantification. Not surprisingly, the analysis and
forecasting of rainfall time series has been pivotal around the globe [3, 4]. In India,
mostly rainfall forecasting is performed at a very high spatial scale. Precipitation
has been forecasted all over India or in various states [5, 6]. Some prior works have
also been done on river basin scale [7]. But the inferences drawn for a large area
may not hold good for all its segments, as rainfall possesses remarkably high spatial
variation even within a small region. So it is required to carry out rainfall fore-
casting at finer spatial resolution too.

The methods used for rainfall prediction are broadly categorized into two
approaches, viz. dynamic approach and empirical approach. The dynamic approaches
mostly deal with models that are physics-based, e.g., numerical weather prediction
models. The empirical approaches, e.g., regression, fuzzy logic, artificial neural
network (ANN), ARIMA, deal with assessment of past rainfall data and their linkwith
other meteorological variables [8]. An ARIMA model is a combination of three
operators, i.e., autoregressive (AR) function processed on the historical values of the
parameter (rainfall), moving average (MA) function processed on entirely random
values, and an integration (I) part to reduce the difference between them, thereby being
regarded as the differencing operator [9, 10].

In the present study, ARIMA modeling approach has been applied at a finer
scale, i.e., over Khordha district, Odisha, India. Finally, the model is also employed
to forecast rainfall for 20 years. The details of the study area, ARIMA modeling,
and results are presented in the subsequent sections.

2 Study Area and Data Used

The area selected for this study is Khordha (also called Khurda) district, Odisha,
India. Area of Khordha district is 2888 km2 (1115 square miles). The capital of the
state Bhubaneswar lies within this district. The geographical location of the district
is 20.13°N latitude and 85.48°E longitude. The location of Khordha (Khurda)
district is shown in Fig. 1.
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From climatological point of view, the average annual precipitation over the
district is about 1200–1400 mm. Moderate temperature prevails over the area
throughout the year barring the summer season (March–June), where the maximum
temperature even exceeds 45 °C. The average minimum temperature over the
district is 9.6 °C [4].

The monthly rainfall data over Khordha district is collected for a period of
102 years, i.e., 1901–2002 from India Water Portal. The study limitation is the
unavailability of recent rainfall data that hinders exploration of current rainfall
patterns. But the availability of century-long records is advantageous as that would
boost the robustness of the model. The period of 1901–82 is used for training the
ARIMA model, whereas the later 20 years, i.e., 1983–2002, was used for testing
and validation purposes.

3 Methodology

In this study, rainfall prediction is done for 20 years, which is considered as a very
long duration from meteorological point of view. ARIMA model predicts future
rainfall on the basis of historical records (training period). The expression of
ARIMA (p, d, q) is as follows [11, 12]:

Fig. 1 Location of Khurda District, Odisha
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zt =ϕ1zt − 1 +ϕ2zt − 2 +⋯+ϕpzt − p + at − θ1zt − 1 − θ2zt − 2 −⋯ θqzt − q ð1Þ

where zt = zt − μ, and at is the shock. Equation (1) can be expressed after con-
sidering the backward shift operator (B) as:

ϕðBÞð1−BÞdzt = θðBÞat ð2Þ

The model recognition and rigorous checking are performed to get the order of
differencing ‘d’ of ARIMA. The differencing operator molds the time series to be
stationary [13, 14]. The optimal AR and MA values are also determined in order to
obtain a parsimonious model [15]. The Akaike information criterion (AIC) and
Bayesian information criterion (BIC) are used to select the best fit model possessing
minimum values [16]. The expressions for AIC and BIC are given below.

AICðp, qÞ=N lnðσ2εÞ+2ðp+ qÞ ð3Þ

where p and q are the lags of the ARIMA (p, d, q).

BIC= lnðnÞk− 2 lnðL̂Þ ð4Þ

where L̂= p xjψ ,Mð Þ represents the maximized value of the likelihood for the model
M using ψ as the parameters, x is the observed data, n is the number of data points
in x (sample size), and k represents number of free parameters to be estimated.

4 Results and Discussion

The model training is carried out for the period of 1901–82, and the best fit model is
estimated based on the minimum values of both AIC and BIC. The ARIMA (1, 2, 1)
(1, 0, 1)12 fitted the best with the observed data. The (1, 0, 1)12 here represents the
seasonal ARIMA (also called SARIMA), which is generally used for modeling the
variables with significant seasonal component. Typically, the ARIMA (1, 2, 1) and
SARIMA (1, 0, 1)12 are no different from each other for this case. As it is well known
that for Indian context of climatology, rainfall is extremely seasonal, being maximum
during summer monsoon months (June–September) and scanty in other months.
Thus, the seasonal ARIMA will be more reliable in rainfall prediction over the study
area. However, the performance of any empirical model should be tested prior to
application. Here, the model is tested for its ability to forecast rainfall for 1983–2002.
A comparative plot of the forecasted monthly rainfall values with observed values is
presented in Fig. 2. The scatter plot of both forecasted and observed monthly rainfall
is also presented below in Fig. 3.

The ARIMAmodel produced excellent agreement with observed rainfall values as
evident from Fig. 2. The mean values of the forecasted rainfall are parsimonious in
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matching the actual rainfall. From Fig. 3 too, it can be noticed that the forecasted and
observed values possess a very good correlation. The established efficacy measures,
i.e., Nash–Sutcliffe efficiency (NSE) and coefficient of determination (R2), are used to
validate the model outputs. The NSE and R2 values are determined to be 0.72 and
0.86, respectively, which is considered excellent for any model. However, one
interesting thing to notice is that the model is able to capture the lower quantile values
exquisitely, but it is not very effective for the higher quantiles. This might be due to
changes in trend of extreme rainfall events over the study area [4]. The extreme
rainfall events and floods have been noticed to increase in Odisha after 1980.
Nevertheless, the outstanding performance of the model, that too for forecasting
monthly rainfall over 20 years, substantiates its ability for future application.

Fig. 2 Comparison of observed and model forecasted rainfall over Khordha for 1983–2002

Fig. 3 Scatter plot of
observed and forecasted
rainfall values
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5 Conclusion

The impacts of climatic variability are going to be critical and thus require great
attention, in order to develop adequate preparedness. This can be achieved by
accurate rainfall forecasting, especially at finer spatial scales. An ARIMA model is
developed in this study for Khordha district, Odisha, India. The model was trained
by monthly rainfall data for over 80 years, and the forecasting ability was tested for
20 years. The results reveal an excellent consistency of the forecasted values with
respect to observed ones. The outstanding performance of the model for monthly
rainfall prediction over a duration of 20 years justifies its applicability for future
over the study region, which will be helpful to develop better planning and man-
agement practices.
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Developing an Improvised E-Menu
Recommendation System for Customer

Rajendra Pawar, Shashikant Ghumbre and Ratnadeep Deshmukh

Abstract Various operations performed by waiters like starting from taking orders
till delivery of food/menu to the customer, also billing by cashier made manually.
Due to manual process and paperwork may cause time delay, ignorance of cus-
tomer, errors in billing leads to dissatisfaction of customers. As in today’s digital
era, customers expect high quality, smart services from restaurant. So to improve
quality of service and to achieve customer satisfaction, we proposed improvised
E-Menu Recommendation System. This system can build e-reputation of restaurant
and customer community in live. All orders and expenses are stored in database and
give statistics for expenses and profit. The proposed recommender system uses
wireless technology and menu recommender to build improvised E-Menu Rec-
ommendation System for customer-centric service. Professional feels and envi-
ronment are provided to the customers/delegates with additional information about
food/menu by using interactive graphics. Outcomes of experimental are obtained by
comparing results of two data mining algorithms Apriori and FP-growth which
have practical potential in providing customer-centric service.

Keywords Improvised E-Menu Recommendation System ⋅ Apriori and
FP-growth ⋅ Frequency

R. Pawar (✉) ⋅ R. Deshmukh
Department of Computer Science and Information Technology,
Dr. Babasaheb Ambedkar Marathwada University, Aurangabad, India
e-mail: rajendra.pawar@mitcoe.edu.in

R. Deshmukh
e-mail: rrdeshmukh.csit@bamu.ac.in

S. Ghumbre
Department of Computer Engineering, Government College of Engineering
and Research, Avasari, Pune, India
e-mail: shashi.ghumbre@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
P. K. Sa et al. (eds.), Recent Findings in Intelligent Computing Techniques,
Advances in Intelligent Systems and Computing 708,
https://doi.org/10.1007/978-981-10-8636-6_35

333

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_35&amp;domain=pdf


1 Introduction

Recommendation system is a very powerful tool which provides quality recom-
mendations of any kind of service and product based on customer’s choice and
preferences [1]. This system enables waiters to immediately identify customers
based on e-mail id and then actively recommend the most appropriate menus
through E-menu recommender for customers according to their consumption
records. For those customers who visiting restaurant first time, the members of
restaurant give recommendations based on feedback given by previous customers
and popularity of menu which are stored in the back-end database. Therefore, this
system provides customer satisfaction by pruning the workload. This system pro-
vides menu ordering, as well as it gives special personal recommendation of food to
the customer [2]. Identification of potential customers and providing
customer-centric services through digital medium are the main goal behind E-Menu
Recommendation System [3, 4].

Emerging countries like Taiwan where most of food restaurant build mobile
application with touch screen for processing order [5], where keypad or mouse
interface is used by cashier to understand needs of customers as well as optical
scanner is used for reading 2-dimensional barcode to understand the order. This
motivates to build improvised E-Menu Recommendation System using advanced
technology.

2 Architecture of Improvised E-Menu Recommendation
System

Figure 1 shows complete architectural overview of the proposed improvised
E-Menu Recommendation System. As this system provides various functions with
respect to administrator and customer which include online menu order, reservation,
and personalized menu recommendation to the customer. At the beginning of the
system, the user will login into the system and system will authenticate him/her by
his e-mail id. After successful login, the user can see the menu of the restaurant
from which he/she can order the food. The customer sees the categorized menu card
in the digital form on the tablet. He will be having the tablet on the table via which
he can place order. After placing the order, it goes to the kitchen desktop from
where kitchen admin can see the customers’ orders. Then the chef will prepare the
food according to the customers’ orders, and the waiter will serve the food to the
respective customers.

Manager is responsible for checking the order status whether the order is
delivered to the customer or not. After successful delivery of food to the customer,
the customer will eat and make the payment to the manager. System is also
responsible for giving the branch suggestions.
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Advantages:

• Allows staff to be more efficient.

• Reduces errors in ordering.

• Helps to keep track of customers and their history.

• Maintains customer relationship.

• Suggests menu to customer.

This system provides pleasure to customers for making orders, and management
can meliorate their management (Fig. 2).

Activity diagrams for admin, user, and kitchen admin which show decisions that
can be made by data mining are listed below [6, 7].

1. Customer Profiling—Attributes: Ordering Patterns, Birth Date, Bill Amount,
no. of Visits. We will classify customers on the basis of their birth date along
with the no. of visits so that they can be given discounts or any other com-
plementary offers.

Fig. 1 Architecture of improvised E-Menu Recommendation System
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2. Site Selection—Attributes: Address of Customers, Occupation. It is important
to know where the customer originated from. This will establish a trading area
for the unit.

3. Productivity Indexing—Attributes: Total time between ordering and serving
the customer. This data provides insight into average service time with respect
to turnover of customer as well as waiting line statistics.

4. Menu Engineering—Attributes: Item ordered. By analyzing the pair of items
preferred by the customers, we can put them together into meals.

5. Forecasting—Attributes: Customer transactional data, Amount of products
sold. This will help estimating in advance how much and when menu items will
need to be prepared.

Fig. 2 Activity diagram
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3 Algorithms

Association rules are generated on different menu items by using Apriori and
FP-growth algorithms. Both algorithms are compared on the basis of technique
used, memory utilization, execution time, and number of scan.

3.1 Apriori Algorithm

This algorithm is used to find out the frequency of data into the database. In our
application, we use to find out which menu items are frequently ordered. Most
frequently ordered combinations will be displayed as a combo pack, so user can
able to understand which menu item everyone is preferring on the basis of that he
can order his menu item.

Testing Apriori algorithm with following example.

First customer is ordering menu item burger, fries, pizza, coke.

Second customer has ordered menu item burger, fries, coke.

Third customer has ordered menu item burger, fries.

Fourth customer has ordered menu item fries, pizza, coke.

Fifth customer has ordered menu item fries, pizza.

Sixth and seventh customer have ordered menu items pizza, coke and fries, coke,
respectively.

So the combinations of menu items are obtained by using the Apriori algorithm.
Most frequent menu items ordered by customers are recommended by consid-

ering frequency and support value of each menu items.
Support value for each menu item after first scan is calculated which is shown in

Table 1.
The first step of Apriori is to count up the number of occurrences, measured in

terms of the support for of each menu item separately, by scanning the given
database first time. We obtain the following result. All the menu item sets of size 1
have a support of at least 3; it means menu item frequently occurs.

The second step is to generate a list of concerned all pairs of the frequent items
and find support for the same which is shown in Table 2.

Table 1 Frequency and
support of menu item

Menu item Frequency Support (%)

Burger 3 3 = 42
Fries 6 6 = 86
Pizza 4 4 = 57
Coke 5 5 = 71
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The pairs {Burger, Fries}, {Fries, Pizza}, {Fries, Coke}, and {Pizza, Coke} all meet
or exceed the minimum support of 3, so they are frequent. The pairs {Burger, Pizza}
and {Burger, Coke} are not. Now, because {Burger, Pizza} and {Burger, Coke} are
not frequent, any larger set which contains {Burger, Pizza} or {Burger, Coke} cannot
be frequent. In this way, we can prune sets: we will see all triples in the database that
are frequently occurring, but excluding all triples that contain one of these two pairs.

Menu Items Fries, Pizza, Cokeð Þ Frequency 2ð Þ

So, {Fries, Pizza, Coke} is the best and first combo; and second, third, and
fourth combos we will take as {Fries, Coke}, {Fries, Pizza}, and {Pizza, Coke}.

3.2 FP-Growth Algorithm

To reduce number of iterations than and as well as save memory, FP-growth
algorithm is used which is based on FP tree structure. Every node of FP tree
represents a menu item and its current count, and each branch represents a different
association.

Example: Customer = [Burger, Fries, Pizza, milk], [Burger, milk, Pizza], [Burger,
milk, cheese], [Burger, Pizza, Cokes, cheese], [Burger, cheese, Fries].

We count all the items in all the transactions. Apply the threshold we had set
previously. Suppose we have a threshold of 25% so each item has to appear at least
twice. As per count of each item, list is sorted in ascending order and then builds FP
tree. So as per each transaction, add all items in sorted list (Table 3).

In order to get the associations, we visited every branch of the tree and that only
include in the association all the nodes whose count passed the threshold which is
shown in figures (Figs. 3, 4, 5, 6, and 7).

Table 2 Frequency and
support of menu item pairs

Menu item Frequency Support (%)

Burger, Fries 3 3 = 42
Burger, Pizza 1 1 = 14
Burger, Coke 2 2 = 29
Fries, Pizza 3 3 = 42
Fries, Coke 4 4 = 57
Pizza, Coke 3 3 = 42

Table 3 Frequency of menu
item using FP-growth

Menu item Frequency

Burger 5
Fries 2
Pizza 3
Coke 1
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Transaction 1: [Burger, Fries and Pizza]    

NULL

Burger 1

Fries 1

Pizza 1

Fig. 3 Transaction 1

Transaction 2: [Burger, Pizza]

NULL

Burger 2

Pizza 2

Fries 1

Fig. 4 Transaction 2

Transaction 3= [Burger]               

NULL

Burger 3

Pizza 2

Fries 1

Fig. 5 Transaction 3
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4 System Implementation

The proposed improvised E-Menu Recommendation System uses tools like Eclipse
Indigo 3.3 or above version, and for back-end, MySQL GUI Browser is used. For
hardware requirements, Intel P4 processor or above with at least minimum 256 MB
RAM is required.

Transaction 4= [Burger, Fries]     

NULL

Burger 4

Pizza 2

Fries 2

Pizza 1

Fig. 6 Transaction 4

Coke did not match threshold

Associations: 
{Burger, Pizza}=40%

NULL

Burger 5

Pizza 2

Fries 2

Coke 1

NULL

Burger 5

Pizza 2

Fries 2

Coke 1

Transaction 5= [Burger, Cokes]

Fig. 7 Transaction 5
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(a) User Registration

(b) Category menu addition

(c) Menu items for users

Fig. 8 a User registration b category menu addition c menu items for users
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Figure 8a–c shows new user registration form, category menu addition, and
menu items for users, respectively. Ordering information for customer displayed on
customer side is presented in Fig. 9.

5 Conclusion

This work on improvised E-menu recommender can be helpful in minimizing
waiting time and human errors such as ordering error. This system can help a lot
during rush period. It also helps in reducing workload on waiters and hence makes
system more efficient. It helps to improve profits to the restaurant owner.

Fig. 9 Ordering information
for customer
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This system can enhance working efficiency and quality of services by providing
real-time ordering, proper menu choices and with good checkout services. User
who experienced this kind of customer-centric services will recommend such kind
of restaurants to other people, friends, etc. All orders given and expenses are in
digitized format which permits owner of the restaurant for promotion purpose as
well as to know statistics of expenses. As users will appreciate high quality pro-
vided by the restaurant, this will in turn build good reputation and increase profit
ratio of restaurant.
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Real-Time Bigdata Analytics: A Stream
Data Mining Approach

Bharat Tidke, Rupa G. Mehta and Jenish Dhanani

Abstract The outburst of Bigdata has driven a great deal of research to build and
extend systems for in-memory data analytics in real-time environment. Stream data
mining makes allocation of tasks efficient among various distributed computational
resources. Managing chunk of unbounded stream data is challenging task as data
ranges from structured to unstructured. Beyond size, it is heterogeneous and
dynamic in nature. Scalability and low-latency outputs are vital while dealing with
big stream data. The potentiality of traditional approach like data stream manage-
ment systems (DSMSs) is inadequate to ingest and process huge volume and
unbounded stream data for knowledge extraction. A novel approach develops
architectures, algorithms, and tools for uninterrupted querying over big stream data
in real-time environment. This paper overviews various challenges and approaches
related to big stream data mining. In addition, this paper surveys various platforms
and proposed framework which can be applied to near-real- or real-time
applications.

Keywords Bigdata ⋅ Stream data mining ⋅ Real-time analytics
Real-time platforms

1 Introduction

Advancements in technology make data to grow exponentially from distinctive
areas of society [1]. Bigdata is a term used to describe such data. Discovering
knowledge from unstructured real-world data gains lot of attention from researchers
and practitioners in traditional data mining environment [2–4]. However, a detailed
study of data mining techniques is needed while dealing with Bigdata. The con-
ventional data mining techniques which are based on the loading whole dataset may
not be capable to handle challenges put by 3 Vs of Bigdata. Stream data mining
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(SDM) algorithms can efficiently induce a categorization or forecasting models in
Bigdata environment [5]. These algorithms iteratively update the model automati-
cally with upcoming data to avoid loading stored data every time. SDM algorithms
have capability to handle unbounded data streams, to process data in memory, and
to extract knowledge on the fly. SDM techniques having low latency are crucial in
giving information to users and businesses to take correct and relevant decisions in
real time. Framework-based technologies are the core in Bigdata environment.
Some existing examples are Hadoop and Spark which are based on various com-
ponents creating ecosystem to handle Bigdata challenges [6, 7]. But, there is still
lack of capable and flexible real-time data analysis framework to manage big
datasets, to create opportunities, and to overcome challenges put by 3 Vs in timely
manner.

1.1 Motivation

Large volumes, variety in formats, and infinite instances of data arriving continu-
ously have challenged the traditional data mining algorithms. The systems involved
in data storage and processing pose many challenges due to intrinsically dynamic
nature of data and ill-structured multidisciplinary data sources with nonlinear
domain. The data can be multidimensional and multiscale. Such data is hard to
think, impossible to visualize, and, due to exponential growth of number of possible
value attached to it, difficult to enumerate. This motivates us to survey various
available platforms, algorithms, and frameworks which can be integrated to handle
various challenges for stream Bigdata analytics.

2 Stream Data Mining

The continuous input data is abbreviated as streaming data or data stream. Mining
information from such data is called as stream data mining (SDM) [8]. SDM refers
to information structure extraction as models and patterns from continuous data
streams. Traditional method apply complex algorithms using several passes over
stored data involves disk I/O overhead. Two major approaches, incremental
approach and ensemble learning, for handling streaming data have been found in
the literature to enhance the functionality of existing data mining algorithm. In
incremental approach, the new incoming data or streams are incrementally added
in existing model and the model will be updated based on new stream data. In
ensemble learning, the infinite stream is stored as subset periodically, and new
model is prepared from it which is most often outperform single model and is most
suitable for well-known notion of stream mining “concept drift”.
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2.1 Challenges in Traditional Stream Mining Techniques

The traditional data mining algorithm is suitable for static data. Existing stream data
and its processing have produced various challenges for real-time analytics [9, 10],

• Data must be processed continuously

Low latency can be achieved by processing input data without using time-intensive
storage operation. The system need not be passive by incorporating continuous
polling in the application which is a major cause of the reduced latency.

• Removing stream data impurities

The real-world data is prone to encompass the data quality issues including delayed,
missing, and out-of-order data. Inbuilt mechanism is expected to deal with a stream.

• Guarantee for repeatable outcome

In case of failure, recovery of system or part of it, when replaying and reprocessing
the same input stream should yield the same outcome, regardless of the time of
execution.

• Availability of application and integration of data with the application

The application is expected to be up all the time and properly integrated with the
data. In case of failure of the system, restarting the operating system and recovering
the application will cause the lots of unacceptable overhead. To satisfy the need of
the real-time system, preferably secondary system is managed and synchronized
with the system.

2.2 Bigdata Stream Mining

Bigdata mining is a process to extract knowledge from dataset which involves huge
volume, high-speed, scattered, and unstructured data. These datasets are beyond the
capacity of conventional computational resources for ingestion, storage, processing,
and visualization. Loads of sufficient and immensely valuable information are
hidden in these big datasets.

To utilize the advantages of both processing engines, i.e., batch and stream, an
architectural framework “Lambda Architecture” [11] has been proposed. Lambda
architecture contains three layers: batch, speed, and serving.
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2.2.1 Sources of Stream Bigdata

Concepts like digital India show transformation of physical world into virtually
digitized world. Technologies like Web search engines (Google, Bing, etc.),
Internet of Things (sensors, radio-frequency identification (RFID), mobile phones),
social networking (Facebook, Twitter) generates a huge stream data with high
velocity, and are main sources of stream Bigdata [3].

2.2.2 Data Ingestion

There are several key reasons to ingest data as a stream. In real-time systems,
decisions are normally based on the current state or evolution of data. The relevant
data with respect to current scenario should be ingested as a stream.

2.2.3 Data Storage

Traditional databases like RDBMs even with many partitioning and parallelizing
capability fall short to simple and cost-effectively scale to ever-rowing data storage
requirements. These systems suppose to work on structured data. Bigdata requires
storage capable of storing raw unstructured data (Fig. 1).

Hadoop is an open-source framework to store and compute unstructured Bigdata
with scalability. Features of Hadoop include distributed environment, fault-tolerant,
reliable, highly scalable, cost-effective solution and can handle petabytes of data.
Drawback of Hadoop is that it processes data in batch mode which is not suitable
for real-time data analytics. Another open-source framework from apache is Spark,
real-time framework for Bigdata analytics.

2.2.4 Data Preprocessing

Preprocessing techniques like data summarization and cleaning play a vital role in
Bigdata analytics, as most of real-world data is unstructured [2]. Noisy data such as
human error, sensor data due to failure and irrelevant data from unknown sources
makes data scientist work more tedious.

2.2.5 Data Processing

Streaming processing paradigm is generally based on hidden information that
comes with incoming data. This information can be used to obtain useful results to
do further analysis. In this process, since data is arriving continuously and in huge
amount, only a fraction of stream data is stored in limited memory databases and
processed using stream processing system such as Spark Streaming [5].
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2.2.6 Bigdata Visualization

Data visualization has been used by academicians and stakeholders from industries
for analyzing and interpreting their result using techniques such as plot, tables,
charts, and graphs According to SAS report [11], data visualization is one of key
components in Bigdata analytics, and they also highlighted some of problems while
visualizing such large amount of data.

3 Real-Time Platforms

Existing data-warehousing environments are mainly works on batch data with
extremely high latencies which seeks new technologies to overcome such chal-
lenges [5, 7].

• Apache Storm

Storm is a distributed open-source platform for big stream data ingestion and
processing. It performs in-memory data processing, making it well suited for

Data Summarization 

Data Visualization Layer

Storage 
Layer

Cluster 1

Cluster 2

Cluster 3

Models   
or 

Algorithms

Data Input
Social Media

IOT
Search Engines

Data Pre-Processing Layer
Data Cleaning Data Integration Dimension Reduction

Data Ingestion Layer
Message Filtering Crawlers and API’s Stream Processor

Data Processing Layer
Batch In-Memory

Fig. 1 Real-time architecture for Bigdata analytics
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real-time analytics having capabilities such as fault tolerance and scalability. It does
not have its own data storage, but can integrate well with other data storage plat-
forms. A storm uses tuples as data structure for unbounded stream data. Similar to
MapReduce paradigm, storm uses bolt for data mapping and spouts for performing
various operations like join, integrate, and filter.

• Flume

Flume is generally reliable distributed platform to ingest data from various sources
like social media data and Web traffic anomalies. It is apache project used on top of
distributed environment like HDFS for data storage. Flume works on three mech-
anism source, sink, and channels for input combine and output events, respectively.

• Spark and Spark Streaming

Spark is open-source in-memory computational framework. The MapReduce
paradigm in Hadoop works in batch processing mode which is not efficient for
providing latency in real-time environment. Spark supports both batch and iterative
modules that ultimately improve processing speed. It can execute various tasks like
streaming, processing iterative algorithms, and executing interactive queries which
make it one of the most used platforms for real-time analytics.

• Kafka

Kafka is real-time system ingest sequence of messages having unique id attached to
it. These messages spread over many partitions across various nodes in a cluster
maintained by Kafka. These messages are published for specified amount of time in
Kafka to be utilized and subscribed keeping track of message.

4 Conclusion

Bigdata systems move from batch-oriented systems toward in-memory computa-
tions. Modern sources of data are dynamic in nature and normally require more
real-time analysis. This growth calls for novel system frameworks for large-scale
data collection, transmission, storage, and processing methods. Concrete example
includes Spark which emerged as future-generation Bigdata processing engine,
surpassing Hadoop MapReduce. In this paper, our objective is to study and
understand various characteristic of Bigdata, and discover knowledge from it to
take critical decisions for real-time applications. At the same time, this paper
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proposed a high-level framework for real-time Bigdata analysis based on stream
unstructured data. In future, our plan is to implement various suitable real-time
platforms and novel algorithms and to compare our results with existing approach.
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Obesity Prediction Using Ensemble
Machine Learning Approaches

Kapil Jindal, Niyati Baliyan and Prashant Singh Rana

Abstract At the present time, obesity is a serious health problem which causes
many diseases such as diabetes, cancer, and heart ailments. Obesity, in turn, is
caused by the accumulation of excess fat. There are many determinants of obesity,
namely age, weight, height, and body mass index. The value of obesity can be
computed in numerous ways; however, they are not generic enough to be applied in
every context (such as a pregnant lady or an old man) and yet provide accurate
results. To this end, we employ the R ensemble prediction model and Python
interface. It is observed that on an average, the predicted values of obesity are
89.68% accurate. The ensemble machine learning prediction approach leverages
generalized linear model, random forest, and partial least squares. The current work
can further be improvised to predict other health parameters and recommend cor-
rective measures based on obesity values.

Keywords Obesity ⋅ Prediction ⋅ Machine learning ⋅ Ensemble
Accuracy

1 Introduction

Many people suffer from the problem of being overweight, i.e., the problem of
obesity, without even being aware of how to check obesity, and body mass index
(BMI). Obesity has multiple levels, i.e., levels 1, 2, and 3. These levels are
determined by the BMI, which in turn depends on weight and height alone.
However, obesity additionally depends on age and gender. For instance, if the ages
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of two persons are 88 and 22 years, whereas the weight is the same for both ages,
then the BMI is the same for both persons. However, the obesity level is different
for both persons. In our knowledge, there is no mathematical formulation that
explains and/or calculates this gap in obesity levels. Therefore, we are motivated to
employ machine learning techniques [1] in order to achieve accurate results of
obesity values in a wide variety of situations.

2 Background

In the following subsections, we summarize the terminology used in our work.

2.1 Body Mass Index

Body mass index is denoted by BMI and depends on the weight and height only.
If weight is in kilogram (kg) and height in meter (m), then the equation is [2].

BMI=Weight ̸ Height ×Heightð Þ

If weight is in pounds (lb) and height in inches (in), then the equation changes to:

BMI = Weight ̸ Height ×Heightð Þð Þ×703.0704

2.2 Basal Metabolic Rate

Basal metabolic rate (BMR) depends on age, weight, height, gender. It defines the
rate of energy consumed by the human body. According to Harris and Benedict [3],

if the gender is male, then

BMR = 13.7 ×weightð Þ+ 5× heightð Þ− 6.8 × ageð Þ+66

and if the gender is female, then

BMR= 9.6 ×weightð Þ+ 1.8 × cmð Þ− 4.7 × ageð Þ+655

where the unit of weight is kg, unit of height is cm, unit of age is year.
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2.3 Resting Metabolic Rate

Resting metabolic rate (RMR) depends on age, weight, height, gender. According
to [4], the equation of RMR has two variants: one for male and the other for female.

If the gender is male, then

RMR= 10×weightð Þ+ 6.25 × cmð Þ− 5× ageð Þ+5

and if the gender is female, then

RMR= 10×weightð Þ+ 6.25 × cmð Þ− 5× ageð Þ− 161

where the unit of weight is kg, unit of height is cm, unit of age is year.

2.4 Body Fat Percentage

Body fat percentage (BFP) is researched by Deurenberg [5] and is calculated by
using BMI, age, and gender. BFP has two variants: one for child and the other for
adult.

If the person is a child, then

Fat %= 1.51 ×BMIð Þ− 0.70 × ageð Þ− 3.6 × genderð Þ+1.4

and if the person is an adult, then

Fat %= 1.20 ×BMIð Þ+ 0.23 × ageð Þ− 10.8 × genderð Þ− 5.4

where the unit of age is year, the gender value is kept at 1 for males and 0 for
females.

2.5 Protein Recommended Dietary Allowance

Protein recommended dietary allowance is denoted by protein RDA and is used to
calculate daily need of protein in grams. It depends on the body weight and work
done by the body. The equation for calculating protein RDA has two variants.

If the person is a non-athlete, then Eq. [6] is

Protein RDA=weight × 0.8

If the person is an athlete, protein RDA also depends on the amount of work
done, which can range from 1.4 to 1.8.
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Protein RDA=weight × range

where the unit of weight is kg, unit of protein RDA is grams per day.

3 Proposed Work

Figure 1 outlines our ensemble approach for obesity prediction using machine
learning.

Fig. 1 Flowchart for
calculating obesity value
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The accuracy of models depends on the dataset, so firstly we clean the dataset for
better results. If the dataset is very large, then apply feature selection. The dataset
contains the following parameters with their units mentioned as age in years, weight
in kilograms, height in centimeters, gender as a 1 or 0 value, BMI in weight per
meter square obesity levels 1, 2, or 3.

Table 1 presents sample dataset for the given problem.
The user inputs only age, weight, height, gender, and athlete/non-athlete attri-

butes and gets as output the obesity level, BMI, BMR, RMR, BFP, and protein
RDA. By using this information, they can prevent many diseases that are caused by
obesity. Moreover, for a pregnant lady, BMI will use the same equation, but result
of obesity is different because pregnant lady will gain the average weight 25–35 lb
or 11–15 kg [7]. For normal person, obesity depends on the BMI range. They have
three classes of obesity—class 1, class 2, and class 3. These classes further depend
on the BMI [2].

Table 2 highlights the relationship between obesity classes and BMI range.
Obesity class 1 starts from BMI of 30. If we have BMI between 31 and 34.8,

then the output of obesity class is 1, but by using machine learning model, we
predict the value of obesity in float variable, which is more precise.

Table 3 describes the division of dataset across various machine learning models
in our ensemble approach. Next, we take the arithmetic mean of the output of every
machine learning model and then test with the fourth part of data. The code is
executed 50 times for the verification of results. We choose the model which has the
best accuracy.

Every model has method argument value, type, packages, and tuning parameters.
Argument value is responsible for calling the function. Type defines the type of

Table 1 Sample dataset Obesity Age Weight Height Gender BMI

0.42 20 65 157.32 1 26.26
1.2 23 79 157.32 1 31.92
3.01 25 108 162.56 2 40.87
3.48 32 69 126 1 43.46
2.47 57 128 182.88 2 37.37
1.29 83 79 158.49 1 31.45

Table 2 Obesity related to BMI

BMI (kg/m × m) Weight classification Obesity class Disease risk

<18.5 Underweight – –

18.5–24.9 Normal – –

25.0–29.9 Overweight – Increased
30.0–34.9 Obese Obesity class 1 High
35.0–39.9 Obese Obesity class 2 Very high
≥ 40 Extremely obese Obesity class 3 Extremely high
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model, namely classification, regression, or dual use. Dual use defines the use of
both classification and regression in their model. There are a number of packages
needed to execute model [1], as given in Table 4.

Every machine learning model needs packages; however, some models have
inbuilt packages and some models require to install that packages. Then, firstly set
path of the environment variable of your system to bin folder of R. Then, package
will be installed via command prompt or R scripts.

The dataset has two partitions: one for training data and the other for testing. The
training data is used to build model, and if we use more than one model, then the
training data divides the partitions. After building the model, we check the accuracy
of model by using testing data. If the accuracy is high, then use this model;
otherwise, execute the code again because the model has been trained for random
sample of data.

Figure 2 depicts entire workflow of our model. Here, 0.5 refers to the control of
entire model and user inputs are stored in .csv file. Model output is stored in .csv
file. Python is used for the interface of R.

After building the model, create interface of the model using Python and take
input from user and store it into file with extension csv. If R script executes the
model and imports .csv file as input, then the model returns output via another .csv
file. By using Python, we read this file. Python is used as the interface of R. It
requires some library files for different functions.

For using csv file: Import csv
For opening csv file: Open (‘file_name.csv’, ‘wb’) Open (‘file_name.csv’, ‘rb’)

• W is used for writing mode, b is writing in binary mode,
• Rb is used for reading mode.

For executing R script:

Import os
os.system (“Rscript File_name.R”)

Table 3 Description of dataset

S. no. Data count Model name

1 200 rows Generalized linear model
2 200 rows Partial least squares
3 200 rows Random forest

Table 4 Description of machine learning model

Model Argument Type Package Tuning parameters

Generalized linear model Glm Dual use None None
Partial least squares kernelpls Dual use pls Ncomp
Random forest Rf Dual use Random Forest Mtry
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Fig. 2 Description of model workflow
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By using body mass index and obesity equation, the result is not correct for
every type of human, while in the proposed prediction model, we have dual data,
i.e., both regression and classification data. There are some advantages and dis-
advantages of every machine learning model; however, by using ensemble model,
the result is improved to a large extent.

4 Conclusion

We employ the R ensemble prediction model and use Python interface to propose
an ensemble machine learning approach to the prediction of obesity. It is observed
that on an average, the predicted values of obesity are 89.68% accurate. The
ensemble machine learning prediction approach leverages generalized linear model,
random forest, and partial least squares. As a future work, one may apply the
approach on more than three machine learning models. Furthermore, one may
improve the results to incorporate accurate obesity and BMI values for differently
abled people. For a large dataset, one may firstly apply feature selection to improve
the performance of machine learning model and choose only those machine
learning models which take less time to execute the result of input data.
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Performance Analysis for NFBN—A New
Fuzzy Bayesian Network Learning
Approach

Monidipa Das and Soumya K. Ghosh

Abstract The fuzzy Bayesian networks (FBNs) have gained substantial research

interest in recent years. This paper presents a probabilistic performance analysis for

NFBN, a new fuzzy Bayesian network learning approach, proposed in our earlier

work. Previously, it has been shown empirically that NFBN produces encouraging

results with high accuracy for multivariate time series prediction. The present paper

focuses on the theoretical analysis of the learning performance of NFBN, based on

four evaluation criteria, namely (1) consistency, (2) preciseness, (3) learning sensi-
tivity to number of parents of any node in the network, and (4) learning sensitivity
to domain size. Finally, using two case studies, it has been shown that the theoretical

assessment conforms to the empirical results.

Keywords Bayesian network ⋅ Fuzzy Bayesian learning

Causal dependency graph ⋅ Performance analysis

1 Introduction

Fuzzy Bayesian networks (FBNs) are the generalization of classical Bayesian net-

works where the networks contain variables having fuzzy states [5]. Though Bayesian

networks (BNs) are considered to be effective tool for representing and reasoning

with uncertain knowledge [3], sometimes it becomes hard to express knowledge in

BNs because of ambiguity due to the lack of information and expert knowledge [2].

In that case, fuzzy Bayesian networks, which combine fuzzy methods and BNs, can

be used to tackle the situation effectively.

Recently fuzzy Bayesian networks have gained growing interest for application

in various fields including fault diagnosis [6], prediction [1], industrial management
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[4]. This paper aims at analyzing the performance of a new fuzzy Bayesian network,

termed as NFBN, proposed in our previous work [1]. NFBN is a variant of FBN

[6] which is treated to be one of the most popular approaches for fuzzy Bayesian

networks (FBNs). In our earlier work, NFBN has been proved to show better per-

formance compared to FBN [6] in an empirical study on weather prediction with

multiple climatological variables. However, no theoretical performance analysis for

NFBN was carried out in [1]. The present paper analyzes the learning performance

of NFBN from both theoretical and empirical perspectives. The assessment has been

made with respect to four criteria, which have been formally defined in the subse-

quent subsection.

1.1 Proposed Performance Criteria

The various performance criteria used in our present study are defined below:

Definition 1 Consistency: A fuzzy Bayesian network approach is said to be con-

sistent if the summation of the hypothesis probabilities related to any set of fuzzy

evidences is unitary.

For example, if Hi be any hypothesis to be tested and 𝜖k be any fuzzy evidence,

then as per the Definition 1, a corresponding FBN approach is consistent if,

m∑

i=1
P(Hi|𝜖1, 𝜖2,… , 𝜖k) = 1 (1)

where m is the total number of values that can be achieved by the hypothesis.

Definition 2 Preciseness: If
{
𝜀1, 𝜀2,… , 𝜀k

}
be the set of fuzzy variables involved

in either marginal or conditional probability estimation in a FBN approach, then

preciseness in probability estimation can be defined as follows:

Preciseness(𝜀1, 𝜀2,… , 𝜀k) =
1 + |nonzeroactual|

1 + |nonzeroactual ∪ nonzeroconsidered|
(2)

where nonzeroactual =A set of observed values, actually having nonzero membership

in 𝜀1, 𝜀2,… , 𝜀k, and nonzeroconsidered = A set of observed values, considered to have

nonzero membership in 𝜀1, 𝜀2,… , 𝜀k.

The more is the preciseness, the less is the uncertainty introduced by the FBN.

Definition 3 Parent Sensitivity: Let TC be the time complexity of a fuzzy Bayesian

network learning approach, and K be the maximum number of parents of any node

present in the network (causal dependency graph or CDG), then the network learning
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sensitivity on maximum number of parents K, denoted by SoP, can be defined as the

rate of change of TC with respect to K, i.e.,

SoP = d(TC)
dK

(3)

where TC is a function of K.

Definition 4 Domain size Sensitivity: Let TC be the time complexity of a fuzzy

Bayesian network learning approach, and D be the maximum size of domain for any

node/variable present in the network (causal dependency graph or CDG), then the

network learning sensitivity on maximum domain size D, denoted by SoD, can be

defined as the rate of change of TC with respect to D, i.e.,

SoD = d(TC)
dD

(4)

where TC is a function of D.

The above-described performance criteria are not only applicable for NFBN, but

for any other fuzzy Bayesian network learning approach as well.

1.2 Contributions

The major contributions in this work can be summarized as follows:

∙ Defining consistency, preciseness, and learning sensitivity as three important per-

formance criteria for fuzzy Bayesian networks (FBNs);

∙ Analyzing the consistency, preciseness, and learning sensitivity of NFBN [1], in

comparison with FBN [6];

∙ Verification of the theoretical analyses through empirical study, considering vari-

ous structures of fuzzy Bayesian network.

The rest of the paper is organized as follows: Sect. 2 discusses various fuzzy

Bayesian network learning techniques, especially FBN [6] and NFBN [1]. The theo-

retical performance analyses of NFBN have been presented in Sect. 3. The empirical

study for verification of NFBN performance has been presented in Sect. 4. Finally,

we conclude in Sect. 5.

2 FBN and NFBN—An Overview

Several models of BN with incorporated fuzzy logic [4, 6] have been proposed

till date. Among the various approaches of FBN, the most popular is the one pro-

posed by Tang and Liu [6]. The working principle of FBN [6] is as follows: Let
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{
A1,A2,… ,Ap

}
and

{
B1,B2,… ,Bq

}
be two sets of events. Also, let ̃A and ̃B be any

two corresponding fuzzy events. Then, according FBN [6],

P
(
̃B| ̃A

)
=

∑q
j=1

∑p
i=1 𝜇̃B

(
Bj
)
⋅ 𝜇

̃A
(
Ai
)
⋅ P

(
Ai|Bj

)
⋅ P

(
Bj
)

P
(
̃A
) (5)

where 𝜇 denotes fuzzy membership value, and P
(
̃A
)

is fuzzy marginal probability,

defined as:

P
(
̃A
)
=

p∑

i=1
𝜇
̃A
(
Ai
)
⋅ P

(
Ai
)

(6)

However, the two major limitations in FBN [6] are its less preciseness and high
computation power requirement during parameter learning. Attempt has been made

in [1] to overcome these limitations by devising a new fuzzy Bayesian network learn-

ing approach, termed as NFBN.

2.1 New Fuzzy Bayesian Network (NFBN)

The NFBN [1] is a variant of FBN [6] and produces more precise parameter esti-

mates, considering the fuzzy membership of each individual observed values into

the other ranges. Moreover, NFBN replaces the exhaustive computation involving

each and every pair of ranges in FBN [6], with more simplistic computation involv-

ing only the observed values having nonzero membership in the considered range,

and thereby reduces the time requirement.

The working principles of NFBN can be described as follows: Let
{

A1,… ,Ap
}

and
{

B1,… ,Bq
}

be two sets of events corresponding to the variables x and y,

respectively—where A1,… ,Ap and B1,… ,Bq are in the form of range of values

achieved by x and y; p and q are any positive integer ∈ I. Also, let ̃A and ̃B be any

two corresponding fuzzy events. Then, according to NFBN [1],

P
(
̃B∕ ̃A

)
=

|
{

mi|𝜇̃B(ymi
) > 0, 𝜇

̃A(xmi
) > 0

}
|

N ⋅P
(
̃A
) =

[
P(A,B) + 𝛾

N

]

[
P(A) + 𝛿

N

] = P(B∕A) ⋅

[
1 + 𝛾

N ⋅P(A,B)

]

[
1 + 𝛿

N ⋅P(A)

]

(7)

where A and B are corresponding crisp sets;
{

m1,m2,… ,mN
}

is a set of all the

observations for the variable x and y; N is the total number of such observations;

xmi
= value of the variable x in the ith observation (mi); ymi

= value of the variable y
in the ith observation (mi); 𝜇̃A(xmi

) = membership of the value xmi
in the fuzzy set ̃A;

𝜇
̃B(ymi

) = membership of the value ymi
in the fuzzy set ̃B; 𝛾 is the number (or count)

of observations mi such that xmi
∉ A and ymi

∉ B, but 𝜇
̃A(xmi

) > 0 and 𝜇
̃B(ymi

) > 0;

and 𝛿 is the count of observations mi such that xmi
∉ A, but 𝜇

̃A(xmi
) > 0.
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Here, in NFBN, the fuzzy marginal probability P
(
̃A
)

is defined as:

P
(
̃A
)
=

|
{

mi|𝜇̃A(xmi
) > 0,mi ∈

{
m1,… ,mN

}}
|

N
= P(A) + 𝛿

N
= P(A) ⋅

[
1 + 𝛿

N ⋅P(A)

]
(8)

where A is the corresponding crisp set;
{

m1,… ,mN
}

is a set of all observations for

the variable x; N is the total number of observations for x; and 𝛿 is the number (or

count) of observations mi such that xmi
∉ A, but 𝜇

̃A(xmi
) > 0.

3 Performance Analysis of NFBN

This section presents the theoretical analysis of the performance of NFBN [1] (new

fuzzy Bayesian network) from a probabilistic point of view. The analysis has been

carried out with respect to three major aspects in any fuzzy Bayesian network per-

formance, namely consistency, preciseness, and learning sensitivity.

3.1 Consistency Analysis

Theorem 1 The new fuzzy Bayesian network (NFBN) approach becomes consistent
iff

∑
i 𝛾i = 𝛿, while measuring the conditional probability.

Proof Let Hi be any hypothesis to be tested and 𝜖k be any fuzzy evidence, then as

per the principles of NFBN,

m∑

i=1
P(Hi|𝜖1, 𝜖2,… , 𝜖k) =

m∑

i=1

P(Hi, 𝜖1, 𝜖2,… , 𝜖k)
P(𝜖1, 𝜖2,… , 𝜖k)

=
m∑

i=1

P(Hi, 𝜖1, 𝜖2,… , 𝜖k) ×
(
1 + 𝛾i

N ⋅P(Hi , 𝜖1 , 𝜖2 ,…, 𝜖k)

)

P(𝜖1, 𝜖2,… , 𝜖k) ×
(
1 + 𝛿

N ⋅P(𝜖1 , 𝜖2 ,…, 𝜖k)

) [N is the total no. of observations]

= 1(
1 + 𝛿

N ⋅P(𝜖1 , 𝜖2 ,…, 𝜖k)

) ×

( m∑

i=1

(
P(Hi|𝜖1, 𝜖2,… , 𝜖k) +

𝛾i ⋅ P(Hi|𝜖1, 𝜖2,… , 𝜖k)
N ⋅P(Hi, 𝜖1, 𝜖2,… , 𝜖k)

))

Now, as per the definition in classical Bayesian network analysis,∑m
i=1 P(Hi|𝜖1, 𝜖2,… , 𝜖k) = 1. Therefore, we get—

m∑

i=1
P(Hi|𝜖1, 𝜖2,… , 𝜖k) =

1(
1 + 𝛿

N ⋅P(𝜖1, 𝜖2,…, 𝜖k)

) ×

(
1 +

m∑

i=1

𝛾i ⋅ P(Hi|𝜖1, 𝜖2,… , 𝜖k)
N ⋅P(Hi, 𝜖1, 𝜖2,… , 𝜖k)

)
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= 1(
1 + 𝛿

N ⋅P(𝜖1, 𝜖2,…, 𝜖k)

) ×

(
1 +

∑m
i=1 𝛾i

N ⋅P(𝜖1, 𝜖2,… , 𝜖k)

)

= 1(
1 + 𝛿

N ⋅P(𝜖1, 𝜖2,…, 𝜖k)

) ×
(
1 + 𝛿

N ⋅P(𝜖1, 𝜖2,… , 𝜖k)

)
= 1 [∵Given,

m∑

i=1
𝛾i = 𝛿]

Hence, proved (since the Definition 1 is satisfied).

3.2 Preciseness Analysis

Preciseness can be treated as the measure of uncertainty involved in the fuzzy

Bayesian procedure. Lesser is the preciseness, more is the uncertainty introduced

in the probabilistic estimation.

Lemma 1 NFBN is more precise than FBN [6]

Proof Let
{
𝜀1, 𝜀1,… , 𝜀k

}
be a set of fuzzy variables involved in marginal or condi-

tional probability calculation. Also, let the domain of any such variable 𝜀i be repre-

sented as the set:
{
𝜀i

1
, 𝜀i

2
,… , 𝜀i

K}
. Then, according to Eqs. 7 and 8, NFBN always

considers those observations, for which the fuzzy membership in each 𝜀i is nonzero.

Therefore, in case of NFBN, nonzeroactual = nonzeroconsidered in Eq. 2. Hence, for

NFBN, Preciseness_NFBN(𝜀1, 𝜀1,… , 𝜀k) = 1 always.

On the other hand, while estimating probabilities (refer Eqs. 5 and 6), FBN [6]

does not check whether the observed values actually have nonzero membership in

the considered domain value or not. In any case, it considers the respective value of

the fuzzy variables and the influence from other values in its domain.

For example, consider the case shown in Fig. 1. The figure shows a fuzzy mem-

bership function corresponding to various domain values of a fuzzy variable 𝜀i.

The shaded portion indicates the range of values corresponding to various obser-

vations. Now, as shown in the figure, the observed values have nonzero membership

in 𝜀i
2

only, not in other fuzzy values, i.e., 𝜀i
1

and 𝜀i
3
. However, while estimating

probability corresponding to 𝜀i
1

or 𝜀i
3
, FBN [6] considers the influence from 𝜀i

2

and thus leads to a non-empty set corresponding to nonzeroactual ∪ nonzeroconsidered,

although nonzeroactual = 𝜙. Therefore, Preciseness becomes < 1. Hence, for FBN

[6], Preciseness_FBN can sometimes become < 1 that means NFBN is more pre-

cise than FBN [6]. This concludes the proof.

3.3 Learning Sensitivity Analysis

Suppose G(V ,E) be a directed acyclic graph (DAG) of a fuzzy Bayesian network

having the set of nodes V and the set of edges E. Also, let the network or graph G
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Fig. 1 Variable 𝜀i along

with the corresponding

membership functions

contain n number of nodes, i.e., |V| = n and the maximum number of parents for

any node is K. Now, in case of a fuzzy Bayesian network, the learning time com-

plexity (TC) for updating the belief (or learning the parameters) with respect to a

single observation is dependent not only on K, but also on the domain size D for

each variable or nodes involved in the network, and the total number of nodes n
in the network as well. Therefore, TCappr(G) = f (n,K,D), where appr is the fuzzy

Bayesian network learning approach.

This section provides a detailed analysis of learning time sensitivity of NFBN [1]

and FBN [6], in terms of total number of variables/nodes n, maximum domain size
D, and maximum number of parents K for any node in the network.

3.3.1 Time Complexity

Lemma 2 NFBN performs better than FBN [6] with respect to time complexity

Proof Suppose, in the DAG (G) considered, the number of nodes having K number

of parents is nK , number of nodes having K − 1 number of parents is nK−1, and so

on, such that nK + nK−1 +⋯ + n0 = n.

Time Complexity for NFBN: As per the network learning equations for NFBN

(Eqs. 8 and 7), a total number of iterations required for learning/updating a single

parameter, having i number of parents, are (D − 1) ⋅ Di
, considering domain size for

each variable to be D. Therefore, the time complexity of the NFBN learning phase

becomes:
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TCNFBN(G) =
0∑

i=K
(D − 1) ⋅ ni ⋅ Di

(9)

= (D − 1) ⋅ nK ⋅ DK + (D − 1) ⋅ nK−1 ⋅ DK−1 +⋯ + (D − 1) ⋅ n0 ⋅ D0 = O(n ⋅ DK+1)
(10)

Thus, in worst case situation (K = n − 1), TCNFBN(G) becomes: O(n ⋅ Dn).

Time Complexity for FBN [6]: Now, as per the network learning equations for FBN

[6] (Eqs. 5 and 6), total number of iterations required for learning/updating a single

parameter, involving i number of parents, is (D − 1) ⋅ Di + (D − 1) ⋅ D2i+1
. Therefore

the time complexity of the FBN [6] learning becomes:

TCFBN(G) =
0∑

i=K
ni
{
(D − 1) ⋅ Di + (D − 1) ⋅ D2i+1}

(11)

= (D − 1) ⋅
0∑

i=K
(ni ⋅ Di + ni ⋅ D2i+1)

= (D − 1) ⋅ (nK ⋅ DK + nK ⋅ D2K+1 + nK−1 ⋅ DK−1 + nK−1 ⋅ D2K−1 +⋯ + n0 + n0 ⋅ D) (12)

= O(n ⋅ D2(K+1))
(13)

Therefore, in worst case (i.e., K = n − 1), TCFBN(G) becomes: O(n ⋅ D2n).
Hence, comparing Eqs. 10 and 13, it can be found that the NFBN is more efficient

than FBN [6] in terms of run time complexity. This concludes the proof.

Lemma 3 The NFBN learning time is less sensitive to the maximum number of par-
ents (K) of any node in the causal dependency graph or DAG than FBN [6]

Proof Suppose, in the DAG (G) considered, the number of nodes having K number

of parents is nK , number of nodes having K − 1 number of parents is nK−1, and so

on, such that nK + nK−1 +⋯ + n0 = n.

Now, from Eqs. 3 and 10,

SoPNFBN =
d(TCNFBN(G))

dK
≈ n ⋅ DK+1 ⋅ logD (14)

Similarly, from Eqs. 3 and 12,

SoPFBN =
d(TCFBN(G))

dK
≈ 2n ⋅ D2(K+1) ⋅ logD (15)

From Eqs. 14 and 15,

SoPFBN = 2 ⋅ DK+1 × SoPNFBN > SoPNFBN [∵D >= 1]
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Hence, proved.

Lemma 4 The NFBN learning time is less sensitive to the maximum domain size
(D) of any variable in the network (or DAG) than FBN [6]

Proof Suppose, in the DAG (G) considered, the number of nodes having K number

of parents is nK , number of nodes having K − 1 number of parents is nK−1, and so

on, such that nK + nK−1 +⋯ + n0 = n.

Now, from Eqs. 4 and 10,

SoDNFBN =
d(TCNFBN(G))

dD
≈ n ⋅ (K + 1).DK

(16)

Similarly, from Eqs. 4 and 12,

SoDFBN =
d(TCFBN(G))

dD
≈ 2n ⋅ (K + 1) ⋅ D2K+1

(17)

From Eqs. 16 and 17,

SoDFBN = 2 ⋅ DK+1 × SoDNFBN > SoDNFBN [∵D >= 1]

Hence, proved.

Fig. 2 CDG or DAGs: a DAG-1, b DAG-2, c DAG-3, d DAG-4, e DAG-5
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4 Empirical Study for Measuring Performance of NFBN

In addition to the theoretical analysis as described in Sect. 3, the run time perfor-

mance of NFBN learning technique has been validated using some empirical stud-

ies as well. Two main cases, regarding the sensitivity of learning time on Bayesian

network structure, have been considered for this purpose. Fuzzy Bayesian networks

with different network/graph structures have been used for experimental purpose. In

each case, the networks have been trained with 1000 randomly chosen records. The

details of the case studies have been thoroughly discussed in the subsequent part of

this section.

Fig. 3 Membership functions for different range values of the variables depending on their domain

size (D): a D = 3, b D = 5, c D = 7, d D = 9
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4.1 Case-I: Study of Learning Time Sensitivity
on the Maximum Number of Parents of Any Variable
in the Network/DAG

The empirical study over learning time sensitivity on maximum number of parents

has been performed considering five different structures of network, shown in Fig. 2,

and different domain size of fuzzy variables, shown in Fig. 3. As shown in Fig. 2,

each of these network structures contains different numbers of maximum parents for

a node within it. For example, the DAG-1 has maximum parent value = 1, whereas

that for DAG-2, DAG-3, DAG-4, and DAG-5 are 2, 3, 4, and 5, respectively. On the

other side, Fig. 3 shows the membership function of fuzzy variables having differ-

ent domain size. For example, the fuzzy variables corresponding to Fig. 3a have a

domain size = 3. Similarly, the fuzzy variables associated with Figs. 3b, 3c, and 3d

have domain size of 5, 7, and 9, respectively.

In order to analyze the learning time sensitivity on maximum number of par-

ents in the network, fuzzy variables with different domain size have been applied

to each of the network structure separately. For each considered domain size of the

variables, the change in learning time requirement with respect to maximum parent

Fig. 4 Comparison on learning time sensitivity on the maximum no. of parents: a Domain size =

3, b domain size = 5, c domain size = 7, d domain size = 9
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Fig. 5 Comparison on learning time sensitivity on the maximum domain size: aDAG-1, bDAG-2,

c DAG-3, d DAG-4, e DAG-5

value has been plotted in Figs. 4a–d, applying both NFBN [1] and FBN [6] as the

fuzzy Bayesian learning approach.

From the graphical plots in Figs. 4a–d, it is evident that for both the FBN [6] and

NFBN learning approaches, the network learning time increases with the increase

in maximum number of parents of a variable in the network. However, the rate of

change in learning time in case of FBN [6] is significantly high compared to NFBN.

This proves that the learning approach in FBN [6] is more sensitive to the maximum

parents in the network structure than that of NFBN.
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4.2 Case-II: Study of Learning Time Sensitivity
on the Maximum Domain Size of Any Variable
in the Network/DAG

In order to analyze the learning time sensitivity on maximum domain size of any

variable in the network, the same structure of fuzzy Bayesian networks (Figs. 2a–e)

and the same set of domain size of fuzzy variables (Figs. 3a–d) have been used in the

empirical study. Each of the network structure has been learnt separately considering

different domain size of the fuzzy variables. For each network structure, the change in

learning time requirement with respect to the considered domain size of the variables

has been plotted in Figs. 5a–e, applying both NFBN [1] and FBN [6] as the fuzzy

Bayesian learning technique.

From the graphical plots in Figs. 5a–e, it is evident that for both the FBN [6] and

NFBN learning approaches, the network learning time increases with the increase

in maximum domain size of a variable in the network. Moreover, the rate of change

in learning time in case of FBN [6] is exceptionally high compared to NFBN. This

proves that the learning approach in FBN [6] is more sensitive to the maximum

domain size of any variable than that of NFBN.

5 Conclusion

In the present work, we have analyzed the performance of NFBN, a new variant of

fuzzy Bayesian network proposed in [1]. The performance analysis has been per-

formed from both theoretical and empirical perspectives, considering various net-

work structures. From theoretical analysis, it is found that the parameter learning in

NFBN is more efficient than well-known FBN [6], in terms of preciseness and run

time complexity. Further, the results of empirical study validate that the learning

time of NFBN is significantly less sensitive to both maximum number of parents

and maximum domain size of any variable in the network. In future, the work can be

extended to more extensive performance study, in comparison with other variants of

FBN and considering real-life applications.
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Implementing and Analyzing Different
Feature Extraction Techniques Using
EEG-Based BCI

H. S. Anupama, Raj V. Jain, Revanur Venkatesh, Rupa Mahadevan,
N. K. Cauvery and G. M. Lingaraju

Abstract Brain–computer interface (BCI) is a method of communication between
the brain and computer or machines, which use the neural activity of the brain. This
neural activity communication does not occur using the peripheral nervous system
and muscles, as is the usual case in human beings, but through any other mecha-
nism. This paper focuses on different types of feature extraction techniques to
explore a new kind of BCI paradigm and validate whether it can give a better ITR
as compared to the existing paradigms.

Keywords Brain–computer interface ⋅ Spectral F Test ⋅ Fourier transform
Canonical correlation analysis ⋅ Continuous wavelet transform

1 Introduction

Artificial intelligence (AI) and machine learning (ML) are the two areas which help
machines to think and perform the actions how human being does. They also help
in processing the data and identifying the patterns given by the user. Brain–
computer interface is one such area where AI and ML are used. One of the ways the
performance of the BCI system is measured is using information transfer rate (ITR).
The main aim of the proposed system is to achieve higher ITR by combining two
different approaches, namely steady-state visually evoked potential and steady-state
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auditory evoked potential. The system developed aims at checking if such a system
can exist and if so, if it is providing accuracy that is high enough to be put to use in
real-world applications.

BCI systems can be implemented in different ways [1, 2]. Evoked potentials
from the brain have been used in this study. Potentials can be evoked from the brain
using different types of stimuli. The ones that have been considered are as follows:

• Steady-State Visually Evoked Potential (SSVEP): This is the potential generated
in the brain when a person is subjected to a visual stimulus at a particular
frequency. This evokes signals in the brain which show a spike at the frequency
of the visual stimulus.

• Steady-State Auditory Evoked Potential (SSAEP): This is the potential gener-
ated in the brain when a person is subjected to an auditory stimulus which is at a
particular frequency. The signals evoked in the brain due to this stimulus show a
spike at that frequency which is same as that of the auditory stimulus.

As can be seen from above, evoked potentials can be used in decision making.
When two stimuli with different frequencies are presented to the user, the one that
the user chooses to observe evokes signals in the brain with higher amplitude at that
particular frequency. This observed frequency helps in identifying what the user
chose. The different frequencies can be used to represent different choices to the
user. This is particularly useful for people with severely impaired motor capabilities
who have to resort to other methods of communication apart from the ones that are
normally used.

The system proposed aims to enhance the decision-making capability of the
person by providing two stimuli, which evoke two responses in different regions of
the brain. This allows the user to make two decisions simultaneously. Since such a
system has not been developed before, it should first be validated if the system
provides results with sufficient accuracy to be able to be put to use for end users or
patients.

Hence, a validation system has been developed which employs several feature
extraction and classification algorithms. A comparison of different algorithms for
this system has also been provided. The result of the experiment whether such a
system can provide accurate results or not has also been discussed.

2 Methodology

The methods steady-state visually evoked potential (SSVEP) and steady-state
auditory evoked potential (SSAEP) are two paradigms used widely till now to elicit
decision from the user by using his/her attention visually or auditory, respectively.
In SSVEP paradigm, two images flickering at different frequencies which are
7.5 Hz and 10 Hz, respectively. The frequencies are selected such that they are not
harmonics of each other and well within the range of 6–24 Hz. SSAEP signals are
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generated using auditory input having two pure tones of different frequencies
(amplitude modulated). The frequencies here are selected such that they are around
40 Hz so as to maximize the SNR. The characteristics of the frequencies define an
SSAEP system. For example, in this system, it has been decided to give 37 and
43 Hz frequency audio input. Both the visual and auditory inputs are given con-
currently to the subject.

Each of the choices in the visual and auditory stimuli stands for a particular
value of a particular decision. For example, the visual stimuli can represent food
selection and the auditory stimuli can represent drink selection. After making the
subject understand the meaning of each of the choices, the training trials are started.
Each training trial will begin by a rest period of approximately 2 s. Here the subject
is asked to concentrate on one of the visual and auditory inputs as determined by the
training program. This gives the subject to form his decision and also helps to get
the baseline EEG data. Then, the visual and auditory inputs are given and EEG data
is taken and used to get features.

• Approaches and Background on Visual and Audio Stimuli

SSVEP is seen when the flashing stimuli is above 6 Hz frequency. When the
frequency is less than 6 Hz, it is termed as transient visual evoked potential
(T-VEP). The reason for differentiating is that, when the frequency is above 6 Hz,
the signal gets “embedded” into the person’s brain. The effect is seen for some time
even after the stimulus is removed. Whereas, in transient, the effect dies very
quickly when the stimulus is removed, as compared to SSVEP.

Since, it is eyes which receive the signal, the effect is seen at the occipital region.
Occipital region is a large region, and based on the 10–20 system, the response is
extracted from O1, Oz, and O2 electrodes [3, 4].

Since, the brain can register objects of different types of shapes, sizes, colors, and
many other visual parameters, it becomes difficult to know which would be the best
combination of the parameters to provide the stimulus. It is generally seen that stimuli
with simple shapes, like straight lines, square boxes, have a good effect. The reason
falls down to the Hubel and Wiesel theory. In short, a lot of brain cells can register
simple shapes, but to register complex shapes, a lot of cells need to work together.
Thus, when simple shapes are used, the numbers of cells which can register is more;
thus, the effect is pronounced. When a complex shape is used, a lot of cells need to
work together (hyper-complex cells), like grouping. Thus, such groups will be less in
number, and thus, the effect will not be as pronounced as in the previous case.

The usefulness of SSVEP as a BCI paradigm is there only when we can present
more than one stimuli figure, so that decision can be made and extracted [5]. The
effect at play is the Stiles–Crawford effect, which says the object at the centre of the
visual field will get more registered as compared to those at the ends of the visual
field [6–8].

Audio stimuli generate some of the least registrable responses. The reason is that
it is very easy to get distracted to a visual or a tactile stimulus. And SSAEP
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responses require attention to the audio stimulus. Different ways of giving the audio
stimulus are using click trains, pure sine tones, speech, localization-based stimuli,
etc. SSAEP, also known as auditory steady-state response (ASSR), is most
observed when the stimulation frequency is around 40 Hz [9–12].

Auditory stimuli register in the temporal region of the brain. According to the
10–20 system, the response can be recorded from T3, T4. According to these
authors [9], Cz and Oz can be also used to discriminate responses when the stimuli
are given at both the ears.

• Approaches and Background on Feature Extraction

The approaches can be broadly classified into frequency domain approaches, e.g.,
spectral F Test, Fourier transform, and time domain approaches, e.g., canonical
correlation analysis, continuous wavelet transform.

1. Spectral F Test

A hypothesis is a proposed explanation for a phenomenon [13]. For a hypothesis to
be a scientific hypothesis, the scientific method requires that one can test it. In
statistical hypothesis testing, a hypothesis is proposed for the statistical relationship
between the two datasets, and this is compared as an alternative to an idealized null
hypothesis that proposes no relationship between the two datasets. There are dif-
ferent tests available, and based on the statistical assumptions in the experiment, a
suitable test must be chosen. Based on the test, a test statistic is stated, which
represents the whole data. The test statistic’s distribution under null hypothesis is
derived, and a significance level, α (critical value), is set, generally 5 or 1%. From α,
derive the possible value of test statistic for which the null hypothesis can be
rejected. This partitions the distribution into two regions, one in which the null
hypothesis can be rejected, called the critical region, and the other in which it
cannot. Then, the observed data are used to calculate the observed test statistic. If
the observed statistic falls in the critical region, the null hypothesis s rejected. If not,
the test is said to be inconclusive. These kinds of studies come under a field called
analysis of variance (ANOVA).

2. Fourier Transform (Power Spectrum)

Fourier transform assumes that every signal is composed of sines and cosine waves
with varying amplitudes and phases. The problem then boils down to finding those
parameters for the given signal, which is solved with the below formula.

The only problem in Fourier transform is that it operates properly only on
infinite signals, i.e., signals which are for infinite time. When used in its digital
equivalent form known as the discrete Fourier transform (DFT) [14], this property
causes problems. This fact was discovered when a digital sine wave’s discrete
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Fourier transform was not a single peak in the frequency domain, but rather a
spread out wave. That was due to the reason that the function value outside the time
limit defined is assumed to be zero. This leads to the invention of “sine” wave.
Also, DFT was improvised with respect to its speed, and the algorithm formed is
called fast Fourier transform (FFT). So when applied to digital signals which cannot
be infinite, it causes a problem known as spectral leakage, which is exactly as
mentioned previously. The amplitude or power of the signal gets spilled or leaked
into other spectral components which might not be the case in actuality, but is being
shown by the Fourier transform because it is been implemented in its digital form.
The workaround this problem as talked by some of the researchers is to use window
functions to reduce the spectral leakage. These functions have special properties
which make the data have lesser spectral leakage [15]. Another problem which
arises is that Fourier transform assumes that the particular sine or cosine wave is
present throughout the signal. This generally is not the case. This problem is solved
by dividing the data into segments of equal length (generally) and applying the
Fourier transform on each segment separately. The segment length is also called
epoch length. In this way, in which segment the wave of interested frequency has
pronounced effect can be known. And since each segment is represented by a time,
we can know at what time that wave was present. So we divide the data into
segments causing a time-resolution phenomenon to occur, and this is seen in the
frequency domain too. So based on the ratio of the length of the segment and the
total data length, the time resolution and the frequency resolution will be obtained.
So this brings in the question of what is the optimal ratio. This generally depends on
the experiment paradigm or should be found with rigorous analysis codes.

3. Canonical Correlation Analysis

Canonical correlation analysis (CCA) was invented by Harold Hotelling [16] in
1936. CCA is a multivariable statistical method used when there are two sets of
data, which may have some underlying correlation. CCA extends ordinary corre-
lation to two sets of variables [17]. First, CCA finds a pair of linear combinations,
called canonical variables, for two sets, such that the correlation between the two
canonical variables is maximized. Then, it finds a second pair, which is uncorrelated
with the first pair of canonical variables but has the next highest correlation. The
process of constructing canonical variables continues until the number of pairs of
canonical variables equals the number of variables in the smaller set.

4. Canonical Correlation Analysis

Wavelet transform theory, originally proposed in the field of mathematics, was
introduced into the field of signal analysis by Goupillaud, Grossmann, and Morlet
in 1984 [18]. Wavelet transform has its flexibility in the choice of analyzing
functions, which overcomes the shortage of traditional Fourier transform method.
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3 System Architecture

Systems architecture is a response to the conceptual and practical difficulties of the
description and the design of complex systems. A system architecture or systems
architecture is the conceptual model that defines the structure, behavior, and more
views of a system [17]. The architectural design process is concerned with estab-
lishing a basic structural framework for a system. System architecture comprises of
system components, the externally visible properties of those components, the
relationships (e.g., the behavior) between them is shown in Fig. 1.

• Data Acquisition Module: Axxonett’s BESS [19] has inbuilt stimulus control
protocol, in which the visual and audio stimulus are loaded and kept. At run
time, the signals are provided to the display monitor and the earphones,
respectively. The subject is made to wear the headset, and the BESS software
acquires all the signals from all channels and stores it as .EEG file. The .EEG file
is converted to .EDF file using a module of BESS and stored in the database of
all EDF files.

• Preprocessing Module: The EDF files are made to undergo two stages of
preprocessing. The data are filtered using a notch filter (50 Hz) and bandpass
filter (frequency range is based on the response being processed). The filtered
data are made to undergo a range of feature extraction algorithms which extract
information related to frequency, time, spatial domains. All the features are
stored in a features database with labels added to them.

• Training and Testing Module: Training and testing is done as part of
cross-validation. The training program uses part of the features as training
features to train a machine learning model. That model is tested on rest of the
features to get an accuracy measure. This procedure happens several times as

Fig. 1 System architecture
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deemed by the cross-validation program. In this way, the accuracy measure is
got for various machine learning models. Since each of them tackles the same
problem differently, different accuracy measures are obtained and that is the
analysis which is done and presented as output of the system.

4 Results and Analysis

Any machine learning application is data driven. Hence, the dataset considered for
the application is of utmost importance. The details of dataset are as given below.

Data were collected from a total of 10 healthy subjects consisting of seven males
and three females. All of them were aged between 18 and 23. Nobody had had any
neurological disorder.

The experiment was conducted in an isolated room with no electronic devices
running except for the data acquisition system. The participants were also instructed
not to wear any metallic items and to keep away all electronic gadgets, to minimize
any interference with the acquisition. The acquisition system consisted of an EEG
cap that could be adjusted according to the participant’s head dimensions, 16
Ag-AgCl electrodes, an amplifier, a Bluetooth device to record signals, a display on
which the visual stimulus was presented, earphones through which the audio
stimulus was presented, and a system with BESS software running on it, to collect
the EEG data. The electrodes were placed according to the 10–20 system. The EEG
data were sampled at the rate of 256 Hz as shown in Fig. 2. Also, a Notch filter of
45 Hz is applied to the data. Time-stamped data are then recorded using the BESS
software. The BESS software saves data as a.EEG file. However, the MATLAB
readable format is .EDF file. Hence, this conversion has to be done manually.

Fig. 2 EEG recordings of one of the subjects
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The output obtained from a system is evaluated against the different metrics to
measure the performance of the system. Several algorithms have been used to
validate the paradigm.

Figure 3 shows the accuracy variations of SFT for visual component for sine
stimulus with respect to epoch and number of neighboring frequency variations.

Based on different stimulus and feature extraction techniques, accuracy was
noted down for each one of the algorithms. Table 1 show the accuracy obtained for
each one of it.

Fig. 3 Accuracy variations of SFT for visual component for sine stimulus

Table 1 Comparison of accuracies of different feature extraction methods for SSAEP and SSVEP
with words stimulus

RF SVM DT DA NB KNN

Visual

SFT 81 79 78 78.69 75.25 80.41
CCA 91.4 91.4 90.37 90.72 90.72 92.78
FFT 87.97 50.51 84.87 85.56 85.22 79.38
ASFT 81 83.5 81.09 82.47 79.72 79.72
CWT 86.9 84.53 86.25 83.84 83.33 79.38
Accuracy

(continued)
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5 Conclusion and Future Enhancement

BCI systems are gaining more attention over time because of their importance in
neuro-prosthetics. BCIs are aimed at restoring some capability of a person. The
focus has been shifted a lot toward helping paralyzed people.

With the results and analysis, the following conclusions can be made:

• Feature extraction techniques used in this work has got a good efficiency and
also obtained good results.

• The implementation of a concurrent SSVEP and SSAEP system has achieved
good results.

• The system implemented was only to check if the above paradigms can be
combined to obtain acceptable levels of differentiation in the EEG data based on
the choice made by the subjects.

Any system’s limitations are areas which call for improvements. Additionally,
other enhancements can also be made to make sure that the system can be finally
converted into a product with market value. Some of the enhancements that can be
done are stated below.

• Further classification algorithms can be implemented for the same extraction
techniques and the results can be compared for each one of them.

• The system has to be transformed from a validation system to an end product
that can be used by paralyzed people. The system so developed should have
real-time processing capabilities to provide results as soon as possible to the end
users.

6 Declaration

Authors have obtained all ethical approvals from appropriate ethical commit-
tee and approval from the subjects involved in this study.

Table 1 (continued)

RF SVM DT DA NB KNN

SFT 58.7 54.83 58.7 58.7 52.25 53.54
CCA 60.6 49.03 58.06 45.16 53.54 54.19
FFT 56.12 58.7 56.12 49.67 55.14 50.32
ASFT 59.3 55.48 52.9 54.83 53.06 54.83
CWT 56.12 52.9 61.93 46.45 48.95 54.19
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Domain Classification of Research
Papers Using Hybrid Keyphrase
Extraction Method

M. G. Thushara, M. S. Krishnapriya and Sangeetha S. Nair

Abstract Extracting thematic information from scientific papers has wide appli-
cations in information retrieval systems. Keywords give compact representation of a
document. This paper proposes a document-centered approach for automatic key-
word extraction and domain classification of research articles. Here, we induce a
hybrid approach by adopting different methods in various phases of the system.
Domain classification is important for researchers to identify the articles within their
interest. The proposed system uses Rapid Automatic Keyword Extraction (RAKE)
algorithm for automatic keyphrase extraction which gives best score of keywords.
The classification process concerns semantic analysis which includes keyword
score-matrix and cosine similarity. A comparative study of performance of RAKE
algorithm which uses score-matrix against KEA based on term frequencies to
extract relevant keyword was also performed.

Keywords RAKE algorithm ⋅ Cosine similarity ⋅ Automatic keyword
extraction ⋅ Domain classification ⋅ Document-centered approach

1 Introduction

In recent years, there is an immense growth in the paper publications in various
fields of research. The Internet provides a way to share data, especially in research
fields. Categorizing the research articles into corresponding domains is
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time-consuming and error-prone. This paper proposes a Naive strategy for classi-
fying the research articles into respective disciplines using hybrid keyphrase
extraction method. The articles are classified into corresponding domains by cosine
similarity computing.

The concept of keyword has wide range of possibilities in the area of research
fields. Research has focused on automatic extraction of keyword from documents
which can be used for tagging the research articles which better facilitates the
search or information retrieval process. The proposed system suggests a framework
of supervised [1] hybrid approach for automatic keyword extraction and subject
classification of scientific articles into respective domain. The hybrid approach
involves Rapid Automatic Keyword Extraction (RAKE) algorithm for automatic
keyword extraction and cosine similarity for classifying document into relevant
domain.

Early approaches such as Keyword Extraction Algorithm (KEA) use term weight
or TF-IDF weight matrix for extracting the keyword rather than score of the terms
in documents. TF-IDF describes the measure of term frequency in documents.
Though this information is quite useful, some keywords that are relevant might be
ignored. Instead of using TF-IDF as the feature values, RAKE calculates
score-weight for each keyword which is used for extracting the relevant keyword.
The extracted keywords can be used for further classification of research articles.

As the numbers of research articles related to various domains of research are
being added every day, a lot of newborn phrases that are not described in the
man-made corpus could not be identified. In contrast to this, RAKE extracts the
keywords without the requirement of any thesaurus, while KEA uses man-made
thesaurus for extracting the relevant keywords.

2 Related Work

Most of the work related to automatic keyword extraction algorithms depends on
man-made thesaurus which sometimes ignores the relevant newborn phrases that
might not occur in thesaurus.

A model based on perceptron training rule [2] which relies on weight of sen-
tences is used for extracting keywords only from abstracts and titles. Rather than
focusing on term frequencies, they have focused on importance of sentences based
on the assumption that most of the relevant keywords are present in abstract and
titles of research papers. Building word similarity [3] thesaurus using Jenson–
Shannon divergence helps to extract semantic information from documents.
TF-IDF, words’ first occurrence, and node degree are used in word similarity-based
keyword extraction which adopts Naive Bayes technique to build the prediction
model.
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Topic modeling [4] is one of the techniques for analyzing large corpus of
documents. Latent Dirichlet Allocation (LDA) with collapsed Bayes and Gibbs
sampling is used to extract semantic data from the document in this model. This
further can be used for tagging the article into relevant domain. MAUI [5] algorithm
extracts the keyphrases from the project documents, and these extracted terms are
further used for automatic tagging of the documents.

Documents can be classified using a dictionary-based approach [6], where each
dictionary is a collection of documents and each document in the dictionary is
represented as a collection of vectors. Linear Discriminant Analysis (LDA) is a
simple classification model which is used for learning the dictionary. Knowledge
Cloud (Kloud) [7] combines together the information gathered from different areas,
and Naive Bayes classifies the data that are pushed to the Kloud. Keyword
Extraction Algorithm (KEA) [8] mainly focused on automatic keyphrase extraction
by calculating feature values such as TF-IDF and first occurrences, and uses Naïve
Bayes learning technique to determine whether extracted keyphrases are relevant or
not.

Similarity ranking called HybridRank [9] using different weighting scores is
used for improving research paper searching. TF-IDF is used as a weight to
determine how important a word is to a document, and it is used for creating
indices. Named entity extraction and citation [10] are used to extract all relevant
and competing algorithms in a research paper. This is based on the assumption that
all the algorithm names are syntactically and semantically similar to traditional
names.

3 Methodology

We propose a novel methodology on automatic keyword extraction and domain
classification of research articles. Automatic keyword extraction focuses on
extracting relevant keywords from research articles using RAKE algorithm. These
extracted keywords are used for article classification into relevant domain using
cosine similarity. Figure 1 depicts the general architecture of proposed system. The
system undergoes both training and testing phases. Figure 1 depicts the general
architecture of proposed system.

A repository consists of many research articles, and training datasets with some
manually annotated keywords are required in order to build the prediction model.
During the training phase, training documents with known keyphrases undergo
preprocessing and extraction, in which every relevant keyword is added to the
dataset dynamically. This helps to expand the dataset with new keyphrases. Both
training and extraction phrase use RAKE algorithm for extracting the relevant
keyword from the documents. During the testing phase, each unclassified article
undergoes preprocessing in which score-matrix is generated in order to extract the
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relevant keywords. Preprocessing is the process of preparing the data before
applying extraction algorithm. We use cosine similarity for classifying data into
relevant domain. The main advantage of the proposed system is that newborn
relevant keyword that is not previously existed in dataset can be added dynamically
to the training dataset which can be used for classification in future.

3.1 Preprocessing

The preprocessing task focuses on processing the unstructured textual data using
semantic features that serve to identify relevant keywords. It first cleans the input
and extracts all possible words, phrases that can potentially be keywords. The input
data is split into tokens, and all stopwords, punctuation marks, brackets, numbers,
apostrophes are removed in this phase. It then extracts the candidate keyword which
might not be the actual keywords.

3.2 Keyword Extraction

We use Rapid Automatic Keyword Extraction (RAKE) algorithm for extracting the
keywords relevant to the research paper in the absence of manual annotations.
RAKE extracts the keyword based on the score of each keyword. RAKE is an
unsupervised and language-independent method for extracting keywords from the
documents.

Prediction 
Modelling 

Unclassified 
document 

Domain 
Classification

Document 
Repository Dataset

Training 
Document 

Pre-
processing 

RAKE

Machine 
Learning

Fig. 1 System architecture of proposed system
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Algorithm1: RAKE Algorithm

Input: Research paper in text format
Output: extracted keywords

Begin
for every word not in stopwords 

phraselist [] =word
calculate word scores for phraselist

end for
for every word in phraselist

compute wordlist_degree=length (word)-1 
then ,  compute word_frequency[word]+=1

endfor
for every word in word_frequency

computecandidate_word_degree+= word_frequency[word]
endfor

then sort the keywords
return keywords

The RAKE algorithm involves the following steps:

• Candidate Selection: It extracts all possible keyphrases after removing all
stopwords and phrase delimiters.

• Feature Calculation: Instead of TF-IDF measure values which are used in many
existing system, RAKE uses keyword score-matrix as the feature value.

• Keyword Selection: From the extracted candidate phrases, top-scored candidates
are considered as the keywords.

3.3 Score Calculation

After extraction, a score-weight is calculated for every candidate phrase. Here, we
try to model score-weight matrix using degree and frequency of candidate phrases.
The score-matrix thus obtained can be used for domain classification. The different
measures used for building the score-weight matrix are:

• Word Frequency: It indicates the number of occurrences of the frequent terms in
the document.

• Word Degree: It is the degree of co-occurrence of each word in the document.
• Ratio of Degree to Frequency: The score-weight matrix thus created is used in

the classification process.
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3.4 Discretization

The individual score of each keyword in the score-matrix is real numbers which we
convert to nominal data. Table 1 shows the discretization. Score values of the
keywords are discretized into fixed levels. The discretization boundaries are given
at the top of the table, which depicts the range into which the value falls. This
discretized value is used for computing similarity.

3.5 Domain Classification

The research article is classified into relevant domain by cosine similarity. Cosine
similarity finds the normalized dot product of two vectors. The two vectors have
been represented as the discretized score value of extracted terms and the score of
terms in training dataset. It is computed by:

Similarity A, Dð Þ= ∑n
i=1 wAiwDi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i=1 w

2
Ai
× ∑n

i=1 w
2
Di

q ð1Þ

where A is the article to be classified into domain category and D is the dataset of
particular domain. wAi is the score of the extracted terms of article, and wDi is the
score of the corresponding terms in dataset. Similarity of each article is computed
using the score of terms in the training dataset, so that article is classified into the
corresponding domain which is having higher similarity.

4 Experimental Result

4.1 Dataset

The dataset contains 200 research papers published in Computer Science domains.
The two topics covered in dataset are natural language processing and computer
networks. The first 100 documents are collected from Journal of Machine NLP
research in which 50 articles are taken as the training dataset and remaining 50
articles are taken as testing set. Research documents for network domain are taken

Table 1 Discretization
ranges

Feature Discretization range

Class 1 2 3 4 5
Score <3.5 3.6–7.5 7.6–11.5 11.6–15.5 >15.5
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from Journal of Networks. Training dataset consists of relevant keywords and its
scores which are obtained during the training phase.

4.2 Comparison of KEA and RAKE

Early approaches such as KEA automatically extract keywords by evaluating
corpus-oriented statistics of individual words. KEA identifies key phrases using
TF-IDF measure and machine learning algorithm such as Naïve Bayes.
Corpus-oriented methods typically operate only on single words based on the state
of corpus. This will limit the possibility of determining phrases of multiple words as
keywords. Therefore, it might be difficult to determine whether these words are
relevant to documents. RAKE generates a score for each candidate phrase based on
their:

i. Frequency
ii. Degree
iii. Ratio of degree and frequency (Figs. 2 and 3).

Table 2 shows the calculated score of each candidate keyword in the sample
document using the metric deg(w)/freq(w). Candidate keywords that mainly occur
in context which is more significant are determined by deg(w)/freq(w); the score of
deg(classification)/freq(classification) is higher when compared to deg(compact)/
freq(compact). From the score-weight matrix of relevant keywords, top T candi-
dates with highest score can be considered as relevant keywords.

From example, the score of automatic keyphrase extraction is 9, that is, the sum
of score of automatic, keyphrase, and extraction. We consider one-fourth of the
total content words in the document.

Figure 4 represents analysis of keyword generation of KEA and RAKE algo-
rithm. We have taken ten documents with known relevant phrases from natural
language processing dataset. We have applied both algorithms on these ten research
documents. In the graph, the x-axis represents documents in sample set of natural
language processing domain and y-axis represents number of relevant keywords
each algorithm generates. When compared to KEA, RAKE can extract relevant
phrases of an individual even in the absence of any learning algorithm. From the
analysis graph, it is clear that RAKE extracts more relevant keywords than KEA.

Keywords give a compact representation of a document. This paper proposes a document 
centered approach for automatic keyword extraction and domain classification of research 
articles. Extracting thematic information from scientific papers has wide applications in 
information retrieval systems. Domain classification is important for researchers to identify 
the articles within their interest. We use Rapid Automatic Keyword Extraction (RAKE) 
algorithm for automatic keyphrase extraction which gives best score of keywords. 

Fig. 2 A sample abstract extracted from a research document
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Table 3 lists out the score values of extracted keywords from sample set of three
documents of natural language processing domain. The value clearly shows that the
keywords with high score are more relevant to a domain. These keywords are used
for domain identification using the mathematical model called cosine similarity.
The similarity of keyword scores of test document and training documents is
compared to determine the relevant domain. The document with higher similarity or
low cosine angle is more similar to the respective domain.

5 Result and Analysis

In order to examine the accuracy of system, we need to evaluate the experimental
results. Some measures such as precision and recall are used for evaluating the
performance of the system. The F-measure is a harmonic mean of precision and
recall.

Recall =
No. of relevant items retreived

No. of relevant items in document

The recall or sensitivity is the ratio of relevant keywords retrieved to total
number of relevant keywords in the document.

Precision=
No.of relevant items retreived
Total No.of items in document

The precision is computed as the ratio of the number of relevant keywords
retrieved to total number of keywords in the document.

Keywords - compact representation - document centred approach - automatic keyword 
extraction -domain classification - research article - extracting thematic information - 
information retrieval system

Fig. 3 Most relevant keywords from the abstract in Fig. 2
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Table 4 shows the performance of KEA and RAKE algorithm applied on ten
documents. The table shows ability of each algorithm to extract the relevant and
non-relevant keywords (Table 5).

Figure 5 shows the performance of KEA and RAKE, and it is clear that RAKE
has higher precision and F-measure. A system with high precision and low recall
returns more relevant keywords. Therefore, we can conclude that RAKE extracts
more relevant keywords than KEA.

Table 3 Score calculated on
sample set of documents

Document no. Extracted keywords Score

Doc1 Keyword extraction 9.92
Perceptron training rule 9.0
Automatic tagging 5.82
Time-consuming 3.5
Frequency 1.5

Doc2 Machine learning 9.0
Automatic keyword extraction 8.81
Candidate keyword 4.04
Total frequency 3.5
Stopwords 3.8

Doc3 Natural language processing 13.5
Coherence document simulation 12.8

Recurrent neural network 8.40
Learning capability 3.8
Processed keywords 2.98

Table 4 Performance measures of algorithms

Extracted
keywords

Not extracted
keywords

Relevant
keywords

Not relevant
keywords

KEA 7234 1086 4702 1446
RAKE 2818 113 366 2339

Table 5 Precision, recall, and F-measure of KEA and RAKE

Precision Recall F-measure

KEA 0.654 0.961 0.663
RAKE 0.833 0.869 0.868
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6 Conclusion and Future Work

In this paper, we proposed a hybrid approach for automatic keyword extraction and
domain classification of research articles. The automatic keyword extraction con-
sists of preprocessing and extracting relevant keywords. We used RAKE algorithm
for automatic keyword extraction and cosine similarity for classifying articles into
respective domains. We also evaluated the performance of RAKE algorithm which
uses score-matrix to retrieve relevant keywords against KEA that relies on term
frequencies for extraction. The results from the experiment show that algorithm
using score-matrix is more efficient than that of algorithm using term frequencies.

Our future work will focus on novel methodology for extracting detailed
information such as main contribution, techniques used from research articles
which help to study the dynamics and evolution of research community.

Acknowledgements We would like to express our sincere gratitude to the Faculty of Department
of Computer Science and Applications of Amrita Vishwa Vidyapeetham, Amritapuri, for the help
and guidance. Our sincere thanks go to Dr. M. R. Kaimal, Chairman, Computer Science
Department, Amrita Vishwa Vidyapeetham, Amritapuri, for his prompt support.

References

1. John, A.K., Di Caro, L., Boella, G.: A supervised keyphrase extraction system. Paper
presented at the ACM International Conference Proceeding Series, 13–14 Sept 2016,
pp. 57–62 (2016)

2. Bhowmik, R.: Keyword Extraction from Abstract and Title. IEEE (2012)
3. Meng, W., Liu, L., Dai, T.: A modified approach to keyword extraction based on

word-similarity. Paper presented at the Proceedings—2009 IEEE International Conference on
Intelligent Computing and Intelligent Systems (ICIS) (2009)

4. Anupriya, P., Karpagavalli, S.: LDA based topic modeling of journal abstracts. Paper
presented at the ICACCS 2015—Proceedings of the 2nd International Conference on
Advanced Computing and Communication Systems (2015)

5. Thushara, M.G., Dominic, N.: A template based checking and automate tagging algorithm for
project documents. IJCTA (2016)

6. Menon, R.R.K., Kini, N.V., Krishnan, G.A.: Harnessing the discriminatory strength of
dictionaries. Paper presented at the 2016 International Conference on Advances in
Computing, Communications and Informatics (ICACCI) (2016)

0 
0.2
0.4
0.6
0.8

1 
1.2

KEA RAKE

Precision
Recall

Fig. 5 Performance
evaluation based on recall and
precision

Domain Classification of Research Papers … 397



7. Sathyadevan, S., Sarath, P.R., Athira, U., Anjana, V.: Improved document classification
through enhanced naive Bayes algorithm. Paper presented at the Proceedings—2014
International Conference on Data Science and Engineering (ICDSE), pp. 100–104 (2014)

8. Witten, L.H., Painter, G.W., Frank, E.: KEA: Practical Automatic Key phrase Extraction
Algorithm. University of Waikato, Hamilton, New Zealand (2014)

9. Jomsri, P., Prangchumpol, D.: A hybrid model ranking search result for research paper
searching on social bookmarking. Paper presented at the Proceedings of the 2015 1st
International Conference on Industrial Networks and Intelligent Systems, INISCom 2015,
pp. 38–43 (2015)

10. Ganguly, S., Pudi, V.: Competing algorithm detection from research papers. Paper presented
at the Proceedings of the 3rd ACM IKDD Conference on Data Sciences (CODS) (2016)

398 M. G. Thushara et al.



GLRLM-Based Feature Extraction
for Acute Lymphoblastic Leukemia
(ALL) Detection

Sonali Mishra, Banshidhar Majhi and Pankaj Kumar Sa

Abstract This work presents gray-level run length (GLRL) matrix as feature extrac-

tion technique for the classification of Acute Lymphoblastic Leukemia (ALL). ALL

detection in an early stage is helpful in avoiding fatal hematopoietic ailment which

might cause death. The GLRL matrix extracts textural features from the nucleus of

the lymphocyte image which is used with Support Vector Machine (SVM) for clas-

sification. The public dataset ALL-IDB1 is used for the experiment, and we have

obtained 96.97% accuracy for GLRL feature with SVM classifier.

Keywords Acute Lymphoblastic Leukemia ⋅ Gray-level run length

Marker-based watershed segmentation ⋅ CAD system

1 Introduction

The process of counting and grouping of blood cells from peripheral blood smear

permits estimation and detection of a huge number of diseases. Illness related to

hematopoietic cells influence the blood and bone marrow and also are major con-

cerns for death [1]. By analyzing white blood cells (WBCs) or leukocytes, leukemia

is usually detected. Based on the rate of progression of the disease, leukemia is cate-

gorized into two types, i.e., acute and chronic. Acute lymphoblastic leukemia (ALL)

is a subtype of acute leukemia which primarily affects the lymphocyte (a type of

WBC). One of the demonstrative strategies incorporates the microscopic examina-

tion of the white blood cells with abnormalities. From decades, this operation is

S. Mishra (✉) ⋅ B. Majhi ⋅ P. K. Sa

Pattern Recognition Research Lab, Department of Computer Science and Engineering,

National Institute of Technology, Rourkela 769008, India

e-mail: smishra.nitrkl@gmail.com

B. Majhi

e-mail: bmajhi@nitrkl.ac.in

P. K. Sa

e-mail: pankajksa@nitrkl.ac.in

© Springer Nature Singapore Pte Ltd. 2018

P. K. Sa et al. (eds.), Recent Findings in Intelligent Computing Techniques,
Advances in Intelligent Systems and Computing 708,

https://doi.org/10.1007/978-981-10-8636-6_41

399

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_41&domain=pdf


400 S. Mishra et al.

performed by the experts and skilled operators that suffers from several disadvan-

tages like slowness and non-standard accuracy. Image processing techniques can be a

way which provides information on the morphology of the cells. The primary objec-

tive of the research is to contribute a fully automated way to support medical activity

by analyzing microscopic images.

The remainder of the paper is arranged as follows. Section 2 shows some of the

valuable works for the discovery of the disease followed by the proposed system

model in Sect. 3. Section 4 shows the experiments performed along with the com-

parison made with some standard classifiers. Finally, Sect. 5 presents the conclusion.

2 Related Work

According to the survey, some of the existing systems can analyze and classify the

leukocytes form the peripheral blood smear. However, these systems are partially

automatic. Especially, the work has been performed so as to count the number of

WBCs through segmentation. Madhloom et al. [2] have proposed an automatic sys-

tem based on arithmetic and threshold operations for segmenting the lymphoblast

cells. In [3], the authors have extracted a single leukocyte by applying bounding box

around the nucleus. The authors in [4] have used a low-pass filter and a threshold-

ing technique to segment the white blood cell by removing the background. Halim

et al. [5] have suggested a technique for detection of acute leukemia in blood that

detects leukocytes by examining the S component of the HSV color space. We can

conclude from literature survey that automation of the process depends entirely on

the right segmentation and extraction of specific features. In this paper, a segmen-

tation method proposed by [7] along with a new scheme is used for computerized

investigation of the blood sample.

3 Proposed Work

The overall block diagram for the detection of ALL is given in Fig. 1. The step-wise

description is given in the subsequent sections.

3.1 Nucleus Identification

The images made employing a digital microscope is in RGB color space. Color

images are very difficult to segment. Therefore, RGB images are converted to

CIELAB color space which helps in reducing the color dimension. Here, we have

considered Otsu method [8] of thresholding technique for identification of leuko-

cytes from the microscopic image. Figure 2a–c represents the steps for detection of

leukocytes.
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Fig. 1 Proposed block diagram for the detection of ALL

Fig. 2 Nucleus Identification: a original image, b a∗ component of the CIELab color space,

c threshold image, d separation of adjacent leukocytes using Marker-based watershed segmentation

3.2 Identification and Separation of Grouped Nucleus

The resulting image from the previous step contains only leukocytes. In this step,

we have dealt with the separation of grouped leukocytes. This work analyses the

presence of grouped leukocytes by taking the roundness value. Roundness value of

a cell can be defined by,

roundness = 4 × 𝜋 × area
convex_perimeter2

(1)

In this work, we have considered a roundness value of 0.8 to distinguish between

a single leukocyte and a grouped leukocytes. A Marker-controlled watershed [7] is

used to refine the line of leukocytes having an irregular shape. The result for the

separation of grouped leukocytes is given in Fig. 2d.

3.3 Image Cleaning

The next step after separation of grouped leukocytes is to clean the image. Image

cleaning considers the elimination of all the components discovered at the edge of

the smear. Cleaning operation can be performed by calculating the solidity value.

Solidity of an object is defined as,
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Fig. 3 a Image after edge cleaning, b Image after removing abnormal component

Fig. 4 Sub-imaging process: a nucleus sub-image, b image after border cleaning, c, d correspond-

ing color image of a and b

solidity = area
convex_area

(2)

Here, we have taken the solidity value as 0.85 which is the threshold and removed

all the objects having intensity value less than 0.85. Figure 3 gives the final results

after performing the cleaning operation. The individual nucleus can be found out

using bounding box technique. Figure 4 shows the details of the sub-imaging process

and the corresponding nucleus sub-image.

3.4 GLRLM-Based Feature Extraction

Many methods of texture analysis have been developed over the past decades [6].

Xiaoou Tang [9] has introduced 11 textural features calculated from the gray-level

run length matrices which are used to characterize the nucleus of leukocytes. For a

sub-image of size M × N, the number of gray levels and the longest run (a string of

continuous pixels having the same gray-level intensity in a specific linear direction)

is represented as g and r, respectively. Z is denoted as the total number of run. The

GLRLM is a two-dimensional matrix of (g × r) components in which each compo-

nent q(m, n) gives the times of occurrences of the run having length n of gray level

m in a given direction 𝜃. A run length matrix q(m, n) is defined as,
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qmn = |mn| (3)

where mn
means m exhibits exactly n times, and 1 ≤ m ≤ g and 1 ≤ n ≤ r. The fea-

ture matrix is calculated using GLRLM and the steps are is described in Algorithm 1.

Algorithm 1 GLRLM-based Feature Extraction

Require: N: Leukocyte samples

GLRLM: Gray-level run length matrix

𝜃: direction parameter

P: number of directions (4: 0◦, 45◦, 90◦, and 135◦)

S and M denotes the feature descriptor and number of features respectively.

Ensure: X[N ∶ M]: Feature matrix,

1: Initialize S
2: M ← P × S
3: for i ← 1 to N do
4: Determine the GLRL matrix using grayrlmatrix() for the input image (ip)
5: for q ← 1 to P do
6: GLRLM

𝜃q
← grayrlmatrix(ip, 𝜃q)

7: for x ← 1 to S do
compute the GLRLM

𝜃q
and append it to X

8: end for
9: end for

10: end for

3.5 SVM-Based Classification

SVM is a binary classifier which generates a hyperplane by employing a subset of

training vectors which are known as support vectors. This paper uses Support Vector

Machine [10] for the classification process. To evaluate the effectiveness of SVM

model, the proposed method is being compared to many standard models, namely k-

NN (k-Nearest Neighbor), Naive Bayes, Back Propagation Neural Network (BPNN).

Along with this, the proposed method is being tested with the most common kernel

used in SVM.

4 Experimental Evaluation

The experiment is being carried out using MATLAB R2015b on Microsoft Windows

8.1 having a 4 GB RAM as internal memory. The proposed method is trained and

tested with the public database ALL-IDB1 [11]. A fivefold cross-validation scheme

is used to generalize the performance of the classifier. The lymphoblasts (malignant)

and leukocytes (normal) are termed as positive and negative class, respectively. This
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Table 2 Evaluation of different classifiers with fivefold cross-validation

Classifier True positive rate

(TPR)

True negative rate

(TNR)

Accuracy(%)

NB 0.99 0.99 96.27

k-NN 0.73 0.85 83.49

BPNN 0.81 0.99 95.36

SVM-L 0.87 1.00 96.97
SVM-Q 0.88 0.99 96.60

SVM-P 0.95 0.65 73.21

SVM-R 0.86 0.96 96.51

Fig. 5 Plot of accuracy with

the increase number of

features

paper takes into consideration of true positive rate (TPR), true negative rate (TNR),

and accuracy as performance measures which are defined as follows,

TPR = TP
TP + FN

, TNR = TN
TN + FP

, Accuracy = TP + TN
TP + FP + TN + FN

where TP = true positive, FP = false positive, TN = true negative, FN = false neg-

ative.

4.1 Results and Discussion

ALL is diagnosed by the appearance or lack of unhealthy leukocytes. Therefore,

leukocytes must be distinguished as “abnormal” or “healthy” cells in blood samples

for the detection of ALL. So, a total number of 865 individual nuclei were obtained

by the sub-imaging process. After finding number of nucleus, the next step is to
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Table 3 Comparison of accuracy (%) with the other existing scheme

Classifier 90 features [12] Proposed method (44 features)

Naive Bayes 81.66 96.27

k-NN 83.46 83.27

BPNN 58.7 95.36

SVM-L 89.76 96.97

extract the texture features using GLRL matrix from the sample images. The total

number features extracted along all the directions is 44. The texture features extracted

from the nucleus regions is tabulated in Table 1. Finally, the result of the feature

extraction gives us feature matrix of size 865 × 44. The feature matrix is split into two

parts. The first part of size 435 × 44 is used as training data and the rest of size 430 ×
44 is used for testing purpose. Table 2 presents the performance evaluation of the

recommended system. Experiments show that the maximum accuracy of 96.97% has

been obtained using SVM classifier along with the linear kernel. Figure 5 shows the

performance of the suggested method varying the features number. Finally, Table 3

describes the relative analysis of the suggested scheme with the existing scheme.

5 Conclusion

In this work, we have suggested a method of leukocyte identification by designing an

automatic system which is more reliable than the work done by operators manually

and is computationally less expensive. The proposed method can efficiently detect

the leukocytes present in a blood smear and can classify lymphoblast with great

precision, as indicated by our results. The proposed method incorporates the GLRL

features to classify the lymphoblast cells and shows an accuracy of 96.97% with

SVM classifier.
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Personalization of Test Sheet Based
on Bloom’s Taxonomy in E-Learning
System Using Genetic Algorithm
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Abstract In E-learning systems during tutoring, evaluating the learning status of
each learner is essential, and tests are a usual method for such evaluation. However,
the quality of these test items depends upon the degree of difficulty, discrimination,
and estimated time. While constructing the test sheet, the selection of appropriate
test items is also important. This paper aims to provide a method to generate the test
sheets based on the different learning levels of Bloom’s taxonomy using genetic
algorithm. The questions are initially categorized into six different learning levels
based on the keywords given by Bloom’s taxonomy. These six different learning
levels are assigned difficulty degrees from 0.1 (lowest) to 0.6 (highest). Then, the
different number of questions is generated for all these six different levels of
learning using genetic algorithm. The numbers of questions are generated in such a
manner that the total difficulty degree of all the questions is equal to the target
difficulty degree given by the instructor. Based on the test sheet generated, learner
performances are being analyzed, and by doing so, even weaker learners are able to
attend low-level questions and perform well in the examination. This would also
help to analyze at which level of learning learners are facing problem so that effort
can be made to improve their learning status.
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1 Introduction

In today’s assessment system, test sheet construction is important and challenging
issue to conduct a good test for various assessment requirements. Moreover, from
teacher’s perspective, a good test is required for teachers to verify the true
knowledge of the learner. It also recognizes the learners’ learning bottlenecks [1].
Generally, the test sheet can be constructed manually or randomly to select test
items from the item bank which are unable to meet multiple assessment require-
ments simultaneously. However, in the present scenario, the major issues during the
designing of an E-test are the lack of suitable classification of test assignments
according to knowledge level of learners, limited types of test assignments incor-
porating different E-learning environments, and the lack of realization of different
assessment systems [2].

In the literature, some of these issues are addressed as follows. Blooming
Biology Tool (BBT) [3] is used for the assessment, which reflects to enhance the
study skills and metacognition. To optimize the difficulty degree of the generated
test sheet in automatic test sheet generator (ATG), an effective coding method and
new heuristic genetic modification were used [4]. To improve the efficiency of
framing optimal test sheet from item repositories to address multiple assessment
criteria, an immune algorithm (IA) is applied in [5]. A particle swarm optimization
(PSO) is used to generate the dynamic questions which satisfy the multiple
assessment requirements for each learner to build the select tailored questions from
item bank [6]. In addition, particle swarm optimization-based approach is used to
generate the serial test sheets from voluminous item repository to meet multiple
assessment criteria [7]. Dynamic programming and clustering method are also used
to generate a multiple criteria test sheet [8].

However, it is to be noted that here the major issues need to be focused to
generate the E-test [9–11] are

(i) To set a high-quality test, such that the learning status of a learner in an
E-learning environment can be determined.

(ii) To improve the learner’s performance in an E-learning environment through
dynamic E-test.

(iii) Instructor should identify the learning level that learners are facing problems
so that instructor should provide that content through which learners can
make effort to improve their learning status.

However, the preliminarily solution is by selecting an appropriate test item when
designing a test sheet. Specifically, the conventional test methodology may include
questions with varying difficulty levels, to get the overall aspect about the learner’s
ability. This conventional method is less efficient to address dynamic learning
ability of learners. Therefore, the enhancement and complexity to set high-quality
test lies in, such that, the test items selected, should be from different level of
learning ability of learner, instead of conventional method based on difficulty level
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of questions. The advantage of such enhanced design is that it allows learners to
select a suitable ability value, which includes questions with difficulty level.

This paper aims to provide a method to generate the test sheets based on the
different learning levels of Bloom’s taxonomy using genetic algorithm. Section 2
provides background information about Bloom’s taxonomy and genetic algorithm.
Section 3 elaborates the methodology of integrating Bloom’s taxonomy, genetic
algorithm for setting efficient E-test paper. Section 4 discusses the experiments and
results obtained. Section 5 concludes with discussion of the proposed solution.

2 Background Material

This section explains Bloom’s taxonomy to determine the difficulty level of test
sheet and genetic algorithm for automatic generation of test sheet.

2.1 Cognitive Level of Bloom’s Taxonomy

A multitier model of thinking is classified into six cognitive levels of complexity
which are defined by Bloom’s taxonomy [12]. These are known as knowledge,
comprehensions, and applications, considered as the lowest level, whereas analysis,
synthesis, and evaluation are to be known the highest level. Each level is a part of
higher level. For example, if the learner is working at the application level, then it is
assumed that he also learned the material at the knowledge and comprehension
levels. Figure 1 shows the cognitive domain of Bloom’s taxonomy.

Table 1 shows the sample questions of data structure course with related to the
cognitive domain of Bloom’s taxonomy.

Fig. 1 Bloom’s taxonomy—the cognitive domain [14]
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2.2 Genetic Algorithm

A genetic algorithm (GA) [13] is a search heuristic that is inspired by the process of
natural evolution. It works in nondeterministic manner to generate the optimized
solution to the problem using techniques: mutation, selection, and crossover. The
chromosomes are defined as a population of strings also known as gene type of
genome. The operator’s selection, crossover, and mutation are applied to this
population of strings to provide the optimized solution.

3 Methodology

Figure 2 shows the representation of chromosomes. Each gene is represented as
questions of one of the learning levels of Bloom’s taxonomy. Here first gene
represents the remembering level.

The difficulty degrees assigned to different levels given by the experts from
lowest to highest are as follows: remembering level-> 0.1, understanding
level-> 0.2, applying level-> 0.3, analyzing level-> 0.4, evaluating level-> 0.5,
and creating level-> 0.6. These target difficulty levels will be taken as the input
parameter by the fitness function of the genetic algorithm. A population of chro-
mosome is called as genotype, and it is created as a class to generate initial pop-
ulation randomly.

After generating the initial population, the fitness function is evaluated for each
individual in that population. Here, the fitness function is defined as the total

Table 1 Mapping of the questions of data structure with Bloom’s taxonomy domain

Remembering Describe the process of creating heap with respect to heap sort technique
with the help of suitable example

Understanding Convert it into prefix and postfix expressions ((a + b) + c * (d + e) + f) *
(g + h)

Applying Show that if a black node has just one child, then that must be red
Analyzing The execution of recursion is slower than iterative solution. Illustrate with

example
Evaluating Compare bubble sort and insertion sort with respect to working principle and

time complexity
Creating Design a sorting algorithm for red, white, or blue elements, stored in an

array. Sorting should be done in such a way that all the reds come before all
the whites and all the whites should come before all the blues

Fig. 2 Chromosome of six genes
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difficulty level of the test sheet represented by the potential solution and total no. of
questions represented by the solution. The total difficulty level (dd) of the test sheet
represented by the potential solution is

dd= numRemember * 0.1 + numUnderstand * 0.2+ numApply * 0.3

+ numAnalyze * 0.4 + numEvaluate * 0.5 + numCreate * 0.6
ð1Þ

Then, it takes the difference between the total difficulty level (dd) and the target
difficulty level which is given by the expert. If the difference is zero, then the fitness
will be equal to 1; otherwise,

Fitness = 1 ̸1+ differenceð Þ ð2Þ

The value of fitness lies in the range from 0 to 1. The best bit chromosome is
used for reproduction. New individuals are created through crossover and mutation
operations to give birth to offspring; here, 80% crossover probability and 0.001
mutations are used. The algorithm is run up to 20 evolutions. After reaching the
maximum number of the evolutions, the required number of questions from each
learning level is generated.

4 Results

The different test sheets are generated for the different target levels given by the
instructor for checking the redundancy in the test sheet. Here, five test sheets for
each of the different target difficulty levels (1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, and
5.0) are generated. Table 2 shows the evolution time by varying population size and
maximum number of the evolutions.

The test sheet of the target difficulty degree is generated based on the different
learning level questions. The experiment is done by generating different test sheets
for the same as well as different target difficulty level for checking the redundancy
in the questions. We have generated 45 test sheets 5 each for different difficulty

Table 2 Evolution time with respect to population size and number of evolution

Population
size

Evolution time (in ms)
No. of
evolution = 1

No. of
evolution = 5

No. of
evolution = 10

No. of
evolution = 20

10 16 78 109 234
20 46 156 296 624
30 62 296 421 1217
40 78 390 717 1638
50 109 484 936 1903
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levels from 1.0 to 5.0. As we increase the difficulty degree, the number of questions
increases because the questions from lower levels will be more and less from higher
levels.

5 Conclusion

A high-quality test is the imperative criterion for determining the learning status of
learners and for improving their performance. Their performance can be increased
by composing the test sheet that includes questions from different learning levels.
By doing this, even weaker learners are able to attend at least low-level questions
and perform well in the examination. This would also help us to analyze at which
level the learners are facing problems so that we can make efforts to improve their
learning status.
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Energy-Efficient Mechanisms
for Next-Generation Green Networks

Vinodini Gupta and Padma Bonde

Abstract Explosion of new technologies and increasing digital dependency of
users has led to revolutionary changes in wireless networking. With this, mobility,
seamless communication, security, and better service quality have become the
prime characteristics of new-generation networks (NGNs). However, achieving
desired performance metrics and maintaining cost efficiency in power-constrained
networking scenario is quite challenging which further degrade the end-user sat-
isfaction. Apart from socioeconomic concern, ever-increasing power consumption
is equally alarming from environmental perspective as well. This has called upon
for the need of energy harvesting techniques to make NGNs greener. With the
vision, the paper focused on power-constrained networking circumstances, limiting
factors, and possible developments to enhance the energy usage in the forthcoming
communication technologies.

Keywords Green networking ⋅ Wireless networks ⋅ Energy harvesting
Network performance ⋅ Throughput ⋅ Quality of service (QoS)
Quality of experience (QoE)

1 Introduction

The increasing use of Internet, need of faster data transmissions, and uninterrupted
services has greatly revolutionized the preexisting information and communication
technology (ICT) standards. Network performance, better service quality, and
higher end-user satisfaction are the most important factors for profitable deploy-
ment of networks. Also, being ubiquitous, it demands to be highly secured.
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However, attaining all these features simultaneously under limited power is highly
challenging which calls up for the need of efficient energy harvesting in NGNs.

In the recent years, energy harvesting (EH) is gaining its roots as the most
prominent and compelling research issue. The recent advancements in ICT have
attracted many users toward wireless networking from almost every sphere, leading
to an application-oriented networking causing additional power dissipation in
NGNs. However, long-run environmental degradation due to these technologies
calls up for an environmental-friendly and sustainable green technology (GT). It
will further improve the network performance and end-user satisfaction and reduce
the electricity cost.

Accounting for the energy characteristics of NGNs, this paper presented a brief
review of existing energy-efficient mechanisms and the prevailing issues and ana-
lyzed various optimization techniques for resolving the power constraint issues.
Section 2 discussed the various challenges of energy harvesting. Section 3 pro-
vided an overview of the power dissipation characteristics of ubiquitous networks.
An outlook of energy harvesting model for NGNs is presented in Sect. 4. All the
factors that incur power consumption are discussed in Sect. 5. Section 6 presented a
brief overview of optimization techniques to reduce the overall energy consump-
tion. Further, Sect. 7 described the currently existing energy-efficient techniques for
NGNs. Section 8 provided experimental analysis of the existing energy-conserving
mechanisms. Finally, Sect. 9 concluded the paper.

2 Power Consumption at Base Station and Mobile Host
in Ubiquitous Networks

During communication, power is consumed at various levels like at base stations,
wireless host, or intermediate components. However, maximum fraction of power is
consumed at base station. The internal architectural design of base stations
depicting the power consumption phenomenon is discussed below [1] (Fig. 1).

Power level at base stations is affected by the transceiver chain. Mathematically,
it can be formulated as follows

Pout = ðNTRX*ððPmax ̸ηPA ⋅ ð1− σfeedÞÞ+PRF + PBBÞÞ ̸ð1− σDCÞð1− σMSÞð1− σcoolÞ.
ð1Þ

Fig. 1 Power consumption mechanism

416 V. Gupta and P. Bonde



where Pout is the output power, NTRX is the number of transceivers, Pmax is the
maximum power, ηPA is the active-mode efficiency, and σfeed, σDC, σMS, and σcool
are power coefficients of feeder, DC converter, mobile station, and cooling appa-
ratus, respectively. PRF and PBB are the power of RF converter and power of
backbone network, respectively.

Wireless devices can be either active or idle. So, mathematically, power con-
sumption can be governed as follows

Pactive =Ntx Ptx Ton− tx + Tstð Þ+PoutTon− tx½ �+Nrx Prx Ton− rx + Tstð Þ½ �Þ. ð2Þ

Pradio = Pactive + TidlePidle + TsleepPsleepÞ. ð3Þ

where Pactive is the active-mode output power, Pout is output transmitted power, and
Pradio is the overall power. Ntx and Nrx are the average rates of transmitter usage and
receiver usage, respectively. Ptx and Prx are the average power consumed by the
transmitter and the receiver, respectively. Ton-tx and Ton-rx are transit on time and
receive on time, respectively. Tst is transceiver start-up time. Tidle and Tsleep are the
idle time and sleep time, respectively. Pidle and Psleep are the power consumed
during idle mode and sleep mode, respectively.

For reducing the power consumption, a new layer called the middleware layer
[2, 3] is being introduced at the protocol stack as shown in Fig. 2.

3 Factors Affecting Power Dissipation in New-Generation
Networks

The functionality, designing and topology of access networks and core networks
differ and change dynamically. In real time, network conditions like frequent data
rates, transmission policy, scalability are highly unpredictable. Thus, network
architecture and conditions affect the energy levels to great extent.

Fig. 2 Protocol stack in power management
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Wireless devices are size-constrained and possess complex circuits and limited
processing and storage capacity. Intra-technology components operate impeccably,
but inter-technology components need auxiliary support. Also, efficient commu-
nication protocols and modeling techniques are required for proper data processing.
So, hardware specifications, compatibility and interoperability and software spec-
ifications greatly affect the power levels.

4 Energy Harvesting Model of New-Generation Networks

Energy harvesting (EH) is becoming an essential technology for realizing perpetual
and uninterrupted networking. The basic EH model [4, 5] is diagrammatically
depicted in Fig. 3.

It comprises energy harvester to process ambient energy. It is stored in the form
of charges at storage unit and gets converted into usable form through AC–DC
converter. Microprocessor distributes the power among network components and
stores it temporary at data buffers during idle period. Backbone networks provide
backup support to base stations through power grid.

5 Issues in Energy Harvesting in New-Generation
Networks

Throughput and QoS standards are important parameters in deciding the vitality of
network. Also, different end-user applications consume different amount of power.
This degrades the overall performance due to battery constraints. So, throughput
maximization and QoS and QoE maintenance are intricate issues.

Mobility causes security threats, interference, signal fluctuations, and perfor-
mance issues. Also, the mobile host often loses connection due to battery drainage.
Moreover, incorporating authentication mechanisms increases communication
latency causing extra power usage. So, managing mobility, security, and seamless
connections are tough.

Fig. 3 Energy harvesting model
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High mobility causes interference and fast battery drainage and affects the
received signal strength (RSS). Also, frequency reusing raises interference and idle
period causing extra power usage. This demands channel reusability for proper
bandwidth utilization. So, bandwidth utilization, signal strength, and interference
management are exigent tasks.

NGNs are highly dynamic and demand continuous resource usage. They must be
scalable enough to support both centralized and distributed communications. Also,
for better services, higher data rates are desirable. These factors cause enormous
power consumption. Also, lower transmission power degrades performance,
whereas higher values increase energy usage. So, managing scalability, high data
rates, transmission power optimization, and infrastructure usage are intricate issues.

Ambient energy is sparse and sporadic, and its maintenance incurs infrastructure
and cost overheads. Also, EH algorithms suffer various imperfections which make
them unfit for real-time scenario. For better QoS and QoE standards, network must
be fault tolerant [6, 7] and everlasting. Hence, ambient energy management, EH
imperfection reduction, and robustness are exigent issues.

Heavy load causes congestion, data loss, and high latency, switches devices to
idle mode, and degrades the performance. As complexity increases, data routing
becomes tough and unpredictable causing communication overheads. Thus, proper
traffic scheduling [7] and overhead reduction is tough in power-constrained
networking.

6 Power Optimizing Techniques in New-Generation
Networks

To optimize energy, selective switch off technique [8, 9] is most effective. It
demands software redesigning, hardware reconfiguration, and routing protocol
adaption to sustain standby mode. Different components have different power
requisite as per their design. So, power ration of all the components [10] must be
well optimized. Since large hop count raises communication latency and power
usage, least hop count is admissible.

Efficient network designs for core networks [9], access networks, and metro
networks [10] can be achieved by re-engineering the protocol stack. Several
redesigning strategies and load adaptive and traffic engineering techniques have
been introduced in [11] to achieve the goal of power-efficient backbone networks.
At base stations, utmost power dissipates in transmission phase. So, base station
transceiver (BST) optimization strategies like standby radio units, passive cooling,
efficient rectifiers have been introduced.

Routing protocols must be energy efficient during activity and inactivity of
nodes. Gouda et al. [12] and Kanakaris et al. [13] analyzed various energy-efficient
routing protocols in ad hoc networks. Link failure causes channel congestion and
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increases load causing heavy power consumption. Thus, reducing link failures is
highly desirable.

For power optimization, [11, 14] introduced certain techniques like wavelength
grooming, waveband grooming, cell area revision to handle both static traffic and
dynamic traffic properly. Load sharing can be achieved by varying link configu-
rations or link rates. Addis et al. [6] and Dharmaweera et al.[11] presented con-
figuration techniques like single link and bundled link and link rate techniques like
single link rate (SLR), mixed link rate (MLR), and adaptive link rate (ALR).

Isotropic antenna [8] increases power dissipation, especially in unicast com-
munications. So, the use of directional antenna reduces interference and data
retransmission and enhances energy efficiency of networks. Cognitive radio [8] can
reduce the interference and are capable of bonding multiple channels together to
attain higher transmission speed. So they can be used to reduce the overall trans-
mission power. Session management technique called beacon [8] reduced the duty
cycle for optimizing the energy rations of the network enormously. While ambient
energy [4] sources are intermittent and sparse, they can still meet the extra energy
needs of NGNs. Hence, these resources must be properly harvested.

7 Overview of Existing Energy Conservation Techniques

To achieve the goal of green networking, [15] proposed an energy-efficient
load-balancing technique. Similarly, [16] proposed a threshold-based transmission
policy for correlated energy sources. For improvising the energy efficiency of
small-scale wireless networks, a piezoelectric cane is used in [17]. A Markov
decision process (MDP) was introduced in [18] to improve the energy necessities of
self-organizing networks. Wang et al. [19] proposed a random online control policy
based on the Lyapunov optimization technique to maximize the energy efficiency of
wireless networks. A contention-based energy-efficient protocol was introduced in
[20] to enhance the performance during intra-cluster communication. Orumwense
et al. [21] analyzed the energy requirements in cognitive radio networks and
investigated the various energy harvesting techniques for such networks. In [22],
both energy spectrum and energy harvesting techniques are collectively configured
to reduce the energy rations.

Wireless devices have limited size, battery, and operational capabilities. Hence,
various routing protocols like minimum battery cost routing (MBCR), min–max
battery cost routing (MMBCR) [23], and conditional min–max battery cost routing
(CMMBCR) have been introduced to enhance battery lifetime. Also, various
approaches have been proposed in [24] to enhance the energy efficiency in
MANETs. Power-aware routing optimization (PARO) model [25] optimized packet
forwarding energy in ad hoc networks.

Accounting for energy provisions of optical networks, [26] discussed various
reduction techniques to make optical fibers more energy efficient. Rouzic et al. [27]
discussed the solutions and innovative ideas toward power-efficient optical
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networks. The joint transmission scheme [28] optimally allocated time and power
among the base stations. Heddeghem et al. [29] utilized analytical power model to
analyze the power-saving techniques in backbone networks. Similarly, [30] pro-
posed an energy-saving algorithm based on sleep mode methodology.

8 Discussions and Analysis

Zhou et al. [15] proposed a load-balancing algorithm for internetworking between
LTE and low-powered Wi-fi networks. Through signal quality adjustments, the
algorithm achieved 13.11% energy efficiency and also enhanced resource utilization
and user experience. The PARO model proposed in [25] followed on-demand
approach to reduce the overall point-to-point power consumption. The AODVEA
protocol [31] performed local forwarding decisions over energy threshold values.
However, the modified version was found to deliver optimized result as compared
to original algorithm. Sinai et al. [32] proposed a delay-aware approach for efficient
cross-layer resource allocation to enhance the energy productivity.

The survey in [29] revealed that to achieve power efficiency, either device power
rating or traffic needs to be reduced. The energy-saving algorithm proposed in [30]
evaluated decision index for switching off the nodes based on the stress centrality
values. In this approach, neither traffic pattern nor parameter was required for
decision making. It proved 50% more efficiency but faced implementation issues
regarding testbed emulation and number of iterations. The study conducted at [21]
revealed that cognitive radio is highly energy demanding because of spectrum
sensing, reconfigure ability, higher QoS delivery, and network discovery activities.
Simulation results in [22] proved the suitability of FreeNet in alleviating network
congestion, upgrading network capability, and broadband provisioning in urban
areas. Wang et al. [19] maximized the data rate and energy efficiency any prior
knowledge about the channel by reducing battery imperfections of storage units.

The solutions in [27] improved the energy efficiency of optical networks and
supported sustainable growth by reducing the impact of power constraints. The
study at [26] revealed that bandwidth in optical networks can be enhanced up to
66% through thin client paradigm. The energy-efficient MAC protocol in [20]
considered partial clustering and improved energy usage without any additional
delays. The study at [33] revealed that threshold-based switching reduced 50% of
the power consumption and interference.

An integrated holistic approach discussed in [34] enhanced the overall service
quality, application standards, throughput, network capacity, and global produc-
tivity in a concurrent fashion. The power consumption model in [32] enhances the
performance at data link layer by considerably improvising the effective capacity
(EC) and effective energy efficiency (EEE) during transmission. The scheme in [18]
conserves 53% power over average consumption, 73% over low traffic, and 23%
over high traffic patterns.
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9 Conclusions

The basic objective of the paper is to explore the hidden potentials for energy
harvesting in NGNs for attaining energy optimization. This paper discussed the
peculiar issues and challenges of wireless energy management. It focused over the
affairs and factors contributing power dissipation in NGNs. It also analyzed cur-
rently existing techniques to provide future directions to the new researchers. The
research will serve as a framework for coping up with mobility security and con-
nectivity requirements. In light of this, novel energy-efficient mechanisms can be
formulated to enhance the service quality and user satisfaction simultaneously.
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Takagi Sugeno Fuzzy for Motion
Control of Ball on Plate System

Vinodh Kumar Elumalai, V. Keerthi Prasath, B. Khizer Ahamed,
Rajeev Gupta and Sameer Kumar Mohapatra

Abstract This paper presents the Takagi Sugeno (TS) fuzzy scheme for stabi-
lization and motion control of ball on plate system. Plant nonlinearity and inter-axis
coupling are the two major challenges which enhance the complexity of controller
design for ball on plate system. Hence, in this paper, we utilize the TS fuzzy-based
input–output mapping to deal with the nonlinearities and model variation associated
with the ball on plate system, which emulates the concept of visual servo control
(VSC). The motivation for using TS fuzzy model is that it can capture the dynamics
of a nonlinear plant model with fewer fuzzy rules and yield better accuracy com-
pared to Mamdani fuzzy. Moreover, as TS fuzzy is a multimodal approach, it offers
a systematic way to derive the fuzzy rules from the given input–output data. The
performance of the control scheme is validated through simulation, and the tracking
results prove that the TS fuzzy scheme can offer precise tracking control of ball on
plate system.

Keywords TS fuzzy ⋅ Ball on plate system ⋅ Visual servo control
Under-actuated system
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1 Introduction

Visual servo control, a multidisciplinary research area, has attracted considerable
attention in both academia and industry for its vast applications ranging from
autonomous vehicle navigation, robot control to factory automation [1].
Non-contact measurement, versatility, and accuracy are the key features that attract
visual feedback for closed-loop control. The ball on plate system, a typical
benchmark plant for VSC, is the extension of classical ball on plate system which is
widely used in the control engineering laboratories to assess the efficacy of various
control algorithms. As the ball on plate system is a highly nonlinear, multivariable,
and under-actuated system, designing a control algorithm for stabilization and
tracking is always challenging. In the literature, several control algorithms have
been reported for position control of ball on plate system. For instance, using Euler
estimator to determine the position of the ball, Park and Lee [2] put forward a
sliding mode control algorithm to deal with the variation in the surface character-
istics of plate and mass of the ball. To minimize the aftereffects of friction between
the plate and ball, Wang et al. [3] proposed a disturbance observer-based friction
compensation scheme and proved that design avoids limit cycle.

Even though several results have been reported on classical control design for
ball on plate system, the use of fuzzy logic for controlling the dynamics of ball on
plate has not been much explored. Hence, this paper aims to investigate the efficacy
of TS fuzzy scheme for tracking application of ball on plate system. The key reason
for using the TS fuzzy is that it does not require the accurate plant model for control
implementation and is more suitable for nonlinear plant dynamics.

2 Ball on Plate System

The ball on plate system consists of a metal plate, a ball, an USB-based overhead
camera, and two servo motors which control the X and Y directions of the plate.
The plate is attached to the servo motors through 2 DoF gimbals such that it can
swivel about any direction. The objective is to control the tilt angle of the plate
through servo load gears so that the ball can be positioned at desired location. As
the X and Y coordinates of ball on plate system have similar dynamics, the key
equations that govern the dynamics of X-direction control are given here for
brevity. Interested readers can refer [4] for detailed modeling of ball on plate
system.

The translational and rotational forces acting on the ball due to gravity and
moment of inertia are given by

Fx, t =mbg sin αðtÞ ð1Þ
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Fx, r =
Jb d2

dt2 xðtÞ
r2b

ð2Þ

where mb is the mass of the ball, g is gravity, α is the plate angle, Jb is the moment
of inertia, and rb is the radius of the ball. Applying Newton’s law, we can write the
following system dynamic equation.

mb
d2

dt2
xðtÞ=Fx, t −Fx, r ð3Þ

Hence,

mb
d2

dt2
xðtÞ=mbg sin αðtÞ− Jb d2

dt2 xðtÞ
r2b

ð4Þ

From Fig. 1, the relation between the plate angle and servo angle can be
described as

sin αðtÞ= 2rarm sin θlðtÞ
Lt

ð5Þ

where Lt is the length of the table, rarm is the gear radius, and θl is the servo angle.
Substituting (5) into (4), we can obtain the following nonlinear equation of motion
of the ball.

Fig. 1 Schematic of ball on plate system
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d2

dt2
xðtÞ= 2mbgθlrarmr2b

Ltðmbr2b + JbÞ ð6Þ

We utilize TS fuzzy scheme, as illustrated in Fig. 2, to deal with the nonlinear
dynamics of the plant. The plate image captured by the USB camera is used to
determine the X and Y coordinates of the plate using background subtraction image
processing technique. The control objective is to position the ball to the desired
trajectory by controlling the servo angle through fuzzy controller. In the next
section, the TS fuzzy scheme and the fuzzy rules are given in brief.

3 Takagi Sugeno Fuzzy Control

Takagi Sugeno fuzzy system, a special class of functional fuzzy system, is a
multimodal approach that implements a nonlinear interpolation in the linear map-
ping. Compared to Mamdani fuzzy, TS fuzzy can model highly nonlinear system
with fewer rules and better accuracy [5, 6]. Moreover, as the TS fuzzy has linear
function of inputs as the consequents, it is computationally efficient and suitable for
nonlinear plants. Consider a nonlinear system

x ̇= f ðxÞ+ gðxÞu ð7Þ

where x= x1, x2, . . . , xn½ �T is the state vector, f ðxÞ and gðxÞ are the nonlinear func-
tions of the system, and u is the control input. The TS fuzzy utilizes the input–output

Fig. 2 Block diagram TS fuzzy control for ball on plate system
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relationship to design a fuzzy rule-based model [7]. In general, the rule in the TS
fuzzy is of the form:

Ri: If a1isZi
1, a2 is Z

i
2, . . . .am is Zi

m

then yi = ai0 + ai1s1 + ai2s2 +⋯+ aimsm ð8Þ

where ai represents the input models, yi denotes the inferred output of the ith fuzzy
submodel, Zi

m is the fuzzy set, si is the consequent variable, and yi is the output of
the ith fuzzy implication. Sugeno-type fuzzy inference system (FIS) utilizes the
following weighted average method to calculate the crisp output [8].

Table 1 Fuzzy membership and output parameters

Fuzzy Error and velocity coordinates Output

NVL: negative very large [−0.245 −0.205 −0.195 −0.155] −30
NL: negative large [−0.195 −0.155 −0.145 −0.105] −20
NM: negative medium [−0.145 −0.105 −0.095 −0.055] −10
NS: negative small [−0.095 −0.055 −0.045 −0.005] −5
ZR: zero [−0.045 −0.005 0.005 0.045] 0
PS: positive small [0.005 0.045 0.055 0.095] 5
PM: positive medium [0.055 0.095 0.105 0.145] 10
PL: positive large [0.105 0.145 0.155 0.195] 20
PVL: positive very large [0.155 0.195 0.205 0.245] 30
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Fig. 3 Input membership functions of TS fuzzy
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y= ∑
n

i=1
Wiyi ̸ ∑

n

i=1
Wi ð9Þ

where n indicates the no of fuzzy rules, and Wi represents the degree of firing the ith
rule, defined as

Wi = ∏
m

j=1
μZjaj ð10Þ
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Fig. 4 X-coordinate tracking response and error

Table 2 Fuzzy rules

Error velocity (Δe)
Angular error (e) NVL NL NM NS ZR PS PM PL PVL

PVL ZR PS PM PM PL PL PL PVL PVL
PL NS ZR PS PM PM PM PL PL PVL
PM NM NS ZR PS PM PM PM PL PL
PS NM NM NS ZR PS PS PM PM PL
ZR NL NM NM NS ZR PS PM PM PL
NS NL NM NM NS NS ZR PS PM PM
NM NL NL NM NM NM NS ZR PS PM
NL NVL NL NL NM NM NM NS ZR PS
NVL NVL NVL NL NL NL NM NM NS ZR
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μZj is the membership function of the antecedent fuzzy set Zi. The TS fuzzy con-
troller input is

u= f ðe, e ̇Þ ð11Þ

where e= r− y with r as the reference input and y as the actual output.

4 Results and Discussion

The motion control performance of TS fuzzy is assessed using MATLAB/Simulink
2015B. For the ball on plate system, the error and velocity of error are the input
membership functions for TS fuzzy and servo angle is the crisp output. Figure 3
illustrates the input membership functions, and Tables 1 and 2 give the fuzzy
parameters and rules, respectively.

4.1 Command Tracking Response

To validate the reference tracking performance of the TS fuzzy-based ball on plate
system, a sinusoidal trajectory with an input frequency of 0.02 Hz is given as a test
signal for both X and Y axes. Figures 4 and 5, which illustrate the command
tracking performance of X and Y coordinates along with the tracking errors,
highlight that the fuzzy scheme closely tracks the input command and results in a
tracking error of 0.05 cm peak to peak in both the axes. Figures 6 and 7 depict the
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Fig. 5 Y-coordinate tracking response and error
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respective servo angles of the two coordinates (θx, θy) and motor voltages (Vm, Vy)
supplied to X and Y coordinates. It can be noted that the fuzzy scheme implements
precise control over servo angle so as to capture the minimum change in ball
position.
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Fig. 6 X-coordinate servo angle and motor voltage
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5 Conclusions

This paper has presented a TS fuzzy scheme for stabilization and motion control of
ball on plate system. Unlike the conventional control approaches which focus more
on modeling the plant and using that model for designing a controller, fuzzy control
acts as an artificial decision maker that does not require the accurate plant model for
controller implementation. Moreover, fuzzy control can also accommodate non-
linear dynamics of the plant and offer precise control based on the judicious
selection of fuzzy rules. Motivated by these key aspects, we have synthesized a TS
fuzzy scheme and assessed the performance of a ball on plate system for reference
tracking application. Simulation results prove that the TS fuzzy can offer precise
control even if the plant model has nonlinear dynamics.
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Human Cancer Classification
and Prediction Based on Gene Profiling

H. N. Megha and R. H. Goudar

Abstract Cancer is one of the larger families of diseases; it is a collection of 100s
of diseases that involve abnormal cell to grow and spread to the other parts of the
body which leads to worldwide death of the human being. There are different types
of cancer, so for those we need to identify and classify all those different types. In
the field of bioinformatics, the main important thing is cancer diagnosis, so we need
to do it by selecting the subset of feature gene. In cancer diagnosis, the greatest
significance is classifying the different types of tumors. By providing an accurate
prediction for various types of tumors, we can provide a better treatment for cancer
patients and also it reduces the toxicity on patients. The main important thing in this
paper is to differentiate between cancer subtypes by creating different methodolo-
gies. This paper explains different methodologies, based on gene profiling for the
classification and prediction for different types of human cancer. The proposed
methodology in this paper is a combination of symmetrical uncertainty (SU) and
genetic algorithm (GA).

Keywords Human cancer prediction and classification ⋅ Gene profiling
Symmetrical uncertainty (SU) ⋅ Genetic algorithm (GA) ⋅ Gene expression
programming ⋅ Feature gene selection ⋅ Cancer diagnosis

1 Introduction

Cancer is a collection of many diseases which involve abnormal growth of cell/
abnormal cell division without control in present which spread to all other parts of
the body. All tumors are not cancerous. This uncontrolled growth of the cell causes
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a lump called a tumor to form, and it spreads to the other parts of the body through
blood and lymph system. There are more than 10 million patients in the world, and
the cancer mortality rate is extremely high. Symptoms of cancer are not obvious,
and the lesions are so small, so it is not so easy to find this cancer disease. The
symptoms which indicate cancer are loss of weight, prolonged cough, abnormal
bleeding, lump, etc.

There are different types of cancer, In that Each cancer has its feature of gene
expression profiling, so the key to decide cancer samples classification and iden-
tification, we need to extract/select the DNA, from that we should select a collection
of gene feature/markers in the form of tens of thousands which is measured from
the selected/extracted DNA.

The main two aspects of gene expression profiling to identify and classify the
tumor are as follows.

1. In the current era, even though there is availability of gene expression data, it is
not totally appropriate for the practical application and hence the final decision
lies in the hands of medical specialist. Using gene expression data from cancer
patients by data screening, it reduces the time and payment and helps to extract
the feature genes directly and use them in identification and diagnosis of cancer
diseases.

2. DNA microarray data is of high dimension and is of small sample size, highly
redundant and is imbalance in distribution. Thus, the way of extracting feature
genes from high-dimensional data is of greater importance. Cancer gene pro-
filing consists of a huge number of genes; however, most of the genes are not
eligible to participate in the processes of identification and classification.

The correlated gene information increases computational overhead in classifi-
cation, due to which the improvement lags behind. So, gene profiling analysis is
required.

The above two aspects are used to identify and classify tumors in human using
gene profiling.

The greatest significance in diagnosis of cancer tumors is classification of different
types of tumor. By providing accurate prediction for various types of tumors, we can
predict a better treatment for cancer patients and also it reduces the toxicity on
patients. To predict the cancer disease, one of the important techniques is used which
is called as “DNA microarray”. For the analysis of gene expression in a large variety
of experimental researches, the above technique is effectively used. There is a pre-
processing step in DNA microarray data analysis; i.e., for the purpose of cancer
classification, we need to select appropriate feature genes. From two samples cells
taken from the blood of the suspected person, we can analyze gene expression levels
of several thousands of genes by using a technique called DNA microarray.
Depending on the test results, we can investigate the disease, like progress in diseases,
extract diagnosis, drug reaction and improvement after treatment should be done.

This paper tells about the classification problem in human cancer disease by
using gene profiling. It represents a new methodology to analyze the DNA
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microarray datasets, and efficiently, it classifies and predicts the different human
cancer diseases.

(1) First methodology used here is symmetric uncertainty (SU) for feature selection
in gene.

(2) Second methodology used is genetic algorithm (GA) for feature reduction in
gene.

(3) Final methodology is gene expression programming (GEP); this is used to
classify different types of human cancer diseases.

All the above 3 methodologies improves the accuracy in classification, For
classifying the cancer disease by minimizing the number of feature gene and by
avoiding the genetic algorithm being trapped in local optimum.

2 Proposed Methodology

The proposed methodology consists of classification and prediction of various types
of human cancers and is shown in Fig. 1.

The details of Fig. 1 are explained below:

1. Initial Sample: The blood samples are collected from the suspects for further
processing. These samples act as test data.

2. Gene Profiling: To understand the complete scenario of cellular function, we
need to analyze thousands of genes activities at a time. To perform this activity,
genes are extracted from initial sample to decide about the cancer-causing genes.

3. Feature Selection: From the extracted genes in the gene profiling, to select vital
feature, the symmetrical uncertainty (SU) method is used.

4. Feature Reduction: For this process, genetic algorithm (GA) is performed on
selected features of the genes obtained from the feature selection.

5. Classification and prediction: To classify and predict the type of cancer, gene
expression programming (GEP) method is used.

1. Feature Selection
There are two different kinds of feature selection, namely

i. Filter method,
ii. Wrapper method.

Filter Method is one of the most common methods used for feature selection
based on symmetrical uncertainty (SU). The genetic algorithm population can be
calculated by the addition and deletion of feature genes. It is used to detect the
improvement or ranking of every feature separately. It is used for classification
process. It is independent of their learning algorithm; it is very simple, fast, and
scalable for computational process. This approach is used for feature selection and
is carried out at a time. The intermediate result of this process is provided as input
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for different classifier. There is lots of feature selection/ranking technique that are
introduced; some of them are correlation-based feature selection (CFS), principal
component analysis (PCA), gain ratio (GR), information gain (IG), symmetrical
uncertainty (SU), etc. Some of the technique does not perform feature selection
instead they are used for feature selection ranking. Hence, in this paper, I am
considering symmetrical uncertainty for feature selection.

Wrapper Method: It uses the classification method to calculate/measure the
feature set importance, so the feature selection is completely dependent on the use
of classifier model. This wrapper model is very costlier for the big dimensional
database because in the form of computational complexity and time, the set of
features of genes should be evaluated along with the classifier algorithm used here.
It is very good in performance than filter model because the process of feature
selection is optimized for the classification algorithm used in this technique.

Symmetrical uncertainty (SU): This technique is used for the selection of vital
features from the input of gene profiling. Selected feature is used to choose a subset
of related feature for powerful classification of data from the original feature set.

Fig. 1 Classification and prediction system
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2. Feature Reduction
Genetic algorithm (GA): This technique is used for feature reduction which is
selected by symmetrical uncertainty. Genetic algorithm is an optimization algorithm
which is used for the processes of biological evolution, and by modifying chromo-
somes population, it solves the problem of this algorithm. One value was assigned for
each chromosome that is related to its achievement in solving the queries.

3. Classification and Prediction
Gene Expression Programming (GEP): This technique is used for the classifi-
cation and prediction of different types of human cancer disease. It is the branch of
genetic algorithm (GA). DNA microarray technology is used to predict the cancer
disease in most of the experimental research centers. To classify that cancer disease,
gene selection is one of the most important phases in biological field (Table 1).

3 Related Work

Salem et al. [1] proposed a classification of human cancer based on gene expression
profile. New methodologies based on gene expression which combines both
information gain (IG) and deep genetic algorithm (DGA) are used to classify the
human cancer.

Xuekun et al. [2] have done a research based on gene expression profiles for
cancer type identification. A feature from gene module was selected and then put to
the test set which includes four types of cancer samples which is carried out by
SVM and improved relief algorithm, which showed excellent performance to select
and classify the cancer types.

Soto et al. [3] proposed analysis of gene expression for lung cancer based on
approach of technology merging. A new approach was used which merges datasets
from different microarray technologies from which a bigger dataset is obtained to
analyze different genes using gene expression.

Chretien et al. [4] proposed method of selection of genes based on expression
among various patients which help in finding new genetic markers for specific
pathology. Relevant genes are clustered and computed using a LASSO estimator,
and the most severe tumor state is finally provided.

Table 1 List of different algorithms used in feature selection, feature reduction, classification, and
prediction regarding the human cancer types based on gene profiling

Methodologies Algorithms used

• Feature selection • Symmetrical uncertainty
• Feature reduction • Genetic algorithm
• Classification and prediction • Gene expression profiling
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Tarek et al. [5] proposed a cancer classification ensemble system based on gene
expression profiling. The classification is carried out on molecular level investi-
gation which is accurate for diagnosis of different cancer type. This system not only
increases the performance, but also the confidence of the results because of the
understanding of the functioning of the genes and the interaction between the gene
in normal and abnormal conditions.

Sota et al. [6] proposed a method which compares several mathematical trans-
formations across many datasets including nonparametric Z scaling (NPZ).

4 Conclusion

It is necessary to confirm the type of cancer and the stages of development before
the treatment and therapies to cure cancer. A new method was proposed to detect
and diagnose, predict and classify the different types of cancer. The symmetrical
uncertainty method is used for feature selection. Feature reduction is carried out by
genetic algorithm, and to classify and predict the different types of cancer, gene
expression programming is used. The above three steps thus help in prediction and
classification of different types of cancer in human being.

5 Declaration

Authors have obtained all ethical approvals from appropriate ethical committee and
approval from the subjects involved in this study.
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Fuzzy-Based Classification for Cervical
Dysplasia Using Smear Images

Mithlesh Arya, Namita Mittal and Girdhari Singh

Abstract Cervical dysplasia is the second most cause of the death in the females.
A Pap smear test is the most efficient and prominent screening method for the
detection of dysplasia in cervical cells. Pap smear is time-consuming, and some-
times, it is an erroneous method. Automated and semi-automated systems can be
used for cervical cancer diagnosis and treatment. In our proposed approach, we are
segmenting image first; the RGB image transformed into L * a * b * format. Then,
using K-means clustering technique image has segmented into background and
cytoplasm. Thresholding and the morphological operations have used to segment
nucleus only from the second cluster. The shape-based features of the nucleus have
been extracted. In the classification phase, fuzzy C-mean (FCM) has been used for
clustering. Principle component analysis (PCA) is used to find the most prominent
features. The classification of Pap smear images is based on the Bethesda system.
The approach has performed on a dataset obtained from pathologic laboratory
containing 150 Pap smear images. Performance evaluation has been done using
Rand index (RI). The RI of fuzzy C-mean is 0.933, and using PCA, it is 0.95.

Keywords Smear images ⋅ K-means clustering ⋅ The Bethesda system
Fuzzy C-mean ⋅ Principal component analysis
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1 Introduction

According to a survey in the year 2015 on cervical dysplasia, a total number of
detected cases were 1,22,500 and out of them, 67,400 lost their life [1]. In India,
cervical cancer is the most common cause of female mortality. According to the
latest census, female population aged 15 years and more is 432 million in India and
this is the number which is at risk of acquiring cervical cancer. The peak incidence
of detecting cancer is 54–59 years of age. There are many reasons for developing
cervical cancer like lack of awareness, early marriage, prolonged use of contra-
ceptive pills, multiple partners, poor hygiene, low immunity [2]. Infection of human
papillomavirus (HPV) is strongly associated with cervical cancer. Vaccinations
against many strains of HPV including HPV 16 and 18 are available in the market,
but due to lack of awareness, these preventive measures are not in very much use.
Although the government of India started many awareness programs, it is still in an
early phase.

Pap’s smear (Papanicolaou test) test is most commonly used screening test.
Pap’s smear test was first demonstrated by the scientist George Papanicolaou in
1940 [3]. Pap test helps in detecting precancerous changes in the cervical cells. In
Pap smear cells are scrapped from the cervical cell lining, and then, cells are spread
over the glass slide. Cells obtained are mostly from the superficial layer. The
cell-laden slides are then stained with a dye called methylene blue and allowed to
dry. A stained slide containing cervical cells and other cells is examined under the
microscope. Normally, the nucleus to cytoplasm ratio is 1:4–1:6, but in precan-
cerous cells, the ratio gets disturbed; that is, the nucleus size becomes many times
of that normal nucleus size. Limitations of this procedure are that it is very
time-consuming as well as a lot of experience is required to classify the cells
according to their morphological findings. We are using a system of classification
which is approved and recently been updated by the association of pathologists that
is the Bethesda system (TBS) [4]. The Bethesda system (TBS) is used for reporting
of cancerous and precancerous stages for Pap smear results. According to TBS,
cervical dysplasia is categorized into three levels:

1. Normal
2. Low-grade squamous intraepithelial lessons (LSIL)
3. High-grade squamous intraepithelial lessons (HSIL).

2 Literature Work

There have been many studies on cervical dysplasia. For single cell and multiple
cells, many automated and semi-automated systems have been proposed. These
proposed methods can be categorized using these three factors: (1) type of
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segmentation algorithms used for identification of ROI, (2) features extracted, and
(3) type of classification method used.

For the segmentation, many techniques have been proposed. The paper [5] has
used Gaussian mixture model (GMM) and expectation–maximization (EM) algo-
rithm for the segmentation of nucleus and cytoplasm both. In paper [6, 7],
thresholding value and morphological closing methods have been used. In paper
[8], GMM and EM algorithm with K-mean clustering have been used for seg-
mentation. In paper [9], J 1.44 C has been used for segmentation and preprocessing.
J image is an application for image processing. In paper [10], watershed algorithm
has been used to identify the area of background, nucleus, and cytoplasm. In paper
[11], multiple morphological operations and Gaussian function have been used to
extract the ROI.

The literature has categorized into shape-based and textural-based features. In
paper [6, 8], shape-based features like area, perimeter, major axis, minor axis,
compactness, and N/C ratio have been extracted. In paper [12], comparative
analysis of single and multiple features has done. In paper [10, 11], gray-level
co-occurrence matrix (GLCM), Haralick, Gradient and Tamura-based features have
been extracted.

The literature reflects the cell classification mainly focusing on a single cell and
multiple cells into normal and abnormal classes. Smear level classification is
comparatively difficult. In paper [13], single-cell classification into two classes
using SVM has been compared with ANN and KNN. In paper [14], decision tree
has been used to classify into four classes. In paper [15], minimum distance clas-
sifier and KNN have been used for single-cell classification into two classes.

3 Generated Dataset

In our study, we are capturing images using the high-resolution digital camera
(Leica ICC50 HD) which is mounted on a microscope (Leica BX 51) in the
Department of Zoology at the Rajasthan University, Jaipur. The images are stored
in a digital format with tiff extension. Magnification of images can be done at
various scales like 10× , 20 × , 40 × , and 100× . We are using 40× magnifications.
Images obtained are displayed at the resolution of 2560 × 1920 with 24 bits color
depth. In our study, 150 Pap smear images have been collected which contain at
least 700 cells. For the validation of our work, DTU/HERLEV Pap smear bench-
mark dataset [16] which has been collected by the Department of Pathology at
HERLEV University Hospital. The dataset consists of 917 images which are
classified into seven classes. The first three classes correspond to normal cells, and
the remaining four classes correspond to abnormal cells. Cell distribution is men-
tioned in Table 1 in the dataset.
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4 Proposed Method

4.1 Segmentation

The steps of our proposed work have been represented in Fig. 1. Preprocessing and
segmentation tools have been used to extract the nucleus from the multiple cells’
image. For obtaining efficient segmentation results, we have used following steps.
The RGB color image is converted into L * a * b * format because lots of colors
like pink, red, and blue are presented in the colored image. The L * a * b * color
space enables to easily visually distinguish colors from each other. The median
filter has been used to remove noise. K-means clustering function has been used to
separate the objects by clustering and separate out by Euclidean distance. These two
clusters segment the image into background and cytoplasm. From these two seg-
ments, we have selected only second segment and global threshold value has been

Table 1 DTU/Herlev
benchmark dataset description

Type Number of cells

Superficial squamous epithelial 97
Intermediate squamous epithelial 70
Columnar epithelial 74
Mild dysplasia 182
Moderate dysplasia 146
Severe dysplasia 197
Carcinoma in situ 150

Fig. 1 Flowchart of the proposed method
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used to convert it into the gray image and after that separate out the nucleus from
the cytoplasm. To find the exact boundary of nucleus, morphological operations
like dilation and erosion with disk have been used. In the last step, the mask has
been subtracted from the actual image to get the exact nucleus. Figures 2 and 3
show the preprocessed and segmented images of normal cell and abnormal (HSIL)
cell.

As we can see in figure, the size and shape of the nucleus have been changed.
Normal cells have small and round nucleus, but when the normal cell is converted
into abnormal cell, its nucleus size is increased and shape becomes oval or
elliptical.

4.2 Extracted Features

Feature extraction is a process for transferring most relevant information from the
original dataset into a low-dimensional space. In our work, the feature extraction is
applied for converting microscopic images into quantitative and parametric values.

The segmented image gives a number of the nuclei in the smear image. We have
extracted these six features [17] of the nucleus for further classification.

1. Area of nucleus in terms of pixel (A)
2. Perimeter of nucleus in terms of pixel (P)

Fig. 2 Normal cells—original, preprocessed, and segmented

Fig. 3 Abnormal cells—original, preprocessed, and segmented
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3. Compactness of nucleus C=P2 ̸A
4. Major axis of nucleus (H)
5. Minor axis of nucleus (W)
6. Ratio of minor and major axes of nucleus R=W ̸H
7. Eccentricity E= fðH2 −W2Þ ̸W2g1 ̸2

Eccentricity [18] value is zero means cell is normal and its nucleus is round in
shape. But if the value is not zero means cell is abnormal. We have calculated the
above-mentioned features of all nuclei in the single smear image. After that, cal-
culate the mean value of all features for the single image. Tables 2 and 3 show the
feature values for normal cell and abnormal cell.

Table 2 shows that the values of area vary from 55 to 208. Eccentricity value is
near to zero. But, Table 3 shows the area value varies from 1400 to 2700 and
eccentricity values are more than zero. In our dataset, we have 150 Pap smear
images, 50 normal images, 50 LSIL images, and 50 HSIL images. Herlev dataset
has 241 normal images, 328 LSIL images, and 347 HSIL images.

4.3 Classification

Our proposed method has classified cervical dysplasia according to the Bethesda
system into three classes: normal, LSIL, and HSIL using shape-based features of
nuclei only. In classification phase, we have used fuzzy-based clustering tech-
niques. By using the fuzzy C-mean method, we have made three clusters. PCA has
applied on extracted features of nuclei to get the most prominent features.

Table 2 Normal cell area,
perimeter, major axis, and
eccentricity

Area Perimeter Manor
axis

Minor
axis

Eccentricity

55.5494 17.4786 11.0243 8.3602 0.8596
112.3112 31.2199 15.0895 11.0530 0.9294
208.0573 42.1356 15.4119 11.8190 0.8369
117.7223 26.7150 10.2624 7.4882 0.9371

65.9688 20.5998 11.5373 8.8187 0.8436

Table 3 Abnormal cell area,
perimeter, major axis, minor
axis, and eccentricity

Area Perimeter Manor
axis

Minor
axis

Eccentricity

2775.9630 277.6528 48.0584 22.6244 1.8741
1980.6102 195.8354 41.2767 18.8192 1.9521
1413.7889 145.7198 37.9165 19.3573 1.6843
2142.7917 247.2871 45.7400 20.0471 2.0508
1481.5333 215.5227 62.6146 27.6389 2.0328
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5 Result and Evaluation

Fuzzy C-mean clustering technique has been used for classification of data. Three
clusters have been made for normal, LSIL, and HSIL cells. We have used 100
iterations for the better performance of FCM. This external criterion has been used
for quality of clustering. Rand index (RI) measures the percentage of decision that
is correct.

RI = ðTP+TN ̸TP+FP+TN+FNÞ ð1Þ

where TP is true positive values, FP is false positive values, FN is false negative
values, and TN is true negative values.

Confusion matrix of FCM has been shown in Table 4. PCA values of seven
features are 74.7188, 17.8757, 5.3276, 1.8830, 0.1490, 0.0302, and 0.0156. Out of
these seven, only first four are important. Table 5 shows the confusion matrix using
PCA. Rand index value of fuzzy C-mean is 0.933. Using PCA, Rand index of fuzzy
C-mean has been increased and it is 0.953. For Herlev, dataset RI value is 0.925,
and using PCA, it is 0.946. Figure 4 shows the classes using two clusters of normal
and abnormal cells, and Fig. 5 shows the three clusters of normal, LSIL, and HSIL.

Table 4 Confusion matrix of
FCM

Normal LSIL HSIL

48 2 0 Normal
2 47 1 LSIL
0 5 45 HSIL

Table 5 Confusion matrix of
FCM using PCA

Normal LSIL HSIL

48 2 0 Normal
2 47 1 LSIL

0 2 48 HSIL

Fig. 4 Normal and abnormal
classes
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6 Conclusion

The proposed method in this study for the detection of cervical cancer cells has
given good results. In segmentation, the median filter has worked better for removal
of noise and debris. Fuzzy-based clustering technique FCM has been used for the
clustering of cells into three classes normal, LSIL, and HSIL. Rand index obtained
for FCM is 0.933. One more factor PCA has been used for extracting the most
prominent features of the nucleus. The performance has been increased, and the RI
factor has been improved from 0.933 to 0.95. In our future work, we will try to
extract cytoplasm and nucleus from the cells so that we will get more features, and
hence, PCA factor will give better results.

7 Declaration

We would like to thank Dr. Archana Parikh for providing us the Pap smear slides
for our real dataset from her pathology laboratory “Parikhs Pathology Center,
Jaipur.”

Fig. 5 Normal, LSIL, and
HSIL classes
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Human Hand Controlled by Other
Human Brain

Vemuri Richard Ranjan Samson, U. Bharath Sai, S. Pradeep Kumar,
B. Praveen Kitti, D. Suresh Babu, G. M. G. Madhuri, P. L. S. D.
Malleswararao and K. Kedar Eswar

Abstract Presently a days, world confronting a noteworthy reason for the brain

illnesses, in each five youngsters one kid has enduring with cerebrum issues today,

i.e., twenty rate of world population is experiencing diverse brain maladies. Here we

present another innovation, i.e., brain to human peripheral interface (BHPI), which

is not the quite same as brain–computer interface (BCI) and brain to brain interface

(BBI). The brain-dead patient cannot do day-by-day work with their own muscles,

and they require outer assistance from others. In this paper, we have utilized the

ECG sensor to get the ECG and EMG signals from the peripherals of the subject

and by this, ECG and EMG signals are used to control the brain-dead patient’s hand

movement through the electrical muscle simulator. Therefore, this technique can be

utilized to lessen the endeavors of the brain-dead patient.

Keywords Brain to human peripheral interface (BHPI) ⋅ Brain–computer

interface (BCI) ⋅ Brain to brain interface (BBI) ⋅ ECG ⋅ EMG ⋅ Electrical muscle

simulator

1 Introduction

In the previous years, the analysis of brain wave signals is used to move the mechan-

ical parts. Here, this paper explains how to control the human peripherals using

other human brain. Weakened people can work home apparatus or electronic gadgets
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utilizing instruments like remote, mouse, voice, and reassure, and these information

systems can be efficiently used by favored people. But here the condition is quite dif-

ferent, the patient has no control on his muscles so we have to provide the necessary

brain signals to control their muscles.

The brain is an amazing and complex organ. 80 billion neurons inside your brain

send logical messages and chemical messages to peripherals of your body. But it is

shame that one out of five, i.e., 20% of entire world has neurological disorders and

zero cure for these disorders. The major brain diseases that are faced by the world

population are Parkinson’s disease, brain tumor, mental disorder, autism, meningitis,

and brain dead.

The brain to human peripheral interface is a good innovation in the sense of brain-

dead patients and in the fields of extracting the brain wave signals. Here the chemical

messages and the logical messages send from the brain to the hand of the subject.

The ECG and EMG signals are caught at the hand of the subject by using the ECG

sensor AD8232. The ECG and EMG [1] signals are used to control the patient hand

by utilizing the electrical muscle simulator.

2 Related Work

EEG method has been utilized by a considerable lot of analysts for controlling of

various devices like wheelchair, robotic arm, game controllers, animation movies.

Kazno Tanaka prepared an algorithm to identify the patterns from EEG signal to

control left and right position of wheelchairs [2]. Junichi Miyata proposed an algo-

rithm in light of coordinates for straight and corner movement of wheelchair [3].

Brice Rebasamen built up a wheelchair using P300 BCI for predefined locations

[4]. Naisan Yazdani developed a wheelchair which can move left, right, backward,

and forward by using eight electrodes which are kept in the predefined location on

the cerebrum thereby he implemented 3D virtual environment for capturing EEG

signals [5].

3 Proposed Methodology

3.1 System Overview

The proposed methodology uses the subject raw human brain, ECG sensor, and the

electrical muscle simulator.

The ECG sensor has three electrodes that are placed on the hand of the subject.

The EEG signals from the cortex are passed through nervous system, and they make

to shift the hands. In this paper, the motor nerves are responsible to make closing

and opening of the fingers. When the subject closes the fingers, then the ECG and

EMG waves are detected at that time, and by this ECG and EMG waves, we have to
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Fig. 1 Proposed design

make to switch the electrical muscle simulator. The Fig. 1 illustrates the proposed

design.

3.1.1 Brain Anotomy

Limitlessly, nothing on the planet can be isolated and the human cerebrum. The

1.2 kg and 2% of our body weight organ control all body limits including getting

and decoding information from the outside world and passing on the focal point of

the cerebrum and soul. Information, imaginative vitality, feeling, and memories are a

couple the distinctive things facilitated by the cerebrum. The cerebrum gets informa-

tion through different sensors, for instance, find, see, touch, taste, and hearing. The

cerebrum builds up the got data from the various sensors and shapes a basic mes-

sage. The cerebrum controls our body progress of the arms and legs, encounters,

memory, and talk. It moreover picks how a human response to different conditions,

for instance, stress by arranging our heart and breathing rate [6, 7] (Fig. 2).

As it is known, the material structure is another major system in the human body.

The material structure disengaged into central and periphery systems. The central

material framework is made out of two standard parts which are the cerebrum and

spinal line. The periphery material framework is made out of spinal nerves that
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Fig. 2 Subject brain and patient brain

branch from the spinal rope and cranial nerves that branch from the cerebrum. The

periphery horrible structure merges the autonomic generous framework, which con-

trols essential purposes of restriction such as breathing, ingestion, heart rate, and

landing of hormones [8].

3.1.2 ECG Sensor

The AD8232 Heart Rate Monitor module is used to look at the electrocardiogram and

furthermore electromyogram. ECG sensor has three leads that can be set at various

positions on the human body like on trunk, on hands.

The electrical course of action of the heart controls the time and spread of electri-

cal banners through the heart muscle at once in a while separations and loosens up to

pump blood in the midst of each heartbeat. The sound heart will have a methodical

development depolarization. Depolarization is a sudden electrical change within the

cell gets the opportunity to be particularly positive for a brief time frame. Depolar-

ization starts with pacemaker cells in the sinoatrial nerve spreads out through the

atrioventricular center into the store of this fiber and into the purkinje fibers spread-

ing down and to the other side through the ventricles not at all like each and every

other nerve cells that oblige lift to fire [9]. The sinoatrial nerve can be seen as self-

faltering or self-ending it, again and again, gives depolarization discharge and after

that repolarizes and fire again it can be appeared differently in relation to working of

loosening up oscillator in electronics. To be sure, maintained fabricated pacemakers

the loosening up oscillator is used, which goes about as the sinoatrial nerve.



Human Hand Controlled by Other Human Brain 455

Fig. 3 ECG sensor

The layers of living cells acts like charge capacitors one of the refinements is

that among capacitors and film is that the capacitors can be charged and discharged

fundamentally speedier than living cells. This is credited to the direct mechanical

nature of ionic nature in living cells. The electrodes set at patient body recognize the

little changes of electrode potential on the skin that rises up out of the heart muscle

depolarizing in the midst of accomplish heartbeat not in the slightest degree like in

a customary tripled ECG in which tend electrodes put on patients extremities and

trunk.

Here for straightforwardness, we use simply fire terminals put on extremities or

just on trunk. The degree extent of the voltage is only 100 V to around 5 mV. For this

wander, we used AD8232 single lead heartbeat screen unit related with the Arduino

PC. This pack is useful in light of the way that it has all the crucial things i.e. m the

body, the terminal and wires.

The Arduino board is used just to give 3.3 V power supply to the ECD board and

trade information to PC. It is possible to use the power supply on the board from

2 AA batteries and to relate on oscilloscope on which a comparable picture can be

seen. A convenient workstation without relationship with the AC control connector

is used for security reasons.

The AD8232 (Fig. 3) is an organized circuit made by straightforward contrap-

tions a significant drawn-out period of time earlier. It contains everything that is

imperative to separate open up and channel the little biopotential banner in no basic

conditions. The heart screen unit is in like manner used for EMG. EMG recording

of the electrical activity conveyed by skeleton muscles is used as a demonstrative

framework.

3.1.3 Electrical Muscle Simulator

The brain sends electrical impulses via the nervous system to the respective muscles.

So it is natural for our body to trigger muscular activity using electrical impulses.

Muscle simulator (Fig. 4) has copied this natural body principle of electrical

muscular activation. The key to this is a high-quality current modulation medium
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Fig. 4 Electrical muscle simulator

frequency (MMF). With this new form of current, we should trained and made pos-

sible in three different ways. First one of these the so called Neural modulation can

be setup. Here the nerve pathways serve as carriers of the electrical signals. The

motor nerves in the depths of the body are also reached. Accordingly, more muscle

groups can be addressed especially those we can only workout difficulty when using

conventional methods [9].

The second possible way to strengthen our muscle with a platonic involves a real

revolution in EMS training. Modulated medium frequency can activate the muscles

directly without irritating the nerves. The so called bio-modulation of the current is

comparatively gentle but especially effective physiological method of muscle train-

ing, eventually it allows the digital technology of the amplitude imbibe gyro and

mile to modulation. In addition this combination increases the effects of workout

and makes possible the accurate adjustment of the training. So as to meet the train-

ing objectives. We are the muscle impact through the use of amplitude is concerned

science speaks of quasi physiological activation of muscle. That means the targeted

muscle contractions equal the contractions produced by the body itself.

4 Implementation

As shown in Fig. 5, here the EMG waves of the subject are outlined with particular

activity. At the point, when the subject will close the fingers, then the EMG waves

have colossal increment in the amplitude and frequency due to the muscle movement.
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Fig. 5 1 EMG waves when subject opened the fingers. 2 EMG waves when subject closed the

fingers. 3 Patient opens the fingers when there is no response from subject. 4 Patient automatically

closes the fingers when subject closes the fingers

The EMG waves have low sufficiency and recurrence when the subject in the rest

state. With this adequacy and recurrence levels, we will control the patient hand,

i.e., when the subject anxiety the fingers to close, then the electrical muscle simulator

quick to ON and it goes OFF when the subject is in rest position. Here the muscle

movement is finished by utilizing cerebrum waves and in this manner, the subject

mind controls understanding hand. The subject and the patient hands are delineated

in the figure with their particular action. So due to these wafting action in muscle

simulator, there happens action on contraction and expansion making the movement

to the hand of the patient.

5 Conclusion

By and by the mind wave signs are dissected to control the mechanical parts like

mechanical arm, wheel seat, and home mechanization gadgets. In any case, here

this framework controls the human hand by utilizing alternate others human mind.

Human hand controlled by other human cerebrum decreases the endeavors of the

mind-dead patient and gives another lovely life to them. This framework is addition-

ally helps for the future work to know the phrasing of comprehension the human
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cerebrum waves, and with this, we can make the mind wave to control the human

peripherals. This sort of framework is particularly helpful to the general population

who are experiencing mind dead. The innovative work of the BHPI with the assis-

tance of EEG, ECG, and EMG signals has gotten a lot of consideration since they

can help the general population who has neurological turmoil. In this way, they can

lead their typical life. Solidness of the framework relies on preparing of the client.

It is normal that this paper illuminates a man about the cerebrum waves and how to

get them for controlling of other human hand and their peripherals.

6 Declaration

Authors have obtained all ethical approvals from appropriate ethical committee and

approval from the subjects involved in this study.
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A Novel Noise Adjustment Technique
for MIMO-OFDM System Based
on Fuzzy-Based Adaptive Method

Darshankumar C. Dalwadi and Himanshu B. Soni

Abstract In this paper, we have presented the novel noise adjustment technique for

MIMO-OFDM system on fast time-varying multipath fading channel using fuzzy-

based method. The investigated parameters are bit error rate, size of the antenna,

and the types of modulation method. We have proposed the method with respect to

Rayleigh fading channel. We have also compared the proposed fuzzy-based adap-

tive method with the conventional SKF, DKF, and Nonlinear Kalman filter method.

In the proposed method, the lowest value of bit error rate is achieved compared to

conventional method.

Keywords Multiple input multiple output (MIMO) ⋅ Orthogonal frequency

division multiplexing (OFDM) ⋅ Bit error rate (BER) ⋅ Single Kalman filter

(SKF) ⋅ Double Kalman filter (DKF) ⋅ Fuzzy Adaptive Method (FAM)

1 Introduction

MIMO-OFDM is the latest wireless physical layer technologies which are used in the

current 4G wireless mobile standards 3GPP-LTE, WiMAX, and high-speed WLAN

standards. Such 4G mobile standards provide the higher data rates (>100) Mbps

through MIMO-OFDM system and used in applications such as HDTV on demand,

high-speed Internet, and broadcast video. MIMO-OFDM is used in IEEE 802.16,

802.11n, 802.11ac and plays a major role in 802.11ax and also in fifth-generation

(5G) mobile phone systems.
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In recent wireless communication system, there is a demand for high bandwidth

and efficient signal transmission [1]. For that MIMO technique is adopted. The high

bandwidth is achieved by simulcasting the transmit signal through number of anten-

nas. A diversity technique used in the MIMO system is space-time block coding

(STBC) [2]. To transmit the signal uniquely for that orthogonal STBC technique is

adopted. Orthogonal STBC is providing significant capacity gains with respect to

spatial diversity and channel coding technique. Conventional studies assumed that

the channels are flat in nature and constant with respect to time. But if the channels

are fast fading, i.e., if the velocity of the mobile is very high (more than 80 km/h),

then the MIMO system requires an efficient equalizer [3] to eliminate inter-symbol

interference (ISI). For that frequency-selective channels are adopted. To overcome

this scenario, the combination of MIMO-OFDM system is used with the advantages

are high bandwidth, removing ISI effect, and spatial diversity [4].

2 System Model

In this section, we have discussed the block diagram of MIMO-OFDM transmitter

and receiver. We have discussed the various parts of the MIMO-OFDM system.

2.1 MIMO-OFDM Transmitter Block Diagram

Figure 1 shows the basic block diagram of MIMO-OFDM transmitter. According

to the properties of the orthogonal space time block coder, let transmitted signal is

given by,

Gt(n) = [Gt,1(n),Gt,2(n),Gt,3(n),… ,Gt,m(n)]T (1)

where m is the number of symbols.

The orthogonal space time block coder matrix is given by,

D(Gt(n)) =
L∑

m=1
(AmRe[Gt,m(n)] + jBmIm[Gt,m(n)]) (2)

where (Am,Bm) are mth fixed time slot × no. of tx antenna matrices.

2.2 MIMO-OFDM Receiver Block Diagram

Figure 1 shows the basic block diagram of MIMO-OFDM receiver. The received

signal can be expressed as,
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Fig. 1 Block diagram of MIMO-OFDM transmitter and MIMO-OFDM receiver

Rt(n) = D(Gt(n))Ht(n) + Pt(n) (3)

For n = 0, 1, 2,… ,Nc − 1, where Rt(n) is the receiver matrices with Ts × Nr and

Ht(n) is the frequency response of channel (no. of tx ant. × no. of rx ant. matrix) of

the tth OFDM block symbol on the nth subcarrier and Pt(n) is the noise with Ts ×
Nr matrix.

3 Proposed Fuzzy-Based Adaptive Noise Adjustment
Technique

In this section, we have discussed the channel estimation and mathematical analysis

of proposed fuzzy-based noise adjustment technique.

3.1 Mathematical Model of Proposed Noise Adjustment
Technique

In the conventional Kalman filter, [5] it assumes that there is a prior information

of the [6] Sp and Sq. Practically in most applications Sp and Sq covariance are not

known. The role of covariance Sp and Sq in the Kalman filter algorithm is to adjust the

Kalman gain in such a way that it controls the bandwidth of the filer as the process and

the measurement errors vary. In fuzzy-based adaptive filter method, the covariance

Sp and Sq are adjusted in such a way that to generate minimum error (Fig. 2).

Figure 2 shows the flowchart of the proposed fuzzy model. Measurement noise

covariance matrix are adjusted Sq in two steps: First, having available the innovation

sequence ik, its theoretical covariance is given by,
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Fig. 2 Flowchart of noise adjustment of proposed fuzzy method
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Fig. 3 MSE versus SNR for MIMO-OFDM system with FAM, SKF, DKF, and Nonlinear KF

(Prediction)
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Sk = HkPkHT
k + Sqk (4)

where,

Pk = E[(gk − ĝk)(gk − ĝk)T ] (5)

Second, if it is found that the original covariance ik has any mismatching with its

ideal value, then a Fuzzy system is used to derive adjustments for Sq. The objective

of these adjustments is to correct this mismatching.

The following discussion is related to the adjustment of Sq: Given the availability

of the residual sequence ik, its original covariance Âr is approximated by its expected

value or mean value inside a moving estimated block of size N,

Ârk =
1
N

k∑

j=j0

ijiTj (6)

where, j0 is the staring sample inside the estimated block. Now variable called the

Degree of Similarity (DoSi) is defined to detect the size of the mismatching between

S and Âr, this is:

DoSik = Sk − Ârk (7)

It can be noted from equation of Sk that an increment in Sq will increment S and

vice versa.

The following discussion is related to Degree of Similarity (DoSi) analysis: From

DoSi equation, three adaptive rules are defined: If DoSi ≅ 0, (this means S matches

perfectly to original value) then maintain Sq unchanged. If DoSi > 0, (this means

S is greater than its original value) then decrease Sq. IF DoSi < 0, (this means S is

smaller than its original value) then increase Sq. The correction in Sq is made in this

way:

Sqk(j, j) = Sqk−1(j, j) + 𝛥Sqk (8)

where 𝛥Sqk is the tuning factor that is either additive or subtractive from the element

(j, j) of Sq. In this way, we can also adjust the process noise covariance.

4 Simulation Results and Discussion

In this section, we have presented the results of proposed noise adjustment technique

for MIMO-OFDM system. In this section, we have discussed the simulation results

of MSE versus SNR and BER versus SNR of MIMO-OFDM system with proposed

FAM, SKF, DKF, and nonlinear Kalman filter method (Fig. 3).
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5 Conclusion

Simulation results show that lowest BER value is achieved in proposed FAM method

compared to SKF and DKF and nonlinear Kalman filter method. As the order of the

Kalman filter is increased, the BER and MSE values are also increased. The proposed

FAM works better for nonlinear system compare to the other Kalman filter (Figs. 4

and 5).
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A Novel Hierarchical Clustering
Algorithm for Online Resources

Amit Agarwal and Rajendra Kumar Roul

Abstract The importance of hierarchical clustering in data analytics is escalating

because of the exponential growth of digital content. Often, these digital contents are

unorganized, and there is limited preliminary field knowledge available. One of the

challenges in organizing these huge digital contents is the computational complex-

ity involved. Aiming in this direction, we have proposed an efficient approach whose

aim is to improve the efficiency of traditional agglomerative hierarchical clustering

method that is used to organize the data. This is done by making use of disjoint-

set data structure and a variation of Kruskal’s algorithm for minimum spanning

trees. The disjoint sets represent the clusters, and the elements inside the sets are the

records. This representation makes it easy to efficiently merge two clusters and to

easily locate the records in any cluster. For evaluating this approach, the algorithm

is tested on a sample input of 50,000 records of unorganized e-books. The exper-

imental results of the proposed approach show that e-resources can be efficiently

clustered without compromising the clustering performance.

Keywords Agglomerative ⋅ Clustering ⋅ Hierarchical ⋅ Kruskal’s algorithm

Minimum spanning tree ⋅ Prim’s algorithm ⋅ Single linkage

1 Introduction

Clustering means partitioning a given set of elements into homogeneous groups

based on given features such that elements in the same group are more closely related

to each other than the elements in other groups [1, 2]. It is one of the most signifi-

cant unsupervised learning problems, as it is used to classify a dataset without any

previous knowledge. It deals with the problem of finding pattern in a collection of
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unclassified data. There is no specific algorithm for clustering. This is because the

notion of what constitutes a cluster can vary significantly, and hence, the output will

vary. Many research works have been done in this domain [3–7].

Hierarchical clustering [8] is one of the most popular methods of clustering, which

aims to build a hierarchy of clusters. At the bottom-most level, all objects are present

in different clusters, while at the topmost level, all objects are merged into one clus-

ter. Hierarchical clustering can be done in two ways: agglomerative and divisive.

In agglomerative clustering, initially all objects are placed in different clusters and

the clusters are joined as we move up the hierarchy. So it is a bottom-up approach.

In divisive clusters, initially all objects are placed in a single cluster and the clus-

ters are divided as we go down the hierarchy. So it is a top-down approach. Single-

linkage clustering is a technique for performing hierarchical clustering in which the

similarity among two groups of objects is determined by two objects (one in each

group) that are most similar to each other. One of the major challenges in hierarchical

agglomerative single-linkage clustering is the computational complexity involved. In

1973, Sibson [9] proposed SLINK, a single-linkage clustering algorithm which had

a time complexity of 𝐎(𝐧𝟐) and space complexity of O(n). In this paper, an alterna-

tive approach for single-linkage clustering is proposed based on minimum spanning

trees [10] having same space and time complexity as the SLINK algorithm.

The paper can be organized on the following lines: Sect. 2 discusses the pro-

posed approach to cluster the e-books. The experimental work has been carried out

in Sect. 3, and finally, in Sect. 4, we have concluded the work.

Fig. 1 Graph on books
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2 The Proposed Approach

2.1 Problem Statement

Consider a corpus of N documents. All the documents are preprocessed by extract-

ing the keywords using Natural Language toolkit.
1

Now, our entire data is a set X
of N records (documents). Mathemetically, X = {𝐱𝟏, 𝐱𝟐,… , 𝐱𝐍} where each x𝐢 =
{𝐱𝐢𝟏, 𝐱𝐢𝟐,… , 𝐱𝐢𝐤𝐢} is a set of ki keywords (features); the aim of clustering is to divide

the set X into clusters C1,C2,C3,… , where minimum similarity between any two

records in a cluster is not less than a particular threshold set by the user. The dataset

is represented in form of a graph where nodes represent the records and edges rep-

resent the similarity between the records. So edge weight is directly proportional

to the similarity between the records directly connected by that edge. We denote

G(X) = (V, E) as the undirected complete graph of X. Now, the edge weights can

be derived by finding the number of features that are common to two records. The

weight function is represented as w(𝐱𝐢, 𝐱𝐣).
Mathematically:

V = X
E = {(𝐱𝐢, 𝐱𝐣), 𝐢 ≠ 𝐣, 𝐱𝐢 ∈ 𝐗, 𝐱𝐣 ∈ 𝐗}
w: E→N (set of natural numbers)

Figure 1 demonstrates the graphical representation of a sample data of e-book

records. The nodes represent the books, and the features are represented by the key-

words. The weight of the edge connecting two nodes (books) is equal to number of

keywords that are common to the two nodes (books).

Fig. 2 Unorganized input data

1
http://www.nltk.org/.

http://www.nltk.org/


470 A. Agarwal and R. K. Roul

Fig. 3 Maximal Spanning Tree

Fig. 4 Clusters after applying Kruskal’s algorithm
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2.2 Algorithm Overview

The algorithm comprises of two major stages: In the first stage, we construct a maxi-

mum spanning tree of the given dataset (Fig. 2) using Prim’s algorithm. In the second

stage, the records are merged and clusters are formed by applying Kruskal’s algo-

rithm to the maximum spanning tree obtained in the first stage.

2.3 Constructing the Maximum Spanning Tree (MST)

A maximum spanning tree is a tree which connects all the vertices of a connected,

undirected graph such that the sum of edge weights of the tree is maximum.

The maximum spanning tree of the graph (Fig. 3) can be formed using Prim’s

algorithm for minimum spanning trees [11]. The algorithm is described as follows:

1. Assign each vertex-v of the graph these 3 quantities :

– C[v] : Highest cost of a connection to vertex v
– Parent[v] : the node with which v has the highest cost connection

– Visited[v] : Indicates whether v has been included in MST.

2. Make 2 sets :

– S : set of vertices(v) sorted in descending order with C[v] as the key.

– E : set of edges of MST

3. Initialization :

– C[v] ← −∞,∀v ∈ V
– Visited[v] ← false,∀v ∈ V
– Parent[v] ← null,∀v ∈ V
– S = all vertices

– E = 𝜙

4. Repeat these steps until S = 𝜙 :

(a) Find and then remove the first vertex v from S.

(b) Set Visited[v] ← true.

(c) If Parent[v] ≠ null , add (Parent[v],v) to the set E.

(d) Loop over all vertices u , s.t u ≠ v and Visited[u]= false :

i. If w(u,v) > C[u] :

A. Set C[u] ← w(u,v)

B. Set Parent[u] ← v

When the set S becomes empty, set E will contain the edges of Maximal Spanning

Tree of the graph.
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2.4 Merging of Records into Clusters

In this stage, the edges of maximum spanning tree are used to form clusters using

a slight modification of Kruskal’s algorithm [12]: The algorithm is stopped when

the edge weight becomes less than a particular lower threshold for similarity value:

wcrtical which is specified by the user. The algorithm makes use of disjoint-set data

structure which maintains a collection of disjoint sets having some finite number

of elements within them. The disjoint sets represent the clusters, and the elements

inside the sets are the records. Every set has a representative element which is used

to uniquely identify that set. This representation makes it easy to efficiently merge

two clusters and to easily locate the records in any cluster because of two useful

operations supported by this data structure:

Find: It takes an element as input and determines which set the particular element

belongs to.

Find(v):

1. If Parent[v] ≠ v then Parent[v] ← Find(Parent[v])

2. Return Parent[v]

Union: It takes two disjoint sets as input and joins them into a single set.

Two optimization techniques: Union by rank and path compression have been employed

which reduce the time complexity of Union and Find operations to a small constant.

Union(u, v):

1. setu ← Find(u)
2. setv ← Find(v)
3. If Size[setu] < Size[setv] then Parent[setu] ← setv
4. If Size[setu] > Size[setv] then Parent[setv] ← setu
5. If Size[setu] = Size[setv] then

(a) Parent[setu] ← setv
(b) Size[setv] ← Size[setv] + 1

The modified Kruskal’s algorithm is described as follows:

1. Associate each vertex v with 2 quantities :

– Parent[v] : the parent of v in the set.

– Size[v] : the size of disjoint set which has v as its representative element.

2. Make N(number of records) sets S1, S2, S3 … SN , each set representing a cluster.

3. Initialization :

– Parent[v] ← v,∀v ∈ V
– Size[v] ← 1,∀v ∈ V
– Si = 𝜙,∀i ∈ {1, 2,… ,N}

4. Sort the edges in set E (set containing edges of Maximal Spanning tree) in

decreasing order of edge weight.
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Fig. 5 Generated clusters

5. Iterate over edges e(u, v) in set E till edge weight of (e − w(u, v)) > wcrtical :

(a) Union(u, v)

6. For all vertices v :

(a) i ← Find(v)
(b) Add vertex v to set Si

At the end, each non-empty set Si will represent a cluster containing records of

similar type. Figure 4 shows the graph structure after the clustering process. Boxes

having the same color are part of the same cluster.

3 Experimental Results

The proposed algorithm was tested on a sample input of 50,000 records of unorga-

nized books.
2

The records were taken as input in the following format:

Book Name, Author Name, < keyword1, keyword2,… > where keywords are a set

of words which describe the book. These keywords are used as features for each

record (book). A total of 541 clusters were obtained with each cluster containing

books of similar subject category. Figure 5 shows a sample of the clusters obtained

after running the algorithm on the dataset.

The time taken and space utilized to cluster different sizes of input data are shown

in Figs. 6 and 7. The analysis shows that the time complexity of the proposed algo-

rithm is 𝐎(𝐧𝟐) and the space complexity is O(n). Table 1 shows the size of dataset

and corresponding hypothetical computational cost required with respect to a typ-

ical desktop PC with a CPU speed of 2.4GHz which can perform approximately

𝟐.𝟒 ∗ 𝟏𝟎𝟗 operations per second.

2
http://www.gutenberg.org/dirs/.

http://www.gutenberg.org/dirs/
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Fig. 6 Time complexity

Fig. 7 Space complexity
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Table 1 Computational complexity

Size of the dataset Time required

104 0.04 s

105 4 s

106 7 min

107 11.5 h

108 48 days

109 13 years

4 Conclusion

The proposed algorithm employs MST algorithm in two stages: In the first part of

the algorithm, a maximal spanning tree is constructed out of the given dataset using

Prim’s algorithm. In the second part, this maximal spanning tree is fed as input to a

variation of Kruskal’s algorithm which then generates the clusters. Since the space

complexity of the algorithm is O(n), the algorithm is efficient in terms of space

requirement to compute clusters even for large datasets. However, the time complex-

ity of constructing a maximum spanning tree is 𝐎(𝐧𝟐), which hinders the application

of MST in case of large datasets.

The future work is to find an approach which captures the similar information like

MST in a better time and space complexity.
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Quality Control System for Pathogen
Detection

Sonali Kulkarni, D. M. Verma and R. K. Gupta

Abstract This paper elaborates idea of quality control system for pathogen
detection. Contamination of food with different bacteria is a serious threat happened
nowadays. It is specially regulating cost-effective quality control systems for pro-
cessed foods. Quality control system is used for the detection of pathogen, bacteria
from processed food which is packed and checking by over long time. The actual
role of quality control system in food industry is important for the detection of
bacteria like salmonella or e-coli from the preserved food. Here, we are considering
chocolate as product from which we can try to find out bacteria salmonella. Which
will protect our health from food infection and food contamination? We can make
different sensors for the detection of the pathogen from food or from water.

Keywords Surface plasmon resonance ⋅ Biosensors ⋅ Foodborne pathogen
Quality control system ⋅ Pathogen ⋅ Salmonella ⋅ Food safety

1 Introduction

In modern trends and technology, quality control system plays an important role. It
provides and assures market that product is free from pathogen like salmonella or
e-coli. Surface plasmon technology will give support to make advance trends to test
food product like chocolate, bakery products, water. Which will help us to protect
our health from food contamination and diseases? The technique used to test
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bacterial contamination is surface plasmon technology and laboratory-based tech-
nique is plate count as microbiological testing.

Method. Quality control department which gives food testing methods. Q.C.
Dept. includes the Process Lab., Microbiology Lab., and Packaging Lab [1]. The
Q.C. Dept. involves routine analytical tests on raw materials, in-process materials,
and finished goods which can be termed as measurable quantitative physical
standard by which its value is judged and Objectives:

(1) Q.C. ensures that the manufacturing practice is ethical, and all the relevant tests
are carried out.

(2) Thus beneficial for both the consumers and the industry.
(3) Also, developing procedures that aid in meeting consumer demands and quality

consciousness both within and outside the organization.
(4) To evaluate quality status of raw materials, product used in manufacturing and

the finished goods.

1.1 Surface Plasmon Resonance (SPR) Concept Used
for the Detection of Bacteria (Pathogen)

Surface plasmon resonance technique is widely used in industry as advanced
detection phenomenon. This technique is used for speed of analysis and also for
high accuracy for getting testing results. Surface plasmon resonance is transducer
which is usually designed by using prism coupling of incident light onto an optical
substrate that is coated with a semi-transparent noble metal under conditions of
angular position. When the flow of liquid is passed from flow channel, at same time
angular position of incident angle which is to be a critical angle measures because
of different indices of prism. At middle of flow channel, more binding occurred
because of sensor chip with gold-plated surface having ligand and antibody which
are present in buffer solution in which chocolate is dissolved which we want to test
[1, 2] (Fig. 1).

Fig. 1 Surface plasmon resonance technology concept
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2 Method 1: Microorganism Technical Laboratorical
Pathogen Test

2.1 Microbiological Analysis

Each complete microbial examination takes 3 to 4 consecutive working days (48- to
72-h incubation periods) to complete. After identification of microorganisms and
their number of count, this information is recorded in the record book. The whole
batch of finished product is held in store till book. The whole batch of finished
product is held in store till the microbial result comes [2].

2.2 Microbial Analysis

To collect samples from each day’s production and The microbiological analysis of
all edible materials i.e. raisin, apricot, cashew, almond etc and also raw material like
milk powder, cocoa powder, untreated cocoa mass, treated cocoa mass etc. and all
finished products has to be carried out. Chemical analysis of chocolate has to be
carried out.

2.3 Study of Some Equipment Used for Microbiological
Analysis of Autoclave

There are two types of autoclave. Autoclave for routine laboratory sterilization is
kept for 15 lbs that gives a temperature of 1210 °C for 15–20 min.

(a) Pressure cooler type,
(b) Gravity displacement autoclave.

2.4 Sterilization of Media/Glassware

All media and glassware should be sterilized in an autoclave at 121 °C for 15 min.
The autoclave should be hot before sterilization, as this helps to hasten the
microbiology work. The autoclave should be loaded using asbestos hand gloves.
Once the autoclave is charged, the lid of the autoclave should be closed and bolts
are tightened. Opposite bolt should be tightened simultaneously to prevent steam
leakage. Wait for about 15 min. till the steam starts coming out. The valve should
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then be closed, and the steam pressure should be allowed to reach 15 lbs/sq. inch.
The autoclave should be kept at this pressure for 15–20 min. for media and
glassware.

2.5 Preparation of Culture Media

Media preparation: The appropriate amount of distilled water should be taken into
the flasks using a measuring cylinder. The ingredients should be weighed in
appropriate amounts and added to the flask.

2.6 Isolation of Microorganism (Culturing Method
and Maintenance of Culture)

Isolation of procedure in which a given species of organisms present in sample or
specimen is obtained in pure culture in order to characterize and study a particular
organism.

2.7 Spread Plate Technique

Principle: In the spread plate method, small volume of (0.1–0.25 ml) suspension of
microorganisms is placed on the center of an agar plate and spread over the surface
of agar using a sterile glass rod. The glass rod is normally sterilized by dipping in
alcohol and flaming to burn off the alcohol. By spreading the suspension over the
plate as even layer of cells is established so that individual microorganisms are
separated from other organism in the suspension and deposited at the discrete
location [3].

3 Method 2: Daily Microbial Examination

The purpose of routine microbiological examination is to ensure that raw material
and finished products are safe for human consumption with respect to bacteria,
mold, and yeast. Being a multinational chocolate giant, it should perform its
microbiological test and analysis within the plant itself rather than relying on others.
Sample from all three shifts of the previous day as well cocoa powder is checked for
their microbial count like Salmonella bacteria, etc., indicator microorganisms. Prior
to any analysis, one should ensure the sterilization or disinfection of their hands, the
laboratory, and all apparatus. Each complete analysis or microbial examination
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takes 3 to 4 consecutive working days (48- to 72-h incubation periods) to complete,
and full examination consists of an isolation of salmonella [4].

Aim: Isolation of salmonella.

4 Results

The isolation of salmonella has been done with VIDAS system, below-mentioned
procedure followed for testing of particular bacteria like mentioned as salmonella
which spread foodborne disease and which infects body which is harmful to human
health. The quality control system for particular pathogen detection is used to
prevent food and food product contamination due to temperature and contents used
for making product (Tables 1 and 2).

Table 1 Test is for
(SLM) Section A from
VIDAS

Position Sample name Result Test remark

Position slot 1 Sample ID-1 Negative Bacteria not
present

Position slot 2 Sample ID-2 Negative Bacteria not
present

Position slot 3 Sample ID-3 Negative Bacteria not
present

Position slot 4 Sample ID-4 Negative Bacteria not
present

Position slot 5 Sample ID-5 Negative Bacteria not
present

Position slot 6 Sample ID-6 Negative Bacteria not
present

Note In Table 1 result, Negative means no bacteria (pathogen)
detected, and if detected result will mention Positive, it indicates
in particular sample bacteria or pathogen is detected [4]
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5 Conclusion

Biosensor can provide quality control for food which is used to detect bacteria from
food. Surface plasmon technology is used to detect the pathogen from food and
clinical base also. It is highly sensitive. It addresses the food safety concern and
takes care of food from bacterial infection.
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Dolphin Echolocation and Fractional
Order PID-Based STATCOM
for Transient Stability Enhancement

Shiba R. Paital, Prakash K. Ray and Asit Mohanty

Abstract This paper investigates the application of fractional order PID (FOPID)
controller to study and analyze transient stability in a single machine infinite bus
(SMIB) system. For enhancement of transient stability and damping of
low-frequency oscillations in a SMIB system, a shunt FACTS controller called
static synchronous compensator (STATCOM) has been incorporated. In this paper,
emphasis was given to the function of FOPID-based STATCOM controller for
stability analysis in a SMIB system. A new heuristic optimization technique called
dolphin echolocation (DE) was proposed for selecting optimal stabilizer parameters.
A comparison based on nonlinear simulations was done between conventional PID
controller and FOPID controller with small change in load and system parameters.
Simulation results clearly signify the superiority of the proposed DE-based opti-
mization technique.

Keywords FOPID controller ⋅ PID controller ⋅ Stability ⋅ STATCOM
DE

1 Introduction

Modern power system demands for better quality power at comparatively lower
cost with subsequently lesser environmental impacts. Power system oscillations,
mainly low-frequency oscillations, are one of the leading concerns in every power
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industry [1]. For overcoming issues related to small signal stability, a power system
device called power system stabilizer (PSS) is used. PSS applies modulating signals
to excitation systems for adding rotor oscillations damping instantly followed by a
disturbance. But PSS has its own limitations related to selection of control
parameters, load uncertainties, especially when damping interarea oscillations.
Therefore, nowadays power electronics-based devices called flexible AC trans-
mission system (FACTS) controllers are evolved as a solution to these problems [2–
4]. FACTS devices have the ability of controlling power flow in the transmission
line, provide necessary active and reactive power compensation, and provide
excellent voltage support, damping interarea oscillations, etc. FACTS controllers
can be connected in series and shunt as well depending upon the requirement. From
various FACTS devices, static synchronous compensator (STATCOM) is a
shunt-connected FACTS controller which compensates reactive power, regulates
bus voltage, and also improves the dynamic stability of the system [5–8]. STAT-
COM supplies the lagging as well as leading reactive power required by the system.
Previously, soft computing-based techniques like GA, BFO, PSO, FF, and SA are
used for selecting optimal parameters for designing STATCOM-based damping
controllers [9–11]. In this paper, a novel soft computing-based approach called
dolphin echolocation (DE) [12] is proposed for selecting optimal parameters of
damping controllers for SMIB with STATCOM.

2 Power System Configuration and Its Modelling

2.1 Single Machine Infinite Bus System with STATCOM

A SMIB system with STATCOM considered in this study is shown in Fig. 1a. In
this figure, a synchronous generator feeds continuous power to the load side
through a transformer. The power system is also incorporated with STATCOM
through a coupling transformer [13–15]. In Fig. 1, vt and vb represent generator and
infinite bus voltage, respectively, xs represents the reactance of the coupling
transformer, CDC corresponds to DC link capacitor value, m is the modulation
index, and ϕ is the phase angle in PWM. A linearized Heffron-Phillip model of
SMIB with STATCOM was also given in this study as shown in Fig. 2. Exchange
of reactive power can be controlled through controlling the amplitudes of
three-phase output voltage Vsð Þ and the utility bus voltage Vmð Þ. The nonlinear
control equations of the system are as follows.

Vm = kmVDC cosαS + jsinαSð Þ= kmVDC∠αS ð1Þ

δ̇=ω0 ω− 1ð Þ ð2Þ
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ω ̇=
1
M

Pm −Pe −D ω− 1ð Þð Þ ð3Þ

E ̇′q =
1
T ′

d0
Efd −E′

q − xd − x′d
� �

id
� �

ð4Þ

Eḟd =
1
TA

KA vref − vt + u
� �

−Efd
� � ð5Þ

Vḋc =
m
Cdc

Isd cosψ + Isq sinψ
� � ð6Þ

where ω and ω0 are the angular speed and base speed (in p.u), respectively; δ is the
load angle; Pm and Pe are the mechanical and electrical power, respectively; M is
moment of inertia; D is the damping ratio coefficient; E′

q,Efd represents internal

voltage and field voltage of the machine; xd and x′d are the d-axis reactance and
transient reactances, respectively; id is the d-axis current, T ′

d0 is the open-circuit
transient time constant; KA and TA are the field circuit gain and time constants,
respectively; vref and vt represent the reference voltage and terminal voltage,
respectively; u is the controller parameter; m is the modulation index; Isd and Isq are
the d-axis and q-axis STATCOM current, respectively; ψ is the phase difference
[15, 16]. Deviation in speed Δωð Þ is chosen as input to the controller. Here, output
of the stabilizer is compared with the reference value, and the resulting output is fed
to the proposed controller. The modulation index mSð Þ and phase angle αSð Þ are the
control inputs to STATCOM.

G

Infanite
Bus

Vt XL

P

Q

XT

VbVS

IS

XS

Vm

CDC

VDC

STATCOM

Sm

αS

Fig. 1 SMIB system with
STATCOM
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3 Proposed Controller and Objective Function

3.1 Fractional Order PID (FOPID) Controller

The fractional order PID controller (PIλDμ) is introduced by Podlubny in 1999 [17].
It is a generalized version of the conventional PID controller. In addition to the
conventional KP, KI , KD gains, two additional fractional operators integrating order
(λ) and derivative order (μ) in the range of [0, 1]. This makes this controller more
flexible, versatile, and robust for improving the dynamic performance of the
controller.

The transfer function of the of the proposed PIλDμ
� �

controller is given as:

TFFOPID =KP +
KI

sλ
+KDsμ, λ, μ>0ð Þ ð7Þ

The equation of the PIλDμ
� �

controller in time domain is given by,

PID / FOPID 
Controller

1
A

A

K

sT +

1
1 rsT+

0

1

1dsT ′ +

STATCOM
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bω

DsM +

1

fdEΔ

ωΔ

∑

δΔmPΔ

4K

5K

6K

VKqK
PK

2K

1K

+

+
+

+

-

--

-

ΔVref

∑

∑

∑

+

--

PSO/DEO
Technique

′qΔE

Fig. 2 Linearized model of SMIB system with STATCOM
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u tð Þ=KPe tð Þ+KID− λe tð Þ+KDDμe tð Þ ð8Þ

PIλDμ controller finds the optimal solution in a five-dimensional search space
(KP,KI ,KD, λ, μ). This ability makes the proposed PIλDμ controller more robust,
efficient than the conventional PID controller which makes this controller suitable
for many real-time applications and many real-time process control systems [18].
The objective function of FOPID controller can be derived using integral squared
error (ISE) as given below:

J KP,KI ,KD, λ, μð Þ=
Z t

0

Δω½ �2dt ð9Þ

Minimize J considering the following constraints.

Kmin
P ≤KP ≤Kmax

P ;Kmin
I ≤KI ≤Kmax

I ;Kmin
D ≤KD ≤Kmax

D
λmin ≤ λ≤ λmax; μmin ≤ μ≤ μmax ð10Þ

The gains of FOPID can be optimized by soft computing techniques like PSO
and DE which are explained as follows.

4 Optimization Techniques

4.1 Dolphin Echolocation Optimization (DE)

Particle swarm optimization is a population-based evolutionary algorithm that relies
on the social behavior of the swarm as schooling of fish, flocking of birds, etc. in
search of the best location in a multi-dimensional search space. In PSO, every
particle in the swarm updates its position and velocity according to its individual
best position pbestð Þ and global best value gbestð Þ [3]. Similarly, dolphin echoloca-
tion optimization (DE) is a metaheuristic optimization technique [12] that imitates
dolphin’s hunting process, i.e., locating, discriminating, and handling of their preys
through their biosonar systems. The term echolocation illustrates the flying ability
of bats for discriminating between obstacles and preys through generating sound
waves in the form of clicks and listening to the echoes returned with high-frequency
clicks. The process of echolocation is best studied in case of bottlenose dolphins.
Dolphins initially search for their preys randomly. Once the prey was detected, the
dolphin increases its clicks for concentrating others to the discovered location. This
method of echolocation by dolphins is explored through following steps:
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1. Randomly initialize the location of dolphins.
2. Determine predefined probability PPð Þ of the loop using the following equation.

PP Loopið Þ=PP1 + 1−PP1ð Þ LoopPoweri − 1

Loops Numberð ÞPower − 1
ð11Þ

3. Determine fitness of each location such that location with best fitness value will
get higher values.

4. Assign fitness of each location to its neighbors according to a symmetric tri-
angular distribution or any symmetric distribution.

5. Add all devoted fitness values to form accumulative fitness.
6. Add a small value of ε to AF matrix. The value of ε is defined as per the fitness

value.

AF =AF + ε ð12Þ
7. Find the best location achieved and set its AF to zero.
8. Calculate the probability by normalizing AF as:

Pij =
AFij

∑MaxAj
i=1 AFij

ð13Þ

where Pij is the probability of the ith alternative to appear in the jth dimension;
AFij is the accumulative fitness of the ith alternative to be in the jth dimension;
Max Aj is the maximum number of alternatives available for the jth dimension.

9. Select PP (Loopi) percent of next step locations from best location dimensions.
Distribute other values according to Pij.

10. Repeat steps 2–8 for as many times as the loops number.

5 Simulation Results and Discussions

The simulation results for deviation in voltage and angular frequency are presented
in this section for studying the stability of SMIB with use of STATCOM as FACTS
controller in combination with conventional FOPID controller. As there is chance
of more deviations in the above parameters, the gains of the FOPID controller are
optimized by PSO and DE techniques for improving transient stability performance
under different operating conditions like step and random variation in load demand.
The SMIB system considered for the study is developed in MATLAB/Simulink
environments. The parameters of the considered SMIB system and optimal gains of
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FOPID controller using PSO and DE techniques are presented in Appendix section
in Tables 2 and 3.

5.1 Analysis of Stability for Variations in Load

This subsection presents the voltage and angular frequency deviations in the con-
sidered SMIB and presented in Fig. 3a, b. It is observed from the results that a
sudden increase in load leads to mismatch in reactive power generation and load
demand, and as a result, the voltage and angular frequency deviate from the rated
value as reflected from the simulated result of figure. But, due to the presence of the
FACTS device STATCOM, the reactive requirement is supplied into the system in
order to improve the voltage profile of the system. Again, as the FOPID gains are
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being optimized by the PSO and DE algorithms, the performance of STATCOM
with PSO and DE-optimized FOPID controller shows better damping of the
oscillation as compared to the conventional FOPID controller. Further, a continuous
step increase and decrease in load is considered as disturbance into the SMIB
system, and the effect of the STATCOM and the proposed controllers is analyzed
from Fig. 4a–c. Again, the variation in voltage and angular frequency for random
change in load is analyzed from Fig. 5. From the simulated results, it has been
noticed that DE-FOPID, PSO-FOPID controllers show better performance in terms
of the indices peak overshoots and settling time as compared to the conventional
FOPID controller.

The performances of the conventional FOPID, PSO-optimized FOPID, and
DE-optimized FOPID are compared in terms of the performance indices such as
peak overshoot, settling time, and integral square error under step and random load

(a)

(b) (c)

0 100 200 300 400 5000

0.5

1

Time (sec)

Lo
ad

 (p
u)

50 100 150 200 250 300 350 400 450 500
-5

0

5

Time (sec)

Vo
lta

ge
 d

ev
ia

tio
n 

(p
u) DE-FOPID

PSO-FOPID
FOPID

50 100 150 200 250 300 350 400 450 500
-4

-2

0

2

4
x 10

-3x 10
-3

Time (sec)An
gu

la
r f

re
q.

 d
ev

ia
tio

n 
(p

u)
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Table 1 PIs under different loadings

Load/
PIs

Peak overshoot Settling time ISE
PSO-FOPID DE-FOPID PSO-FOPID DE-FOPID PSO-FOPID DE-FOPID

80%
load

0.148 0.322 13.001 5.456 0.0029 0.0027

70%
load

0.152 0.422 13.200 5.471 0.0044 0.0028

110%
load

0.164 0.434 13.267 5.871 0.0086 0.0041

120%
load

0.173 0.528 14.234 6.174 0.0672 0.0541

130%
load

0.178 0.536 14.355 6.182 0.0666 0.0598
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changing conditions. It is observed that DE-FOPID shows comparatively better
performance as compared to the conventional FOPID and PSO-optimized FOPID
controllers, and the comparative analysis is presented in Table 1.

6 Conclusion

This paper has studied the stability in SMIB system under different operating
conditions such as step and random variation in load demand. The reactive power
injection into the system is done by a STATCOM controller. The FOPID controller
parameters are being optimized by PSO as well as DE. The effectiveness of the
above controllers was simulated in MATLAB, and their performance in terms of
controlling the voltage and angular speed of the SMIB system was evaluated. Both
graphical and quantitative analyses are performed to test the efficiency of the
proposed controllers under considered operating conditions. Hence, based on the
study, it is concluded that DE-optimized FOPID performs better in comparison with
FOPID and PSO-optimized FOPID controllers under small as well as large or
random variation in load demand.

Appendix

Alternator: MVA = 500; V = 11 kV; f. = 50 Hz; Ra = 0.025 pu; Xa = 0.2 pu.
See Tables 2 and 3.

Table 2 Parameters of Philip-Heffron model of SMIB

Parameters Values Parameters Values Parameters Values

M 5 s D 4.0 K3 0.3600

x
0
d

0.32 KA 10 K4 −0.0626

T′d0 5.55 TA 0.01 K5 0.4674
CDC 1.0 VDC 1.0 K6 0.9565
K1 0.9439 ωb 314.15 xq 1.6

K2 1.2243 Xd 1.9 XL 0.3

Table 3 Optimal values of gains using PSO and DE

Techniques Kp Ki Kd μ λ
DE-FOPID 1.1482 0.7222 0.7560 0.3325 0.3857
PSO_FOPID 0.7825 0.2952 0.8964 0.7092 0.7689
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Design of Decision-Making Techniques
Using Improved AHP and VIKOR
for Selection of Underground Mining
Method

B. Bhanu Chander, Amit Kumar Gorai and S. Jayantu

Abstract Decision making is a process of selecting the best alternative from the
pool of alternatives. This selection process depends on many influencing parame-
ters; these parameters may be beneficiary or non-beneficiary. The proposed
decision-making techniques were implemented in the appropriate underground
mining method selection process. The selection of underground mining method
depends on various geo-mining parameters such as technical, physical, mechanical,
and economic parameters. In the proposed work, the selection of best mining
method for bauxite deposit was implemented using Improved AHP and VIKOR.
Improved AHP technique was considered to determine the weights of the
influencing parameters. The proposed techniques can consider the association
among the influencing parameters and alternatives. Results obtained by the pro-
posed techniques were compared with the results obtained by other researchers for
the bauxite deposit. The results showed that the suitable mining method for the
specified criteria of the bauxite mine was conventional cut and fill.

Keywords Decision making ⋅ Improved AHP ⋅ VIKOR ⋅ Underground
mining methods ⋅ Influencing parameters

1 Introduction

The process of selecting a choice from the available options is known as decision
making. For effective decision making, a person must predict the suitable alterna-
tive or option, based on influencing factors of the alternatives. This type of problem
is known as multi-attribute decision making (MADM). To solve the specific
multi-attribute decision-making problem, there are many MADM techniques
available. The most popular MADM techniques are WSM, AHP, WPM, VIKOR,
TOPSIS, ELECTRE, etc. To deal with imprecise data, these classical MADM
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techniques are not desired. Fuzzy MADM techniques can deal the problems of
those imprecise data. Such fuzzy MADM techniques are Improved AHP and
VIKOR.

This paper deals with the selection of underground mining method for bauxite
deposit. Underground mining is known as extraction of any minerals below the
surface of the earth, whereas opencast mining refers to the mineral extraction above
the earth surface. The extraction of minerals in underground depends on many
parameters, which includes geological, technical, physical, mechanical, and eco-
nomic parameters. The selection of suitable mining method is a type of
multi-attribute decision-making problem. In this paper, Improved AHP (analytic
hierarchy process) and VIKOR were proposed to solve the underground mining
method selection problem. In the proposed work, influencing parameter weights
were calculated by AHP. These calculated weights are used in both Improved AHP
and VIKOR. The proposed techniques give the accurate results while comparing to
other MADM techniques.

Naghadehi et al. (2009) proposed fuzzy-AHP technique for selecting suitable
underground excavation method for bauxite deposit [1]. Jamshidi et al.
(2009) proposed AHP technique for selecting the mining method for bauxite ore
deposit [2]. Mikaeil et al. (2009) proposed FAHP and TOPSIS for the selection of
underground mining method for bauxite mineral [3] deposit. Ataei et al.
(2008) proposed TOPSIS for selecting a mining method for bauxite deposit [4].
Ataei et al. (2013) proposed Monte Carlo AHP to an underground mining method
for bauxite deposit [5].

2 Proposed Techniques

2.1 AHP

Analytic hierarchy process (AHP) is the most popular multi-attribute
decision-making technique, developed by Satty in 1980. In AHP, the problem is
decomposed into a number of levels: The first level defines the goal of the problem,
the second level defines criteria, next levels (if exist) define the sub-criteria, and the
last level defines the alternatives. The AHP technique requires the pair-wise com-
parison between all the criteria of a problem and between all the alternatives of each
criterion. AHP can deal with qualitative and quantitative factors [6]. The steps in the
procedure of AHP are defined as follows:

Step 1: Define the goal, criteria, and alternatives for the decision-making problem.
Step 2: Define the relative importance matrices for each level or set of variables of

the given problem. The relative importance matrices are used to determine
the weights of the criteria parameters. The following sub-steps can be used
for determining the weights of the criteria parameters.
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• Define the relative pair-wise comparison matrices for variables at dif-
ferent levels based on the Satty’s scale (1–9).

• Determination of the normalized weight (wj) of all the attributes using
Eqs. (1) and (2) [6].

GMj = ∏M
j=1 bij

h i1 ̸M
ð1Þ

And,

wj =GMj ̸ ∑
M

j=1
GMj ð2Þ

• Determination of the maximum eigenvalue (λmax) of the pair-wise
comparison matrices.

• Determination of the consistency ratio (CR), where CR = consistency
index (CI)/random index (RI). CI can be determined as λmax − M/(M
−1), and RI can be determined based on the number of criteria in the
given problem. The general condition of CR should be less than or
equal to 0.1.

Step 3: Construction of the pair-wise matrices between the alternatives of every
criterion.

Step 4: Determination of the overall score for each alternative as:

• Multiplying each criterion weight with corresponding alternative value
(normalized) in the decision table.

• The overall score is determined by taking the summation of all the
scores. The result is the score of every alternative, and the highest score
alternative will be the best one for the given problem.

2.2 Improved AHP

AHP can be improved by eliminating the pair-wise comparison matrices between
the alternatives of every criterion. Usually, AHP considers the pair-wise compar-
ison matrices between the alternatives of every criterion. The number of compar-
ison matrices in Improved AHP has been reduced so that the time taken to evaluate
the best alternative has been reduced. Improved AHP normalizes the criteria values
in a proper way [7]. The Improved AHP follows the following procedure for
selecting the best alternative.

Step 1: Define the decision variables at each level of the hierarchy. It consists of
the evaluation alternatives, criteria, and sub-criteria parameters.
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Step 2: Normalize the data in the decision table, which follows the below two
rules.

• If the criteria are beneficiary criteria, place ‘1’ where the maximum
value exists and divide the remaining criteria by the maximum value.

• If the criteria are non-beneficiary criteria, place ‘1’ where the small
value exists and divide the small value with the remaining criteria
values.

Step 3: Determine the weights of the criteria. This step is similar to Step 2 of AHP.
Step 4: Find out the scores of the selected alternatives by multiplying the weights

of the criteria with a corresponding normalized value of the criteria
obtained in Step 2 and sum all criteria values over every alternative as
shown in Eq. (3). Here, wj is the related weight of each criterion and mij is
the related normalized value of the alternative.

Score = ∑
M

j=1
wj mij

� � ð3Þ

Step 5: Rank the alternatives based on their scores. The higher the score, the
alternative is most suitable; the lower the score, the alternative is the worst.

2.3 VIKOR

VIKOR is known as compromise ranking method, and it is developed by Yu and
Zeleny. The compromise ranking of the VIKOR is the feasible solution. This
solution is closest to the ideal solution. VIKOR gives suitable alternative based on
the influencing parameters; due to this, it is one of the multi-attribute
decision-making techniques [6]. The following steps can be used for VIKOR to
determine the score of the alternatives.

Step 1: Define a decision table, which consists of the selected alternatives, selected
criteria, and their corresponding values.

Step 2: Determine the ranking measures Ei and Fi as shown in Eqs. (4), (5), (6),
and (7), respectively [6]. Where M is the number of criteria.
For beneficiary criteria

Ei = ∑
M

j=1
wj mij

� �
max −mij

h i
̸ mij

� �
max − mij

� �
min

h i
ð4Þ

For non-beneficiary criteria
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Ei = ∑
M

j=1
wj mij

� �
− mij
� �

min

� �
̸ mij

� �
max − mij

� �
min

h i
ð5Þ

For beneficiary criteria

Fi =max of wj mij

� �
max −mij

h i
̸ mij

� �
max − mij

� �
min

h i
ð6Þ

For non-beneficiary criteria

Fi =max of wj mij

� �
− mij
� �

min

� �
̸ mij

� �
max − mij

� �
min

h i
ð7Þ

Step 3: Determine the measures of Pi using Eq. (8). In the equation, the Eimax and
Eimin are calculated from the Ei values. Similarly, the Fimax and Fimin are
determined from Fi values. The value of v is 0.5

Pi = v
Ei−Ei, min

Ei, max−Ei,min

� �
+ ð1− vÞ Fi−Fi, min

Fi, max−Fi,min

� �
ð8Þ

Step 4: The best alternative is decided by the least Pi value. Rank the alternatives
as per their scores from least to highest. The least Pi is selected, if the
following conditions are satisfied.

• P(Ak) − P(A1) ≥ 1/(N−1), here Ak and Al are first and second alter-
natives, respectively. Where N defines the number of alternatives.

• Ak should be best ranked in E and/or F.

If any of the above conditions are not satisfied, then compromised solu-
tions can be proposed. They are as follows:

• Ak and A1, when the second condition is not satisfied.
• Ak, A1, A2, …, Ap, if the first condition is not satisfied. Ap is deter-

mined by P(Ap) − P(A1) approximately equal to 1/(N−1).

3 Application of Proposed Techniques

As mentioned, underground mining method selection is a multi-attribute
decision-making problem. The most suitable mining method selection depends
on many parameters. To solve this problem, Improved AHP and VIKOR are pro-
posed. The selected mining methods are conventional cut and fill (CCF), shrinkage
stoping (SHS), mechanized cut and fill (MCF), bench mining (BM), sub-level
stoping (SLS), and stull stoping (SS). The influencing parameters for the selected
mining methods are identified as a dip (P1), shape (P2), thickness (P3), hanging
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wall RMR (P4), ore grade (P5), footwall RMR (P6), technology (P7), depth (P8),
ore uniformity (P9), ore zone RMR (P10), dilution (P11), production (P12), and
recovery (P13).

Decision table for the selected mining methods (Alternatives) and influencing
parameters (Criteria) is defined in Table 1 [3]. Here, the original data is defined in
5-point scale.

3.1 Weights Calculation of Parameters Using AHP

Before applying Improved AHP and VIKOR techniques, the parameter weights
have to be calculated using AHP. As mentioned in Sect. 2, the weights are cal-
culated using Satty’s 9-point scale. The pair-wise comparison matrix for the
influencing parameters was shown in Table 2 [3].

The pair-wise comparison matrix shown in Table 2 was used to determine
normalized weights for the influencing parameters, and these weights are shown in
Table 3.

λmax value for the pair-wise comparison matrix of influencing parameters was
determined as 13.719. CI value was determined as 0.059. RI for 13 parameters is
1.56 as in [7]. Hence, CR = CI/RI, and which is found as 0.038. As mentioned in
Sect. 2, here, CR found less than 0.1 and which is acceptable. So the weights of the
parameters can consider for selecting the best underground mining method.

3.2 Application of Improved AHP

As mentioned in the procedure of Improved AHP, first step is to normalize the
decision table data. The normalized data of the decision table (Table 1) is shown in
Table 4.

After calculating the normalized values with corresponding weights of the cri-
teria and sum over the alternatives, the resultant data is shown in Table 5.

Table 1 Decision table [3]

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

CCF 5 3 2 3 1 4 2 5 4 2 4 4 4
MCF 2 3 2 3 2 4 2 3 4 2 4 4 4
SHS 2 1 2 3 2 2 2 2 1 2 2 1 1
SLS 2 1 2 1 5 1 2 2 1 2 2 2 1
BM 1 1 1 1 1 1 2 1 2 2 1 1 1
SS 1 1 2 2 1 2 2 1 1 2 1 1 1
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As observed from the Table 5, the score for CCF (conventional cut and fill) is
0.986, followed by MCF (mechanized cut and fill), which has the score of 0.882.
Hence, the Improved AHP says, conventional cut and fill is the suitable mining
method for the bauxite deposit.

3.3 Application of VIKOR

As mentioned in the procedure of the VIKOR, based on the decision table
(Table 1), E, F, and P values for each alternative were determined, and same are
shown in Table 6.

After arranging the E, F, and P values in ascending order, respectively, the result
data is shown in Table 7.

As observed from the values of Pi, 0 is the least value among the alternatives,
and this is the score of conventional cut and fill. This result also satisfies the
compromise condition of VIKOR as specified in the procedure. The second fol-
lowed the best alternative is found as mechanized cut and fill method with the score
of 0.4482.

4 Results Comparison

After observing the results of Improved AHP and VIKOR techniques, the most
suitable underground mining method is the conventional cut and fill followed by
mechanized cut and fill. The obtained results are also compared with the results of

Table 2 Pair-wise comparison matrix [3]

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

P1 1 3 1 1 7 3 3 5 3 1 7 7 7
P2 1/3 1 1/3 1/3 5 1 1 3 1 1/3 5 5 5
P3 1 3 1 1 7 3 3 5 3 1 7 7 7
P4 1 3 1 1 7 3 3 5 3 1 7 7 7
P5 1/7 1/5 1/7 1/7 1 1/5 1/5 1/3 1/5 1/7 1 1 1
P6 1/3 1 1/3 1/3 5 1 1 3 1 1/3 5 5 5
P7 1/3 1 1/3 1/3 5 1 1 3 1 1/3 5 5 5
P8 1/5 1/3 1/5 1/5 3 1/3 1/3 1 1/3 1/5 3 3 3
P9 1/3 1 1/3 1/3 5 1 1 3 1 1/3 5 5 5
P10 1 3 1 1 7 3 3 5 3 1 7 7 7
P11 1/7 1/5 1/7 1/7 1 1/5 1/5 1/3 1/5 1/7 1 1 1
P12 1/7 1/5 1/7 1/7 1 1/5 1/5 1/3 1/5 1/7 1 1 1
P13 1/7 1/5 1/7 1/7 1 1/5 1/5 1/3 1/5 1/7 1 1 1
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other techniques used by earlier researchers. The comparison with other techniques
is shown in Table 8. Hence, Improved AHP and VIKOR proved the efficient
MADM techniques for best alternative selection.

Table 4 Normalized decision table

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

CCF 1 1 1 1 0.2 1 1 1 1 1 1 1 1
MCF 0.4 1 1 1 0.4 1 1 0.6 1 1 1 1 1
SHS 0.4 0.33 1 1 0.4 0.5 1 0.4 0.25 1 0.5 0.25 0.25
SLS 0.4 0.33 1 0.33 1 0.25 1 0.4 0.25 1 0.5 0.5 0.25
BM 0.2 0.33 0.5 0.33 0.2 0.25 1 0.2 0.5 1 0.25 0.25 0.25
SS 0.2 0.33 1 0.66 0.2 0.5 0.2 0.25 1 0.25 0.25 0.25

Table 5 Ranks of the mining
methods by Improved AHP

Alternative Score Rank

CCF 0.986 1
MCF 0.882 2
SHS 0.710 3
SLS 0.603 5
BM 0.483 6
SS 0.613 4

Table 6 Scores determined
by VIKOR

Alternatives E F P

CCF 0.0166 0.0166 0
MCF 0.1460 0.1171 0.4482
SHS 0.3820 0.1171 0.6088
SLS 0.5431 0.1562 0.8583

BM 0.7513 0.1562 1.0005
SS 0.5170 0.1562 0.8405

Table 7 Scores arranging in
ascending order for E, F,
and P

E F P

0.0166 0.0166 0
0.1460 0.1171 0.4482
0.3820 0.1171 0.6088
0.5170 0.1562 0.8405
0.5431 0.1562 0.8583
0.7513 0.1562 1.0005

Design of Decision-Making Techniques … 503



5 Conclusion

The proposed multi-attribute decision-making techniques indicate that the model is
efficient for the selection of best alternative when multiple criteria are involved in
the selection process. In this study, the proposed techniques (Improved AHP and
VIKOR) are efficiently implemented for selection of the most suitable underground
mining method for excavation of bauxite deposit. The proposed techniques showed
that the conventional cut and fill method is the suitable mining method for exca-
vation of minerals of bauxite ore deposit.
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Computing Model to Analyze Voting
Rate Failure in Election System Using
Correlation Techniques

K. S. Gururaj and K. Thippeswamy

Abstract Conversion from non-engineering domain to engineering is one the major

challenges for the engineering community. Utilization of the collected data in science

and engineering may certainly resolve some of the minor flaws in the society. In

this connection, this paper tries to design a model to analyze voting rate failure in

election system by applying Pearson correlation coefficient on the data collected

during elections. Further, it concludes with the need of technology-based solution to

minimize the voting rate failure in the election systems.

Keywords Analysis on election system ⋅ Voting rate failure

Pearson correlation coefficient

1 Introduction

Usually in democratic countries, the electing of right leader in the elections is one

of the major responsibilities of each and every citizen and it is crucial part of the

system; in turn, it affects the development of the country. Due to some reasons, part

of the community will reject in the involvement of the election process. Rejection

due to several reasons may be because of literacy rate, development rate of the city,

population count, rainfall rate, and so on. This rejection may lead to electing of per-

son who may not be fit for the position. Certainly that causes many problems and

may lead to spoil/corrupt the system. In this connection, there are many statistical

approaches available to analyze the issues. This paper tries an engineering perspec-

tive model to analyze the voting rate failure in the election process for electing the
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right leader and proposes a technology-based revolutionary solution for the success

of the election, thereby the development of the country.

2 Review of Literature

2.1 Data Collection

Table 1 shows the election data of various Lok Sabha elections held in India and

corresponding census data starting from 1951 till date [1, 2] (Since the emphasis

is given to the model rather than the data, certain data are simulated). Few census

columns may be considered for the analysis of voting rates, namely literacy, popu-

lation, rainfall rate, and gross development product. Hence, for every two elections,

the features may be common. Literacy is one of the major features of the society

and plays an important role in elections. This information is found during the census

conducted on every starting of the new decade, i.e., 1951, 1961, 1971, 2011 [3]. As

per the literature, a literate is one who is aged 7 and above and can read and write

with understanding of the language. A person who can only read but cannot write is

not literate. Before 1991, children below 5 years of age were necessarily treated as

illiterates [4]. Population is another major factor which may impact on voting rates

[5]. Mentioned population is in the form of its growth, i.e., percentage of increase or

decrease, compared to previous measure.

2.2 Mobile Usage Statistics

Figure 1 shows the analysis of the smartphone users penetration in India by www.

statista.com [6] also indicating the eventual growth in the smartphone usage by year-

wise then predicting that around 39% of people may use smartphone by the year

2019.

One of the most popular daily news magazines [7] has published “India has

become the second-biggest smartphone market in terms of active unique smartphone

users, crossing 220 million users, surpassing the US market, according to a report

by Counterpoint Research.” in one of its article on February 3, 2016.

Migration of the people from one place to another normally occurs due to the

need of food, marriage, community, and job these days at national (between districts

and states) [8, 9] and international level (between countries) [10]. Certainly, this

migration causes many problems in the system. Due to migration, one may not con-

centrate properly on the rights during the election choosing right person as leader of

the society. This may be due to lack of time, financial condition, transportation, or

distance. Studies have shown that migration is rapidly increasing during these recent

years [10, 11]. The net migration is the overall estimation of migration obtained

www.statista.com
www.statista.com
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Table 1 Voting rates of various Lok Sabha elections and corresponding census data (literacy and

population rates are simulated for the designing of the model)

Election Year Voting rate Literacy rate Population rate

1st 1952 [1] 61.2 0.058 1.32

2nd 1957 [2] 62.2 0.056 0.07

3rd 1962 55.42 0.032 0.132

4th 1967 61.33 0.049 0.02

5th 1971 55.29 0.165 0.12

6th 1977 60.49 0.128 0.123

7th 1980 56.92 0.127 0.06

8th 1984 63.56 0.239 0.09

9th 1989 61.95 0.951 0.15

10th 1991 56.93 0.324 0.18

11th 1996 57.94 0.15 0.16

12th 1998 61.97 0.345 0.13

13th 1999 59.99 0.764 0.12

14th 2004 48.74 0.6348 15.75

15th 2009 58.19 0.6348 15.75

16th 2014 66.4 0.7279 13.63

Fig. 1 Share of mobile

phone users that use a

smartphone in India from

2014 to 2019*. Courtesy
www.statista.com [6]

by adding immigration and subtracting emigration quantities [11] for every 1000

persons.

2.3 Pearson Correlation Coefficient [12]

Pearson correlation coefficient is originally designed by Karl Pearson during 1878

but introduced by Francis Galton during 1880. It is the widely usable method in the

www.statista.com
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field of science, engineering, and research to check linear dependencies between two

variables.

The degree of the dependencies ranges from −1 to +1. Here, −1 and +1 indi-

cate that two variables are negatively and positively related, whereas 0 indicates that

variables are not related to each other. Following is the equation used to find Pear-

son correlation coefficient (r), where x and y are two different variables with set of

values.

r =
N
∑

xy −
∑

x
∑

y
√
(N

∑
x2 − (

∑
x)2)(N

∑
y2 − (

∑
y)2)

(1)

where, N = number of pairs of scores∑
xy = sum of the products of paired scores∑
x = sum of x scores∑
y = sum of y scores∑
x2 = sum of squared x scores∑
y2 = sum of squared y scores

3 Methodology

Figure 2 shows the methodology of the paper, and it is based on Pearson correla-

tion coefficient (PCC). Stages involved in the methodology are data collection, nor-

malization and consolidation of data as per the requirement of PCC [12]. Data is

collected from various governmental web portals related to elections and census.

Fig. 2 Methodology for the

analysis of voting rate failure
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Table 2 Correlation coefficients

Literacy rate Population rate

Voting rate 0.138195095 −0.224588

Normalization of data is required to convert data into a particular standard as repre-

sented in Table 2.

4 Results and Discussion

Table 2 and Fig. 3 represent the correlation coefficients between the percentage of

various elections and considered features namely literacy, population, and rainfall

rates. Observations reflect that the coefficient between elections and literacy is higher

as compared to others. The next highest coefficient is between elections and rainfall.

This depicts that when people are more educated or literate, certainly the voting rates

will be higher. Hence, our system should emphasize more on education by opening

schools and colleges at interior places of the country. System may introduce certain

new projects like free education for everyone till they complete basic education (may

be from 1st standard to SSLC). This may resolve observed problem, and literacy may

reduce the voting rate failure. Population is moving toward inverse correlation with

respect to elections. This may be due to the manner in which elections are organized.

But earlier when population was under control, the voting rate in the election was

good and now it is completely inverse, i.e., less voting rate with more population.

Hence, this observation indicates that when the population rate is less, obviously the

rate of voting will be good.

Fig. 3 Correlation

comparative graph between

various parameters of

election
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5 Conclusion

This paper has tried to design a simple statistical model to analyze the reason behind

voting rate failure in election system. This paper has considered only two available

random variables, i.e., literacy and population rates. Conclusion of the paper as per

statistics is “literacy rate should be more than the population rate to decrease the

degree of voting rate failure.” Literacy may enhance voting rate, but sometimes it

may be the reason for voting failure, due to abundant analysis on the requirement of

voting at constituency where there is no development. As per the literature and statis-

tics, migration may also lead to same. Hence, this paper proposes a revolutionary-

and technology-based model, which may enhance voting rate in election system by

adopting secured cloud access through mobile applications. Analysis on the need of

technology-based model for elections in the existing system is certainly important

discussion and a challenging too. As per the literature, smartphone usage is rapidly

and exponentially increasing day by day. Hence, this paper is a building model for

the further research and development activities toward the need of technology in the

election systems.
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A Robust Watermarking Scheme for 3D
Polygon Mesh Models Using Mean
Curvature

Babulal Hansda, Vikas Maheshkar and Sushila Maheshkar

Abstract With growing advancement in digital technology, multimedia technology

advanced so rapidly. Now images and videos are used in 3D form for architecture,

computer games, medical diagnosis and maps. In our proposed algorithm, 3D mesh

models are watermarked on the basis of vertex curvature for showing robustness and

imperceptibility on mesh models. On the basis of curvature value of each vertex,

the object mesh model is partitioned into two bins. One part consists all the vertices

which has convex curvature, and other part contains the rest of the vertices. Vertices

are modified in such a way that the watermarked mesh model cannot be distinguished

from the original mesh model. With human visualization the watermark mesh model

is imperceptible. Watermarked mesh models show better results on resistivity over

attacks as like smoothing attack, subdivision attack, noise attack and cropping attack.
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1 Introduction

As the world digitalized so rapidly, images, videos and audio qualities improve day

by day. 2D images and videos are being replaced with 3D images and videos. 3D

models are used for architecture as in computer-aided design (CAD), 3D computer

games, 3D images in medical diagnosis for better treatment and 3D maps to view

places from any angle. 3D watermark is necessary on these models for authentication

and privacy prevention to ensure copyright protection. Imperceptibility and robust-

ness are important requirements for 3D watermark [4]. 3D models contain basically

face values and vertices values. Face values indicate how vertices interconnected

with each other, i.e. topology of models and vertices values tells about position of

vertices in space. Vertices are the most probable values for embedding watermark

on 3D models.

In this paper, we propose a non-blind algorithm based on mean curvature of ver-

tices. Geometric property of vertices can be used for watermarking on 3D models

[6–8]. Curvature can be used for embedding watermark. Some of the areas are there

on model where surfaces are curve or flat. By using this property, watermark can be

done on curve surfaces so that minimum distortion can be achieved.

2 Proposed Work

Proposed algorithm embeds watermark on 3D mesh object. According to the

curvature-based watermarking, there are three methods to calculate curvature, i.e.

mean curvature, Gaussian curvature and root mean curvature [5]. Our proposed al-

gorithm is based on mean curvature. For both watermark embedding and watermark

extraction, the mean curvature is required.

2.1 Watermark Embedding

Vertices are values in which watermark can be embedded. Curvature-based water-

marking is used in the proposed algorithm. Mean curvature Cm is calculated by the

following formula:

Cm =
∑n

i=1 𝜃(vi,j)
1
3
∑n2

k=1 Ak

(1)

𝜃 (vi,j) denotes the angles between the normal of the two adjacent triangles, and

Ak(k = 1, 2,… , n) denotes the triangle area corresponding to the one-ring neigh-

bourhood of vertex. According to mean Cm of each vertex, vertices are divided into

two bins. One bin contains all vertices which have values greater than zero, and the
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other bin contains rest of the vertices [1]. Watermark is embedded on vertices which

have curvature values greater than zero.

Algorithm 1 Watermark Embedding:

Require: 3D object model

Ensure: 3D watermarked model

1: Read object model and get the values of vertices and faces.

2: Calculate mean curvature of each vertex.

3: On the basis of values of mean curvature, vertices can be divided into bins

i) B1 bin contains the vertices of mean curvature value as greater than zero.

ii) B2 bin contains the rest of the vertices.

4: Watermark image (w) is taken as binary image. And take values in single column

matrix form.

5: Now B1 bin vertices can be watermarked by taking any one axis as from the formula

B′

1 = B1 + 𝜂 × w
Where B′

1 is the new vertices value B1 is original vertices values W is the water-

mark 𝜂 is constant value

6: Arrange the vertices with the new values as per the original sequence of vertices.

7: Convert the vertices with their face values transform in model object file.

2.2 Watermark Extraction

As the proposed algorithm is non-blind watermark, we need original 3D models for

extraction. The mean curvature of original mesh models is calculated. Watermarked

mesh model vertex is divided on the basis of original mesh model mean curvature

of vertex. The curvature with values greater than zero is used for extraction of wa-

termark. By the help of original mesh model and watermarked mesh model, the

watermark is extracted.

Algorithm 2 Watermark Extraction:

Require: 3D watermarked model

Ensure: Watermark image

1: First three steps are same for extraction process.

2: Watermarked model and original model both are converted into bins B1′
, B2 and

B1, B2 as from the embedding process.

3: Extraction of watermark can be gained by formula as

w′ = (B′

1 − B1)∕𝜂
Where B′

1, B1 are the watermarked and original vertices, w′
is recovered water-

mark, 𝜂 is constant.

4: Arrange the vertices in matrix two dimensions as the gain watermark is in column

form.

5: Recover watermark binary image is compared with the original binary image.
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3 Experimental Results and Discussion

We have performed experiments for our proposed algorithm on different 3D model

objects using MATLAB with minimum three iterations on each model. Model ob-

jects contain vertices and faces. These models are Bunny, Dragon, Hand, Venus.

Watermark embedding is applied on models having high number of vertices. So that

more number of vertex can be obtained for watermark. Watermark image is taken of

size 64× 64 (4096 bits). The threshold value for this experiment is 𝜂 = 0.01. This

threshold can be minimized to get more secure and imperceptible watermarking.

Root mean square (RMS) error, Hausdorff distance, PSNR and correlation values

are used as performance evaluation metrics.

3.1 Imperceptibility

Higher PSNR value, Hausdorff distance indicated high imperceptibility. With higher

values after different attack, PSNR value in Table 1, RMS value in Table 2, correla-

tion value in Table 4 and Hausdorff distance in Table 3 shows better result.

3.2 Robustness

Robustness of the proposed scheme is evaluated under different attacks like smooth-

ing, subdivision, cropping and noise attack. Figure 1 shows watermarked mesh under

Table 1 PSNR values after different attacks

Object models Bunny Dragon Armadillo Hand Venus

Without attack 72.604 75.486 121.41 74.227 78.628

Subdivision attack 67.278 68.342 66.251 63.726 72.463

Smoothing attack 60.605 60.038 68.302 59.055 66.341

Cropping attack 32.93 40.612 46.543 31.799 30.744

Noise attack 5.3423 5.8141 6.2279 5.8224 3.6495

Table 2 RMS values (10−3) under different attacks

Object models Bunny Dragon Armadillo Hand Venus

Without attack 0.103 0.055 0.083 0.071 0.040

Subdivision attack 0.335 0.357 0.139 0.201 0.152

Smoothing attack 0.537 0.672 0.262 0.587 0.250

Cropping attack 5.438 2.229 3.563 6.730 12.421

Noise attack 1.006 1.660 1.436 0.849 0.716
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Table 3 Hausdorff distance values after different attacks

Models Bunny Dragon Armadillo Hand Venus

Without attack 0.001 0.001 0.001 0.001 0.001

Subdivision attack 0.0658 0.0383 0.3276 0.0059 0.0155

Smoothing attack 0.0104 0.0103 0.4286 0.0097 0.0074

Cropping attack 0.1195 0.1454 10.204 0.1528 0.4318

Noise attack 0.0010 0.0081 2.6238 0.0010 0.0155

Table 4 Correlation values after different attacks

Object models Bunny Dragon Armadillo Hand Venus

Without attack 1 1 1 1 1

Subdivision attack 0.9577 0.8935 0.7810 0.8834 0.8912

Smoothing attack 0.8768 0.9996 0.7810 0.8832 0.9997

Cropping attack 0.9997 0.9997 0.7804 0.8807 0.9957

Noise attack 0.00023 0.13 0.13 −0.0242 0.0062

Fig. 1 Watermarked bunny and extracted watermark under different attacks. a Watermarked

model, b smoothing attack, c simplification attack, d subdivision attack, e cropping attack, f noise

attack

different attacks and the corresponding extracted watermarks. Except simplification

attack, watermark is distinctly visible in all cases, thus the proposed watermarking

scheme is robust against these attacks. Tables with different parameter show the at-

tack is sustainable for watermarked models. We can observe that correlation value

from Table 4 is tending towards 1 which shows the results are better.

3.3 Comparative Analysis

Proposed watermarking algorithm is compared with Garg et al. [1]. The result shows

better with respect to correlation and Hausdorff distance values in some attacks.
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Table 5 Comparison for correlation, RMS and Hausdorff distance

Garg et al. [1] Proposed algorithm

Bunny Dragon Armadillo Bunny Dragon Armadillo

No. of vertices 34,834 35,000 30,995 34,835 50,000 106,289

No. of faces 69,451 70,216 61,986 69,653 100,000 212,574

Correlation without attack (%) 100 100 100 100 100 100

Hausdorff distance without attack 0.4138 0.0011 0.3289 0.001 0.001 0.001

RMS without attack (10−3) 0.024 0.028 0.030 0.098 0.055 0.083

Correlation smoothing attack (%) 62 45 41 95 89 78

Hausdorff distance smoothing attack 0.5381 0.0013 0.3418 0.0134 0.0103 0.4286

RMS smoothing attack (10−3) 0.053 0.013 0.034 0.577 0.672 0.262

Correlation subdivision attack (%) 89 91 89 87 99 78

Hausdorff distance subdivision attack 0.5714 0.0016 0.3862 0.0690 0.0386 0.3276

RMS subdivision attack (10−3) 0.061 0.023 0.038 0.112 0.357 0.139

Most results show better with higher vertices mesh models. Table 5 shows compar-

ison between existing algorithm and proposed algorithm.

4 Conclusion

For the security of 3D mesh models, the watermarking technique is used to ensure

privacy and copyright protection. This paper proposes non-blind watermarking tech-

nique based on mean curvature of vertex. The watermark embedding process is in

such a way that the vertex fraction values cannot change much more to distort the ver-

tices from its original coordinates. The experimental results show that the proposed

algorithm is imperceptible in respect to visual masking on 3D watermarked models.

Watermarked mesh models can resist smoothing, simplification, subdivision, noise

and cropping attacks. For better result with respect to visibility and robustness of 3D

watermarked object, the vertices must be in higher density.

References

1. Garg, H., Arora, G., Bhatia, K.: Watermarking for 3-D polygon mesh using mean curvature

feature. In: 2014 International Conference on Computational Intelligence and Communication

Networks (CICN), pp. 903–908. IEEE (2014)

2. Zhan, Y.Z., Li, Y.T., Wang, X.Y., Qian, Y.: A blind watermarking algorithm for 3D mesh

models based on vertex curvature. J. Zhejiang Univ. Sci. C 15(5), 351–362 (2014)

3. Medimegh, N., Belaid, S., Werghi, N.: A survey of the 3D triangular mesh watermarking tech-

niques. Int. J. Multimed. 1(1) (2015)



A Robust Watermarking Scheme for 3D Polygon Mesh Models . . . 517

4. Dong, L., Fang, Y., Lin, W., Seah, H.S.: Perceptual quality assessment for 3D triangle mesh

based on curvature. IEEE Trans. Multimed. 17(12), 2174–2184 (2015)

5. Mokhtarian, F., Khalili, N., Yuen, P.: Curvature computation on free-form 3-D meshes at mul-

tiple scales. Comput. Vis. Image Underst. 83(2), 118–139 (2001)

6. Ohbuchi, R., Masuda, H., Aono, M.: Watermaking three-dimensional polygonal models. In

Proceedings of the Fifth ACM International Conference on Multimedia, pp. 261–272. ACM

(1997)

7. Ohbuchi, R., Masuda, H., Aono, M.: Watermarking three-dimensional polygonal models

through geometric and topological modifications. IEEE J. Sel. Areas Commun. 16(4), 551–

560 (1998)

8. Ohbuchi, R., Mukaiyama, A., Takahashi, S.: Watermarking a 3D shape model defined as a

point set. In: 2004 International Conference on Cyberworlds, pp. 392–399. IEEE (2004)

9. Jabra, S.B., Zagrouba, E.: A new approach of 3D watermarking based on image segmentation.

In: IEEE Symposium on Computers and Communications, ISCC 2008, pp. 994–999. IEEE

(2008)

10. Benedens, O.: Geometry-based watermarking of 3D models. IEEE Comput. Graph. Appl. 1,

46–55 (1999)

11. Yu, Z., Ip, H.H.S., Kwok, L.F.: A robust watermarking scheme for 3D triangular mesh models.

Pattern Recogn. 36(11), 2603–2614 (2003)



Design Space Exploration
for Architectural Synthesis—A Survey

R. Shathanaa and N. Ramasubramanian

Abstract Design Space Exploration (DSE) is the process of exploring design

alternatives and it is iterative in nature. It includes a vast set of design choices and

relies largely on the decision of the architect. The number of design constructs for

a particular design is huge and it exponentially increases the problem complexity.

To speed up the exploration process, many algorithms that find the optimal designs

automatically have been proposed. This work presents a survey on the different tech-

niques proposed to solve the Design Space Exploration problem by reducing the

design space-time in order to provide good insight to researchers for further explo-

ration.

Keywords Design Space Exploration ⋅ Pareto-optimal ⋅ High-level design

Design metrics

1 Introduction

System designers develop circuit models using high-level languages such as C or

C++ since they offer higher levels of abstraction. This makes verification of the

model and its functionality easy. This also makes reusability of the code possible.

For developing the corresponding hardware, hardware designers must analyze the

high-level code and select a suitable hardware for the given code. An important chal-

lenge in converting this high-level design to equivalent hardware design is the many

design possibilities that need to be considered. The solution spaces for the design

problem involve multiple design metrics like area, execution time, resource usage,

power, cost, and multiple design parameters like the number and type of processing

cores, memories, interconnection network, scheduling, and arbitration policies [1].

The relation between the design metrics of interest is very difficult to establish, due

to various aspects such as application parallelism, dynamic application behavior, and
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resource sharing. A single modeling approach or analysis tool that can cope with all

the challenges of modern hardware design is yet to be designed. The architecture

designed should be optimized to achieve best trade-offs in the selected metrics of

interest.

Design Space Exploration involves optimizing the design by selecting compo-

nents that minimize or maximize the metrics of interest as needed. This optimization

problem has multiple, often conflicting objectives that need to be achieved during

designing. For example, the optimization problem may need to minimize power con-

sumption under an execution time constraint or vice versa. The optimal designs are

called Pareto-optimal designs. Pareto front consists of all the design solutions that

exist at the efficient frontier. Exploring the Pareto set is easier compared to explor-

ing the entire design space which may take large amount of time. This exploration

problem is exponential in nature. A simple method of exploration is the brute force

approach. Brute force approach will be able to find all the Pareto-optimal solutions

but it will take long running time even for small designs.

The remainder of this paper is organized as follows: Sect. 2 describes the var-

ious techniques that have been proposed for Design Space Exploration. Section 3

describes the common evaluation metrics used for Design Space Exploration. The

comparison of different methods for different parameters is presented in Sects. 4, and

5 concludes the paper.

2 Design Space Exploration Techniques

Different techniques have been proposed for solving the Design Space Exploration

problem. The recent advancements in solving this problem are discussed below.

Learning-based methods Machine learning offers a solution to identify the optimal

designs by sampling only a portion of interest from the entire design space. Learning-

based methods guide the exploration process by predicting the quality of the solu-

tion before the actual synthesis. Meta-heuristics is a technique that tries to reduce

the design space. These heuristics search among alternate design solutions and per-

mits locally non-optimal solutions so that ultimately global or better sub-optimal

solutions can be found. Mahapatra and Schafer [2] used the Simulated Annealing

meta-heuristic based on decision tree learning. By taking into consideration only the

synthesis directives given by the system designers that result in achieving optimal

value of one of the parameters given in the design constraint, design space reduction

is achieved. The drawback of such meta-heuristics is that they take long time for exe-

cution. The quality of results is directly proportional to the number of design alterna-

tives considered for exploration, and hence, it is very important to consider correct

parameters. This consideration was taken in to account and the algorithm learned

the combinations of attributes which minimize the total cost and thus reduced the

search space.
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Rival Penalized Competitive Learning (RPCL) was proposed to address the prob-

lem of clustering analysis. Liu and Schafer [3] used RPCL to classify which designs

need to be synthesized to find the true Pareto-optimal designs. A score sheet which

predicts whether a given design can lead to smaller designs than the smallest design

found is maintained. Solutions that do not lead to smaller designs are pruned. Since

pruning techniques work by restricting the design space, it may lead to entire explo-

ration regions being missed. Most of the existing heuristics from machine learning

frameworks try to model how the design objective functions respond to the tun-

able parameters in the designs. But the focus of such learning model is obtain-

ing good designs. To address this issue [4] focused on losing good designs due

to learning inaccuracy. This is done by actively eliminating non-Pareto designs.

Semi-Supervised Learning (SSL) is a methodology for exploiting unlabeled data

to improve the prediction accuracy. Chen et al. [5] proposed Co-Training Model

Tree (COMT) which is a semi-supervised learning model, where two models label

unlabeled data for each other. To achieve good accuracy, this method requires large

pool of training labels. Also, the accuracy decreases with number of iterations since

promising unlabeled examples which are valid for enhancing prediction accuracy

eventually exhaust.

The above learning models had focused on predicting the performance of any

given design configuration, whereas [6] considered two design alternatives and pre-

dicted which among the two would perform best. Here, Design Space Exploration is

considered as a problem requiring a partial or total order of items, according to an

item quality metric and a ranking technique was proposed for ordering the designs.

But this model is limited to only pairwise predictions. Liu and Carloni [7] introduced

Transductive Experimental Design which consists of training and refinement stages.

This iterative-refinement framework relies on the accuracy of the approximate learn-

ing model created out of initial directives given in high-level design. However, this

method could find only an approximate Pareto set. Also, it does not consider power

and data pipelining. Sinaei and Fatemi [8] used high-level simple analytical models

for application mapping and evaluation to prune the design space followed by Sim-

ulated Annealing to perform Design Space Exploration of the pruned design space.

Though the above works use learning approaches and present good results, using

machine learning design heuristics is risky. This is because some actual optimal

Pareto designs may be incorrectly excluded from the predicted output. As said ear-

lier, the goal of existing machine learning frameworks is to model how the design

objective functions respond to the tunable parameters in the designs. It does not move

toward the eventual goal of seeking the good designs.

Exploration types Exploring the design choices can be done sequentially [9], itera-

tively [10], or hierarchically [11]. Exploring every design choice one-by-one sequen-

tially will take huge amount of time. To handle this, [9] classified the choices into

subgroups and then explored each group sequentially. This way the design space

could be reduced considerably. The reduction in design space is done by employ-

ing probabilistic methods. An iterative, recursive, and multi-platform method is pro-

posed [10], to discover the proper set of high-level synthesis directives for efficient
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Design Space Exploration. This work focused on area reduction as the design con-

straint. Similar to [9], separate exploration of design choices was done by [11] but by

using a hierarchical method. Additionally, it could detect whether any changes had

been made in the behavioral description between two consecutive runs of the explo-

ration and only explored the functions that have changed since the previous run.

Incremental exploration is supported since the results of the previous exploration

are reused. Cyclic Redundancy Check (CRC) had been used to look for changes in

the source code for incremental exploration and exhaustive search had been used

for exploring every function. But, in the case of larger functions this can lead to

long execution time. The main advantage of this method is that when the behavioral

description is modified in a subsequent run, only the functions that have changed

since the last run need to be explored, thus reducing the running time.

Evolutionary algorithm Optimization problems can be solved using an evolution-

ary algorithm which is a generic population-based meta-heuristic optimization algo-

rithm. An evolutionary algorithm mimics biological evolution, such as reproduction,

gene mutation, recombination, and selection. Possible solutions are considered as

individuals in a population, and a fitness function is defined that determines the qual-

ity of the solution. Evolution of the population then takes place after the repeated

application of the above operators [20]. A genetic algorithm which is a class of

evolutionary algorithm was used by [12] and [13] for DSE. Genetic algorithms use

crossover and mutation to search the space of possible solutions. Sarkar et al. [12]

addressed the issue of exploring an optimal scheduling for control data flow graphs

driven through guided selection of loop unrolling factor and datapath resource con-

figuration during high-level synthesis. Integration of multi-objective optimization

models was done using Non-dominated Sorting Genetic Algorithm in [13] to explore

the design space using a set of rules. For this purpose, a number of good designs are

grouped into candidate populations according to the optimization criteria. But a main

challenge to be addressed while using genetic operations such as mutation to create

new candidate solutions is checking the feasibility of the new solutions.

Population-based stochastic optimization method Swarm intelligence (SI) is the

collective behavior of decentralized, self-organized systems, natural, or artificial

[21]. Design Space Exploration had been formulated as an optimization problem

and explored using swarm intelligence algorithms like particle swarm optimization

(PSO) [14, 16, 17, 19], bacterial foraging optimization (BFO) [15, 18], and ant

colony optimization [9]. Sengupta and Mishra [14] used integrated particle swarm

optimization for power-execution time trade-off during architectural synthesis of

data-intensive applications. While using swarm-based algorithms, particle velocity

should be maintained to avoid over drift. Also, particle positions should be within

boundary. These conditions are met using clamping algorithm to manage exces-

sive velocity outburst during searching and another algorithm to restrict boundary

constraints violation in [14, 16, 17]. Adaptive mechanisms such as resource fixing

and step size fixing to make sure that the design solutions meet with the boundary

conditions are used in [15]. A temperature-dependent bacterial foraging optimiza-

tion algorithm-based exploration process with power and execution time as design
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metrics during high-level synthesis which models the behavior of bacteria was pro-

posed in [15]. In [17], PSO had been used for fully automated parallel exploration

of optimal datapath and unrolling factor. For this, area and performance were con-

sidered as conflicting objectives. It tried to find the execution delay of control data

flow graph (CDFG) after unrolling the loops, based on resource constraint, with-

out unrolling the entire graph. Sengupta and Bhadauria [18] proposed exploration

algorithm driven by bacterial foraging optimization algorithm. Here change in the

direction of exploration is made easy using tumble or swim actions of the bacteria if

the current exploration has been found ineffective. PSO was used for the generation

of an optimal fault secured datapath structure by considering power and execution

time as conflicting objectives for high-level synthesis in [19]. Mishra and Sengupta

[16] used PSO for DSE in a similar manner but for application-specific processor

design. Carrion Schafer [9] also used PSO for exploration of pruned design space.

Sengupta and Bhadauria [18] and Sengupta and Bhadauria [19] does not provide any

methods to control velocity and boundary conditions.

3 Performance Metrics

Some common parameters used to measure the performance of the Design Space

Exploration algorithm are given below:

ADRS (Average Distance from Reference Set) Given a reference Pareto set 𝛱 ={
𝜋1, 𝜋2,… |𝜋i = (a, t), a ∈ A, t ∈ T

}
and an approximate Pareto set 𝛬 ={

𝜆1, 𝜆2,… |𝜆i = (a, t), a ∈ A, t ∈ T
}

ADRS(𝛱,𝛬) = 1
(|𝛱|)

∑

𝜋∈𝛱
min
𝜆∈𝛬

𝛿 (𝜋, 𝜆)

where

𝛿
(
𝜋 =

(
a
𝜋
, t
𝜋

)
,
(
a
𝜆
, t
𝜆

))
= max

{
0,

a
𝜆
− a

𝜋

a
𝜋

,
t
𝜆
− t

𝜋

t
𝜋

}

Note that the lower the value of ADRS (𝛱,𝛬), the closer the approximate set 𝛬

to the reference set 𝛱 .

Pareto Dominance Pareto dominance is given by the ratio between the total number

of points in the Pareto set considered for evaluation, also present in the reference

Pareto set. Higher value of dominance indicates better Pareto Set.

Cardinality The cardinality indicates the number of dominating designs found by

each method. A high cardinality denotes a larger choice of solutions. A high value

should be considered to be positive, although it needs to be interpreted carefully with

the rest of the results.

IPC IPC denotes the average number of instructions executed per clock cycle.
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Table 1 Comparison of algorithms using learning-based algorithms

S.no Method Details Performance

metrics used

Improvement achieved

1 Learning-

based

method

Randomized

selection

ADRS ADRS improved by 21.3%

2 Fast simulated

annealer

Running time,

Pareto

dominance,

cardinality

Running time decreased by

36%, dominance improved

12.5%, 4.7% improvement

in cardinality

3 Pruning with

adaptive

windowing

Running time,

Pareto

dominance,

cardinality

170% improvement in

ADRS, 38% improvement

in dominance, cardinality

19.5% improved

4 Non-Pareto

elimination

ADRS 2.24X synthesis speedup,

129% improvement in

ADRS

5 DSE using

unlabeled

design

configurations

Performance

(IPC), power

(Watt)

36% increase in

performance, 79% reduction

in power consumption

6 Ranking

approach

Reliability 31.77% better configuration,

38.13% fewer, incorrect,

pairwise predictions

7 Heuristic

mapping

Accuracy,

uniformity,

extent

Improved accuracy. Less

uniformity and more extent

Table 2 Comparison of different exploration types

S.no. Method Details Performance

metrics used

Improvement achieved

1 Exploration

method

Sequential:

probabilistic

multiknob

acceleration

ADRS, Pareto

dominance,

cardinality

12.2 acceleration, average

ADRS of 1.7%, dominance

decrease by 10%,

cardinality 3% decrease

2 Iterative:

area-oriented

iterative

exploration

HW efficiency 4X lower flip-flops, reduced

lookup tables by 32%,

overhead of 38% in

compute time, HW 50%

more efficient

3 Hierarchical:

incremental

exploration

ADRS,

dominance,

number of

runs, running

time

0.43% improvement in

ADRS, dominance 22.8%

improved, 585% decrease in

number of runs, running

time decreased by 61%
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Table 3 Comparison of algorithms using evolutionary algorithms

S.no Method Details Performance

metrics used

Improvement achieved

1 Evolutionary

alg.

Exploration of

loop unrolling

factor and

datapath

Exploration

runtime,

quality of

result (cost)

Less runtime, 66%

improvement in cost

2 Non-

dominated

Sorting

Genetic

Algorithms

(NSGA)

Two-tailed

wilcoxon tests

Above 90% fulfillment of

constraints, reduced cost

and increase in resource

usage

Table 4 Comparison of algorithms using population-based methods

S.no Method Details Performance

metrics used

Improvement achieved

1 Population-

based

optimization

Integrated PSO Quality of

Results (QoR),

Exploration

Time (ET)

QoR and ET improved 21%

& 80% resp

2 BFOA QOR, ET QoR improved by 27% &

ET reduced by 44%

3 Multi-

objective

PSO

QOR, ET QoR improved by 9% & ET

reduced by 90%

4 Adaptive,

exploration

QOR, ET QoR improved by 30% &

ET reduced by 92%

5 BFOA QOR, ET QoR improved by 9% &

ET reduced by 26%

6 PSO Cost Final solution proposed

with lower cost

Accuracy (D-metric) The distance of the resulting non-dominated set to the Pareto-

optimal front. This should be minimal.

Uniformity (𝜟-metric) The solutions should be well distributed (in most cases uni-

form).

Extent (𝛁-metric) The non-dominated solutions should cover a wide range for each

objective function value.

Quality of Result Quality of Result is given by,

QOR = 1
2

(
PT

Pmax
+

TE

Tmax

)
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where

PT is power consumed by a design combination,

TE is execution time taken by a design combination,

Pmax is the maximum allowed power,

Tmax is the execution time limit.

Hardware Efficiency Hardware efficiency is measured as,

HWeff =
Speednorm

Areanorm

where Speednorm and Areanorm are normalized execution speed and area occupied,

respectively.

4 Comparison of Various Techniques

Tables 1, 2, 3, and 4 compare the various techniques used for Design Space Explo-

ration. The techniques are compared based on the evaluation metrics used and

the performance improvement achieved. From this comparison, it can be seen that

learning-based methods achieve better performance in terms of ADRS values,

whereas swarm intelligence-based methods outperform others in terms of execution

speed.

5 Conclusion

This paper surveyed the different techniques used for Design Space Exploration.

It was seen that none of the existing techniques achieve performance in par with

complete exploration of the design space. It was found that an exploration algorithm

that can achieve performance equivalent to complete exploration of design space

with a practical execution time needs to be developed.
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A Novel Distributed Algorithm
with Bitcoin Incentives for Phylogeny
Analysis

B. J. Bipin Nair

Abstract Phylogenetic tree reconstruction plays a key role in the field of bioin-
formatics for the understanding of evolutionary history of species and species traits.
However, computation of such trees, especially for enormous data sets, is a chal-
lenging task. Maximum Parsimony method generates accurate results, although it is
highly resource intensive. In this paper, we present a novel algorithm that improves
over the original Maximum Parsimony method. Following a bottom-up approach of
the divide-and-conquer methodology, the algorithm divides the input data set into
sub-data sets. Sub-trees corresponding to the sub-data sets are generated and
analysed in parallel via multiple threads of execution running over multiple cores of
multiple processors. Finally, they are merged to generate the optimal evolution tree.
Cluster cell formation is encouraged with a novel idea of utilizing bitcoins to
reward participating users. We show that our method has reduces time complexity
and analyse the impact of bitcoins on user participation willingness. The proposed
algorithm is programming language independent.

Keywords Phylogenetic tree ⋅ Bioinformatics ⋅ Maximum parsimony
Bitcoin ⋅ Parallel algorithm ⋅ Distributed algorithm

1 Introduction

Evolution of new organisms is driven by three major factors: diversity—different
individuals carry different variants of the same basic blueprint, mutation—DNA
sequence changes due to deletion/insertion of DNA segments and selection bias—
survival of the fittest. A phylogenetic tree is used to depict hypothetical evolutionary
relationships among different organism species, or among related nucleic acid or

B. J. Bipin Nair (✉)
Department of Computer Sciences, Amrita School of Arts and Sciences,
Amrita Vishwa Vidyapeetham, Mysuru, India
e-mail: bipin.bj.nair@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
P. K. Sa et al. (eds.), Recent Findings in Intelligent Computing Techniques,
Advances in Intelligent Systems and Computing 708,
https://doi.org/10.1007/978-981-10-8636-6_56

529

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_56&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_56&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8636-6_56&amp;domain=pdf


amino acid sequences. It is widely used in biological domains such as multiple
sequence alignment (MSA), protein function prediction and pharmacology.

The reconstruction of phylogenetic trees (Hill [1]) is one of the most critical
aspects of evolutionary study. Modern phylogenetic tree analysis uses molecular
information like DNA and protein sequences. As multitudes of sequences are being
obtained each passing day, inferring evolutionary history and construction of
phylogenetic trees have become major problems in computational biology. The
major challenge of phylogenetic tree reconstruction (Brocchieri [2]) is the simpli-
fication of the branching process. In a tree, branching indicates evolutionary rela-
tionships and the branch length indicates the degree of relatedness between species
and sequences corresponding to nodes at the endpoints of branches. The internal
nodes are the hypothetical ancestors of a particular group of Operational Taxo-
nomic Units (OTUs). There are two broad approaches for computing phylogenetic
trees based on molecular sequencing data: distance-based and character-based.

Distance-based methods rely entirely on the computation of a matrix of pairwise
distances between aligned sequences to construct a tree. Neighbour-Joining
(NJ) method (Saitou and Nei [3]), Fitch–Margoliash (FM) method (Fitch and
Margoliash 1967), FastME (Desper and Gascuel 2002) and many other distance
methods fall into this group. The NJ algorithm follows a greedy strategy in an
attempt to construct an optimum phylogenetic tree by minimizing the sum of all
branch lengths. Although distance-based approaches provide fast and reasonable
approximations of phylogenetic trees, unsatisfactory performance on large data sets
proves to be an Achilles’ heel. Moreover, the loss of evolutionary information when
a sequence alignment is converted to pairwise alignment (Steel 1988) and the
incapability to use information about local high-similarity and high-variation
regions that occur across multiple sub-trees are further drawbacks.

Character-based methods scrutinize each column of a sequence alignment
individually and determine the best tree from a large number of possible trees to
represent the given data. Methods based on this approach include Maximum Par-
simony (MP) method [4] and Maximum Likelihood (ML) method (Felsentein
1981). MP method follows the Occam’s razor principle in predicting the evolu-
tionary tree that minimizes the number of iterations required to generate the
observed mutations in nucleic acid or amino acid sequences from their common
ancestral sequences. PTree (Gregor [5]) is a stochastic-based MP approach for
phylogenetic tree reconstruction. ML method uses a probabilistic model of rates of
evolutionary change in sequences to generate an evolutionary tree model and then
adjusts the model until a best fit of the data set is obtained. Character-based
algorithms take into account every minor detail and change in taxa sequences as a
result of columnwise hypothesis testing. Hence, these algorithms are considered
“information rich” and lead to comparatively accurate trees (Steel and Penny,
2000). However, the MP method is an NP-hard problem. As the number of input
sequences in the data set increases, the total number of possible trees that have to be
generated and analysed increases exponentially. Thus, MP method is computa-
tionally very expensive. ML has unknown complexity (Steel 1994), thus making it
an impractical implementation.
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This paper presents a novel parallel version of the MP algorithm for constructing
phylogenetic trees on systems based on the × 86 hardware architecture. Optimal
phylogenetic tree reconstruction using MP approach for large data sets of sequences
is a challenging task, especially for those involving thousands of taxa. The objective
of the parallel algorithm is to utilize the computational capability available in
modern computers when clustered together in a distributed architecture. Cluster
computing is widely recognized for the benefits it presents for performance
applications, and is extremely useful in domains like bioinformatics. The wide-scale
clustering proposed is made viable with bitcoin incentives for participating systems.
Bitcoin is a digital currency that is produced and rewarded to people for lending
their personal computer processing power for solving the algorithmic and mathe-
matical problems.

The rest of this paper is organized as follows. Section 2 elucidates the problem
statement. Section 3 describes the tools and method employed in the multi-threaded
algorithm and its execution. Section 4 presents the results obtained on the input test
data set in a descriptive fashion. Section 5 concludes the material presented in the
paper and outlines future work that is feasible.

2 Problem Statement

MP method results in a quite accurate phylogenetic tree representation, however,
which is unviable due to its heavy computational cost and lack of scalability. The
parallel approach to MP implementation discussed in this paper aims at distributing
the workload among a cluster of computers for much faster construction of an
accurate phylogenetic tree, all the while retaining the advantages inherent in the MP
method. The proposed method has the following features:

• A qualitative method for the division and a quantitative method for the merging
of data sets,

• Calculation of sub-trees over multiple computational threads,
• Bitcoins are the incentive that drives the creation of large widespread compu-

tational clusters,
• Reduction in algorithmic computational time and order of growth.

3 Tools and Methodology

The application development framework used to implement the algorithm is the
NET Framework 3.5 by Microsoft. The algorithm discussed here has been
implemented in Visual Studio 2012 using the C# programming language.
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However, the algorithm can be implemented in any high-level programming lan-
guage of choice. The tool used to generate the visualization of the phylogenetic tree
is Graphviz 2.38. C# is a good choice for selection of programming language as
most computers in the world today run the Windows operating system. Further-
more, it provides strong multi-threading support. In Unix-/Linux-based systems, the
Mono framework can be used to support the running of C# applications.

In a phylogenetic tree, leaves represent taxa (genes, individuals, strains and
species) being compared. Internal nodes are hypothetical ancestral units that have
no physical counterpart. In a rooted tree, the path from the root represents an
evolutionary path (root represents the common ancestor). An unrooted tree specifies
relationships among taxa, but not an evolutionary path. The proposed algorithm
generates unrooted trees to depict relationships among taxa only and not an evo-
lutionary path describing a chain of occurrences. The MP method evaluates all
possible tree topologies for the minimal, hence optimal tree. However, the number
of unrooted trees to be evaluated drastically increases with the number of OTUs as
shown in Table 1 below.

In a phylogenetic tree, leaves represent taxa (genes, individuals, strains, species)
being compared. Internal nodes are hypothetical ancestral units that have no
physical counterpart. In a rooted tree, the path from the root represents an evolu-
tionary path (root represents the common ancestor). An unrooted tree specifies
relationships among taxa, but not an evolutionary path. The proposed algorithm
generates unrooted trees to depict relationships among taxa only and not an evo-
lutionary path describing a chain of occurrences. The MP method evaluates all
possible tree topologies for the minimal, hence optimal tree. However, the number
of unrooted trees to be evaluated drastically increases with the number of OTUs as
shown in Table 1 below.

Table 1 Possible trees for
MP method analysis

Number of OTUs Number of unrooted trees

2 1
3 1
4 2
5 15
6 105
7 954
9 135,135
10 34,459,425
15 2.13E15
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The number of unrooted trees (Nu) that can be constructed from n OTUs is given
by

Nu= ð2n− 5Þ! ̸ð2expðn− 3ÞÞ ðn− 3Þ! ð1Þ

The proposed algorithm implements a heuristic divide-and-conquer technique to
reduce the enormous number of computations that would otherwise be necessary.
The input data set is split into sub-data sets, each containing of about 4-5 taxa that
are closest together, as determined by a qualitative analysis measure beforehand.
This bottom-up approach leads to the computation of optimal MP sub-trees based
on the sub-data sets. The process is performed over multiple cores of a processor,
and multiple processors over a cluster. Sub-tree computation is designed to run as
individual threads of execution. Thus, the analysis of large data sets in a reasonable
time limit is achievable. Finally, the global tree is reconstructed on the sub-data sets
using recursive function calls to merge the sub-trees to obtain an optimal tree on the
full data set. The recursive function calls are monitored by a control processor
designated for the same.

The implementation of the proposed algorithm is given below in the form of
pseudocode. The algorithm was implemented in C# to get the output.

1.  Initialize algorithm -
Set D= {D0, …, Dn-1} (dataset of molecular sequences), n= number of

sequences, T= starting tree, nproc= number of available processors, ctrlproc=
control process

2. Split dataset into sub-datasets of 4-5 taxa using qualitative measures
such as distance or similarity measures.

3. Populate each sub-dataset into common shared memory among the clustered
systems

 String s;
Create new StreamReader While ( s=reader.ReadLine() )
Create new string array of length 2 Initialise values array to s.Split 

Initialise k to 0
Foreach string item in values If item is not equal to "”

Set k of finalvalues to item EndIf EndForeach
dataGridView1.Rows.Add with finalvalues Set flag to 1

EndWhile
4. Create threads corresponding to each sub-dataset and assign threads to

available, idle cores and processors in the cluster (nproc).
Using System.Threading 
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5. Each thread carries out the following subtree computation:
Initialise taxona, taxonb, taxonc, taxond For i=0 to taxona.length
If (position i in a = position i in b) & (position i in c = position i in d) & (position i 

in a != position i in c) Changeb++
Else if (position i in a = position i in c) & (position i in b = position i in d) & 

(position i in a != position i in b) Changec++
Else if(position i in a = position i in d) & (position i in c = position i in b) & 

(position i in a != position i in c)
Changed++ EndIf EndFor

If (Math.Max(changed, Math.Max(changeb, changec)) == changeb)
string text = "graph { " + taxon1 + " -- I1; " + taxon2 + " -- I1; I1 -- I2; " 
+ taxon3 + " -- I2; " + taxon4 +
" -- I2; I1 [shape=Msquare]; I2 [shape=Msquare]; }"

Else if (Math.Max(changed, Math.Max(changeb, changec)) == changec)
string text = "graph { " + taxon1 + " -- I1; " + taxon3 + " -- I1; I1 -- I2; " +
taxon2 + " -- I2; " + taxon4 +
" -- I2; I1 [shape=Msquare]; I2 [shape=Msquare]; }"

Else if (Math.Max(changed, Math.Max(changeb, changec)) == changed)
string text = "graph { " + taxon1 + " -- I1; " + taxon4 + " -- I1; I1 -- 
I2; " + taxon3 + " -- I2; " + taxon2 +" -- I2; I1 [shape=Msquare]; I2 
[shape=Msquare]; }" EndIf

Else if (Math.Max(changed, Math.Max(changeb, changec)) == changed)
string text = "graph { " + taxon1 + " -- I1; " + taxon4 + " -- I1; I1 -- 
I2; " + taxon3 + " -- I2; " + taxon2 +
" -- I2; I1 [shape=Msquare]; I2 [shape=Msquare]; }EndIf

File.WriteAllText("graph.gv", text) Process.Start("graph.gv") Return 
subtree to ctrlproc 

6. An external bitcoin agent keeps track of threads computed by 
individual users in a cluster and awards them bitcoins for their respective 
contribution to the computation process.

7. Each thread returns the subtree to the control process ctrlproc which merges 
the subtrees by calling a recursive function

Merge(subtree,T)
8. End

4 Results

The input data set used to verify the algorithm consists of complete and small
sub-unit rDNA gene sequences from Trypanosoma cruzi (SansonAll data set by
Sanson GF 2002), a strain of protozoa. The data set consists of 37 different variants
of aligned sequences. The resultant tree was tested for topological accuracy with
respect to a guide tree provided with the data set. The computations were done on a
computer with 3.1GHz Intel i5 processor and 8 GB of main memory. The execution
threads utilized the four physical cores available in the processor to obtain the
results (Figs. 1 and 2).

534 B. J. Bipin Nair



Fig. 1 Split data set running on single thread of execution

Fig. 2 Generated sub-tree based on MP calculation
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The above obtained result in Fig. 3 is in correlation with the guide tree provided
with the data set. Thus, the algorithm produces accurate results. The cost com-
plexity of the algorithm is reduced to give a time complexity of O(k*t*m/n), where
k is the total number of possible trees for t number of taxa, m is the number of
sub-trees to be evaluated, and n is the total number of cores and processors
available in the cluster for calculation. The algorithm minimizes t by computing
small sub-trees from which the larger global tree is finally generated. Clearly seen
from Fig. 4, the more the amount of combined computational power in a cluster, the
better the running time of the algorithm. Space complexity is O(k*t*m + t*m) over
the entire cluster unit.

Fig. 3 Recursive optimal global tree construction

Fig. 4 Algorithm time complexity w.r.t number of cores
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The viability of cluster computing over a large scale is made possible by an
incentive mechanism of bitcoin rewards for joining the computational cluster. The
increase seen in the number of willing cluster participants is 150%. Thus, bitcoins
are an effective way of setting up highly distributed cluster systems (Fig. 5).

5 Conclusion

An efficient multi-threaded algorithmic approach for the construction of phyloge-
netic trees is presented here. Its supremacy over the original MP method lies in its
ability to utilize the computational capability of cluster computing. Based on the
results, the algorithm provides accurate results that a bioinformatician can use.
Further work can focus on methods to reduce the number of sub-trees generated by
using heuristic methods to remove sub-optimal trees from analysis.
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An Approach for Predicting Structure
and Ligand Interaction as Well
as Comparing Five Species of Homo
Family Blood Protein Sequences
Using MSA Technique

B. J. Bipin Nair, S. Saikrishna and Arun P. Prabhan

Abstract We introduce a model for protein structuring as well as multiple
sequence alignment (MSA) technique. In the field of bioinformatics, we are dealing
with protein 3^0 structure modelling to identify the sequence variation in five types
of homo family blood protein. Our tool is to predict the 3^0 structure of blood
protein in 3D structure representation. In our work, we select blood proteins which
contain three components: albumin, globulin, fibrinogen and three sets of sequence
of each component for comparative analysis using MSA technique. In comparison,
we find the match, mismatch and gap from that result and calculate the efficiency.
Here, we are using a sequence alignment algorithm to compare five different homo
species blood proteins. In this work, we combine sequence alignment algorithm and
3D structure prediction which interacts with the ligand.

Keywords Blood protein ⋅ MSA ⋅ Homo family ⋅ 3D structure

1 Introduction

Homo is the genus that includes Homo sapiens, Homo habilis, Homo-neanderthal
enosis, Homo-Australopithecus and Homo erectus. The Hominidae whose members
are known as great apes or hominids are taxonomic family of primates that include
seven extant species. Protein structure prediction is to predict the 3^0 structure of
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blood protein. Homology modelling is a method to build 3D model for protein’s
multiple sequence alignment algorithms which is used in our work to compare the
number of homo protein sequences. MSA is sequence alignment of the more number
of organisms. With the help of our 3D predicting tool, we are predicting the 3D
structure from the Fasta File format which is uploaded and the result is generated. We
are selecting data set as blood protein, and it contains three components: albumin,
globulin and fibrinogen. We are selecting three sets of blood sequence from the
various homo family of each component for comparative analysis. In comparison, we
find the match–mismatch and gap and calculate the optimal alignment. To find the
interaction between the protein and a ligand, molecular docking studies are per-
formed. A drug molecule that can interact, bind and control the function of biological
receptors helps to cure blood-related disease. The ligand is an interacting chemical
molecule which interacts with blood proteins and with ligand molecules. Five blood
protein sequences of fibrinogen are selected from the homo family and compared
these sequences to find out the optimality in various species of a homo family using
MSA. The tertiary structure of the protein is a folded structure of amino acids. Protein
tertiary structure changes to the quaternary structure when changes occur in the amino
acid sequence because the folded structure will become unfolded. The existing works
predict the 3D structure of the protein from its amino acid sequence, but there is no
availability of sequence comparison. So we come to a conclusion that to develop an
approach we needed to compare the protein sequence and predict the 3D structure.
Using the system, we can predict the disease caused by the organism as well as the
structural change in 3D structure and analyses the protein–ligand interaction.

2 Flow Diagram

See Fig. 1.

2.1 Algorithm

The algorithm we used for the MSA is below.

AlinA—the first input sequence. AlinB—second input sequence.

5 text boxes used in order to take five homo species protein sequences.

Algorithm for accepting the sequence and comparing multiple sequences.

for i = 0 to len(A) P(i, 0) ← k * i
for j = 0 to len(B) P(0, j) ← k * j
for i = 1 to len(A) for j = 1 to len(B) {Mat ← P(i − 1, j − 1) + S(Ai, Bj)
Del ← P(i − 1, j) + k Ins ← P(i, j − 1) + k P(i, j) ← max(Mat, Ins, Del)}
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AlinA ← ″″ AlinB ← ″″ i ← len(A) j ← len(B)
while (i > 0 | j > 0){if (i > 0 & j > 0 & P(i, j) == P(i − 1, j − 1) + O(Ai, Bj))
{AlinA ← Ai + AlinA AlinB ← Bj + AlinB i ← i – 1 j ← j − 1}
else if (i > 0& P(i, j) == P(i− 1, j) + k) {AlinA←Ai +AlinAAlinB← ″−″+AlinB
i ← i – 1} else {AlinA ← ″−″ + AlintA AlintB ← Bj + AlinB j ← j – 1}}

Fig. 1 Flow diagram of the
system, which describes the
system functioning and the
modules of the system and its
work flow
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2.2 Dataset

Protein Data Bank (PDB): PDB is a repository of protein sequences, from where we
can obtain the biological protein sequences of organisms. The blood protein fib-
rinogen component of the homo family protein sequences are obtained from the
Protein Data Bank (Table 1).

2.3 Literature Review

Marco-Biasini et al describe the SWISS-MODEL for protein structure modelling.
SWISS-MODEL uses homology modelling. Alignment algorithm used is TMScore.
The data set is taken from PDB and uniport. The result of the paper is the protein
3D structure from the amino acid sequence [1]. Whereas researchers by
AHMED M. KHEDR found protein as a substance directly connected the biological
phenomena. In this paper, a non-heuristic fast decoding algorithm is based on
hidden Markov model. In first stage, the unknown protein sequences are matched
with amino acid HMM. In the second stage, they concatenate the previous array
according to the composition of the protein sequence in the database and the overall
unknown protein sequence is computed. Data set is collected from PDB. They will
take two databases and evaluate the performance of FDA and Viterbi algorithm, and
its recognition accuracy and recognition time [2]. Pascal Benkert et al described a
quality of the protein structures. Structure assessment tools are used to measure the
quality. Data set is taken as the biological unit reference set. It compares traditional
and normalized all-atom interaction [3]. D.W.A. Buchan et al. developed UCL
which is a Web portal using various methods, which generate the structural quality
of proteins from the primary structure. PSIPRED, a secondary structure prediction
method, is used in UCL. Results are in the form of protein 3D visualization [4].
Georgina Mirceva et al. studied about a large number of protein structure molecules
that are determined based on FSSP technology. FSSP, Viterbi algorithms, and
classification algorithm are used in this project. The data set for the project is SCOP
1.73 database. Alex Bateman et al developed Pfame which contains a collection of

Table 1 Blood protein
sequence data of various
homo family species

Species Sequence

Human being ILTIPQSLDSWWMENITSGFLGP
Homo erectus LVLQAGFFLLTRSLDSWLVLQA
Gorilla MENITSGFLGPLIPQSLDSWLVL
Bonnet macaque MENITCTFLGPILTIPQSLDSWL
Rhesus monkey MENITSGFLGMRHIAHTQRCLS
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protein families and domains. Tracking language modelling techniques from speech
recognition and domain comparison tool is used. The result is in the form of
structure image [5]. Robert c. Edgar helps to predict the multiple sequences and to
predict the genetic analysis. [6]. Bino John’s and Andrej Sali’s research revealed
that protein structure modelling minimizes the errors in the alignment of a modelled
sequence. Iterative alignment algorithm is used [7]. Helen M Berman et al used
PDB as a repository for biological macromolecules and protein sequences. JCE
algorithm is used for the pairwise structure. Results are the crystal structure of
different protein families [8]. The HMM structure is using protein modelling similar
to that of a weight matrix. Viterbi algorithms are used for modelling. Data set is
taken from FSSP. Results are high degree quality of target structure alignment. In
the research work of Kevin Karplusy et al [9]. Bipin Nair B J in this research
identified rare genetic mutation in human DNA sequence by using string matching
algorithm [10]. Bipin Nair B J et al’s research revealed that method for training the
system which inputs relevant protein sequences to find out the locations of splice
junctions in DNA sequences.

3 Methodology

To predict the 3^0 structure of blood protein: Protein structure homology modelling
is used to generate 3D model for protein. To view it in the 3D structure, we used to
gather the codon table information for protein. The quaternary structure or clustered
structure of a protein of many individual protein chains into a final structure. Protein
tertiary structure changes to the quaternary structure when the changes occur to the
amino acid sequence and because of that folded structure will become unfolded. In
this work, we propose the model for protein structure modelling using MSA
technique. We are selecting blood protein, and it contains three components:
albumin, globulin and fibrinogen. We are selecting these three set of sequence, and
we do comparative analysis. In comparison, we find the match–mismatch from that
result and calculate the most efficient match using the most matching percentage,
and we are modelling the tertiary and quaternary structures as well as the protein–
ligand interaction.

4 Experimental Result

The model accepts the blood protein sequence of human beings and predicts the
tertiary and quaternary structures of blood protein. And comparing the normal
protein sequence and disease caused a sequence of a person. We implemented
modified version of Needleman–Wunsch algorithm to find out the sequence
alignment. To view it in a 3D structure, we use the codon table information for
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protein. In codon table, it consists of amino acids like alanine, valine, thymine,
cytosine.

Using our proposed methodology, it will be helpful for a doctor without doing
general experiments, and it will help the doctor to predict the structural change in
the protein (Fig. 2).

Steps in getting the MSA alignment:

Here, we had selected five different blood protein fibrinogen components of Homo
family, in which with the help of customized Needleman–Wunsch algorithm. In this
work, the prediction and comparison of the match, mismatch, and gap of the
different sequences and display the matrix representation. And the graphical rep-
resentation is displayed.

Multiple sequence alignment algorithms are used in our paper. Comparing the
multiple sequences of protein and from which predicting the protein 3D structure.
Protein is a collection of amino acid sequences, and even it can be viewed in
primary structure, secondary structure and tertiary structure. To view it in the 3D
structure, we used to gather the codon table information of protein. In codon table,
it consists of alanine, valine, thymine and cytosine. But the way of 3D represen-
tation is difficult. Even the existing works provide less accuracy to view the 3D
structure with its each codon way of representation (Figure 3).

Fig. 2 Predicting the multiple sequence alignment of five different blood proteins of homo family
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With the help of our 3D predicting tool, we are predicting the 3D structure, the
Fasta format is uploaded, and we generate the result (Figs. 4, 5 and 6).

All the structures are predicted with the help of our tool that we have developed,
and the Fasta is selected in .pdb format.

We are selecting data set as blood protein, it contains three components: albu-
min, globulin, fibrinogen and selecting 3 set of sequence of each component for
comparative analysis. In comparison, we are finding the match-mismatch and gap
and calculate the optimal alignment. Using the optimal alignment, we are modelling
the tertiary structure.

Fig. 3 Protein 3D structure representation of human being blood fibrinogen structure

Fig. 4 Protein 3D structure
representation of rhesus
monkey blood protein
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5 Conclusion

In bioinformatics, we are dealing with protein 3^0 structure modelling to identify
various types of diseases among human beings from the blood sample. Here, we
summarize the way of predicting the structure of protein and various blood proteins.
In Phase 1, we implemented modified version of Needleman–Wunsch algorithm to
find out the sequence alignment. To view it in the 3D structure, we used the codon
table information of protein. Codon table consists of amino acids like alanine,
valine, thymine, cytosine.
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Appendix: A Short Explanation of Research-Relevant
Methods

Multiple sequence alignment (MSA) algorithms are used in our work to compare
the number of homo protein sequences. MSA is sequence alignment of the more
number of organisms to align the sequence.

Homo family-Homo is the genus that includes Homo sapiens, Homo habilis,
Homo-neanderthal enosis, Homo-Australopithecus and Homo erectus. The Homi-
nidae whose members are known as great apes or hominids are taxonomic family of
primates that include seven extant species.
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Inferring Transcriptional Dynamics
with Time-Dependent Reaction Rates
Using Stochastic Simulation

Keerthi S. Shetty and B. Annappa

Abstract Gene transcription is a stochastic process. Single-cell experiments show

that transcription occurs in bursty fashion. It has been shown that stochastic

switching between promoter active (ON) and inactive (OFF) states results in bursts.

However, increasing evidence on promoter switching between ON and OFF states

suggests that promoter states’ times can be non-exponential and exhibits multi-OFF

mechanism. All these experimental facts motivate to present a multi-state promoter

model of gene expression for characterizing promoter architecture. In this paper, we

develop a model for promoter with arbitrary number of promoter OFF states and sin-

gle ON state using Erlang-distributed ON/OFF times. In this paper, we use Monte

Carlo approach of Expectation–Maximization (MCEM) that uses direct method of

Gillespie’s Stochastic Simulation Algorithm (SSA) to infer the unknown kinetic

rates, number of promoter states and parameters representing estimation errors of

inferred parameters. We use graphics processing units (GPUs) to accelerate the

MCEM. Application of MCEM to time-series data of endogenous mouse glutam-

inase promoter shows that promoter switching between ON and OFF states effects

bursting. The production of mRNAs becomes consistent as the number of OFF states

increases and arrives at deterministic time intervals. The main objective is to anal-

yse the impact of promoter switching on bursty production of mRNAs. Our analysis

demonstrates that bursting kinetics depends on the promoter ON/OFF states.

Keywords Parameter inference ⋅ Mass action kinetics ⋅ Time-series data

MCEM ⋅ Multi-state promoter model
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1 Introduction

Gene expression is a stochastic and dynamic process. It involves two main steps such

as transcription and translation. It produces mRNAs and proteins through transcrip-

tion and translation steps, respectively. Transcription plays a major role in all cellular

functions. The irregularity of this process results in diseases such as cancer, diabetes

and neurological disorders [1]. In particular, transcriptional bursting in gene expres-

sion is not well understood.

Recently, several works have provided proof for the synthesis of mRNAs [2–9]

and proteins [10, 11] in bursts. Although the origins of the transcriptional burst

remain poorly understood [12], it has been shown that stochastic switching between

promoter active and inactive states leads to bursts [13–21]. The random telegraph

model [22–24] is most commonly used model to analyse transcriptional bursting.

This model has been used as the key model for several works to infer parameters

from experimental data. In general, the assumption of random telegraph model is

not valid because it involves multiple kinetic steps in promoter activation [25–27].

Recent single-cell experiments show that promoter exhibits multi-OFF mechanism

and time spent in OFF state is non-exponential. All these experimental facts com-

bined with above analysis motivate us to introduce a multi-state promoter model of

gene expression.

In this paper, we model promoter with arbitrary numbers of OFF states and

single ON state with Erlang-distributed ON/OFF times, while retaining synthesis

and degradation as single-step reactions. The parameter inference of discrete-state

stochastic systems is often performed by applying the principle of maximum like-

lihood. In this paper, we use Monte Carlo approach of EM (MCEM) method [28],

which makes use of direct method of Gillespie’s Stochastic Simulation Algorithm

(SSA) [29] to generate exact system trajectories. For the efficient selection of tra-

jectories and iterations, ascent-based MCEM [30] is used. We show that the mass

action kinetics leads to simple procedure to infer unknown kinetic rates, states and

parameters representing estimation errors. We use graphics processing unit (GPUs)

to reduce computational time required by the algorithm. Applying this algorithm

to endogenous mouse glutaminase promoter reveals that as the number of promoter

OFF states increases, production rate of mRNA bursts is more consistent.

The remaining paper is organized as follows. Section 2 describes model formu-

lation. Section 3 explains the algorithm to infer unknown kinetic rates and promoter

states. Section 4 describes inferring parameters from experimentally observed time-

series data. Finally, the conclusion has been drawn in Sect. 5.
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2 Multi-state Promoter Model Formulation

2.1 Random Telegraph Model

The random telegraph model is represented by using biochemical reactions which

are as follows:

DNAoff
kon
⇌
koff

DNAon

DNAon
c1⟶ DNAon + mRNA

mRNA
𝛾m⟶ 𝜙 . (1)

In this model (1), promoter switches from OFF to ON and ON to OFF states with

rates kon and koff , respectively. The mRNA production happens from the ON state

with rate c1. mRNAs live for an exponentially distributed time interval with mean

lifetime 1∕𝛾m, where 𝛾m is the mRNA degradation rate.

Model (2) represents transcriptional bursting of mRNAs:

DNAon
c1⟶ DNAon + Bm × mRNA

mRNA
𝛾m⟶ 𝜙

Bm ∼ Geometric(c3) . (2)

Basically, transcriptional bursting is represented by two parameters: c1 and Bm
denote the burst frequency and burst size, respectively. In this model formulation of

(2) [31], mRNA bursts arrive at exponentially distributed time intervals with rate c1.

Each burst produces a geometrically distributed number of transcripts Bm with mean

value (1 − c3)∕c3 [32].

A more realistic representation of multiple, sequential OFF states in (1) is as

follows:

DNAoff1

k1⟶ DNAoff2

⋮

DNAoffN−1

kN⟶ DNAoffN

DNAoffN

kon⟶ DNAon

DNAon
koff
⟶ DNAoff1

. (3)

Model (3) differs from model (1) in the distribution of time spent in OFF states.

In contrast to (1), it is now non-exponential. It follows hypoexponential distribu-
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tion (sum of exponential random variables) which approaches an Erlang distribution

when switching rates are equal.

The representation of transcriptional bursting model (2) in terms of (3) requires

generation of inter-burst arrival times. This is done making burst frequency time-

dependent. In this time-dependent burst frequency model, we select different values

for inter-burst arrival times. This is denoted as c2 in the model.

3 Methods

3.1 MCEM for Multi-state Promoter Model

In this paper, we use reactions that follow mass action kinetics—i.e. where aj(X) =
cjhj(X) with cj a positive real kinetic constant and hj(X) a function that quanti-

fies the number of possible ways reaction Rj can occur given system state X. If

the reaction rate cj is a constant, such a propensity is called time-homogeneous

and is written as aj(X(t)). The time-homogeneous propensity aj(X(t)) changes only

when the state changes. In case the reaction rate cj is a time-dependent function,

the propensity of a reaction Rj is denoted explicitly as aj(X(t), t) and it is called

time-inhomogeneous because it depends on both state and time. In this paper, time-

inhomogeneous propensity is used.

Single-cell time-series data are incomplete; it provides the number of molecules

for a species at discrete time instances. The Expectation–Maximization (EM) [33]

is an algorithm to calculate maximum likelihood given an incomplete data. In this

paper, we use Monte Carlo approach of EM (MCEM) that uses direct method of

SSA to simulate trajectories [34, 35]. We use the same technique as in [35] exclud-

ing cross-entropy method. MCEM produces better results for time-series data. To

achieve convergence of MCEM algorithm, we increase the number of iterations.

3.2 Optimizing Model Complexity

In this paper, Akaike information criterion (AIC) [36] is used to compare complexity

of different models. It gives lower value for models which best fits observed experi-

mental data. It is given by

AIC = 2m − 2log(L̂) , (4)

where m denotes the number of unknown parameters from the model.
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4 Results

4.1 Parameter Inference Using Time-Series Data

In this paper, we use glutaminase promoter actual time-lapse microscopy data from

a reporter gene driven by a mammalian promoter (Suter et al. [20]). In performing

glutaminase data inference, we used K = 3000 (number of trajectories) and n = 100
(number of iterations).

DNAoff
c1
⇌
koff

DNAon

DNAon
km⟶ DNAon + mRNA

mRNA
0.924
⟶ 𝜙

mRNA
12.6
⟶ mRNA + Protein

Protein
1.98
⟶ 𝜙 . (5)

DNAoff1
⟶…⟶DNAoff16

c1
⇌
koff

DNAon

DNAon
km⟶ DNAon + mRNA

mRNA
0.924
⟶ 𝜙

mRNA
12.6
⟶ mRNA + Protein

Protein
1.98
⟶ 𝜙 . (6)

DNAoff1
⟶…⟶DNAoff26

c1
⇌
koff

DNAon

DNAon
km⟶ DNAon + mRNA

mRNA
0.924
⟶ 𝜙

mRNA
12.6
⟶ mRNA + Protein

Protein
1.98
⟶ 𝜙 . (7)

The unknown kinetic parameters of the models (5), (6), (7) were c1, c2, koff , km.

These models include the mRNA degradation, protein translation and degradation

reactions with 0.924, 12.6 and 1.98 [20], respectively. Model (5) represents one OFF
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Table 1 Bursty parameter inference using glutaminase data

No. of states Parameter inference

c2 c1 koff km

1 0 2.12 5.28 73.90

16 3.40 19.58 3.55 70.48

26 4.75 40.75 3.19 66.13

Table 2 Optimizing model complexity

No. of states Model complexity

Loglikelihood AIC

1 −1737.991 3483.98

16 −1728.018 3464.03

26 −1727.88 3463.76

Table 3 Parameters representing estimation errors

No. of states Estimation error

c1 koff km

1 0.20 0.44 0.21

16 0.25 0.24 0.13

26 0.26 0.23 0.11

state model. Models (6) and (7) represent multi-state OFF to ON transitions. These

models include bursting with the correct parameterization. It assumes random burst

production. We initialize the unknown parameters of the model to 1. But c3 was

initialized to 0.5. We initialize unobserved initial promoter state and the number of

mRNAs to DNAoff and 20, respectively. Models (5), (6), (7) are time-dependent; we

selected values of time instances, and it is denoted as c2. Table 1 represents unknown

kinetic rates inferred for models (5), (6), (7). Table 2 represents calculating AIC

from the likelihood. Table 3 shows parameters representing estimation errors of the

inferred parameters.

4.2 Comparison with One Off State and Multi-off State
Model

26 states promoter model shows best fit to the experimentally observed time-series

data giving lower AIC value. It shows very less varying OFF state dwell times com-

pared to models (5) and (6). This 26 OFF state promoter models also show more

consistent rate of mRNA production. Models (5) and (7) produce burst size of ≈14
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and ≈20 mRNA molecules from the ON state, respectively. We compare one OFF

state model with 26 OFF state models. These results show that 26 state models pro-

duce more consistent rate of mRNA production compared to one OFF state model.

It demonstrates that multi-OFF state model effects bursting. It produces consistent

rate of mRNAs, as the number of OFF states increases.

5 Conclusion

In this work, we model multi-state promoter with arbitrary number of promoter OFF

states and single ON state using Erlang-distributed ON/OFF times. Based on time-

series data of endogenous mouse glutaminase promoter, we have inferred unknown

kinetic rates, states and parameters representing estimation errors from the model

using MCEM. Our results show that 26 OFF state models best fit the experimental

time-series data. It shows very less varying OFF state dwell times. It produces con-

sistent rate of mRNAs, as the number of OFF states increases. These results demon-

strate that bursting kinetics depends on the promoter switching between ON and OFF

times.
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Taxonomy of Leaf Disease Detection
and Classification

Manisha Goswami, Saurabh Maheshwari, Amarjeet Poonia
and Dalpat Songara

Abstract Gaining foods from plant is the most difficult task when plant suffers from

diseases like fungal, bacterial, and virus. Leaf is the most affected part of plant dis-

eases. Although farmers are proficient to detect leaf disease, if crops are spread in

dense area, then this task is more difficult. Image processing provides an easy tech-

nique to detect leaf disease using symptoms. In this paper, we present various method

such as background removal, enhancing, segmentation, feature extraction, and clas-

sification. Some leaf disease detection, grading, and classification are also discussed.

Keywords Color model ⋅ Image segmentation ⋅ GLCM ⋅ SVM and BPNN

1 Introduction

Agriculture is called as backbone of our country. Approximately 70% population live

in villages and depend on agriculture field. When disease affects the plant, there is

a dilemma that how can we detect. Plant disease affects both production quality and

quantity of crop, and then, growth rate will be decreased. Image processing provides

an easy, fast, and optimistic solution to detect disease in plant by extracting feature of

affected area of the leaf energy, homogeneity, entropy, color, and shape, etc. Grading

can also apply using disease affected area calculation, so farmer can efficiently take

its solution.
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Leaf disease detection using image processing is an increasing research area

because it reduces our working time which farmer spent to detect disease. To detect

leaf disease, first, we take a leaf image with some background and then apply some

preprocessing steps to extract leaf and after then segment the leaf spot and extract

its feature and use some classification technique to detect disease and use grading

so farmer as early as apply disease solution. Steps of leaf disease detection are as

follows:

∙ Image Acquisition and Processing: The test images are collected in database

which are used for training and testing; then, apply image enhancement, leaf

extraction, segmentation, and feature extraction (color, texture, shape, and mor-

phological feature).

∙ Grading: We can grade leaf by using % of affected area calculation. It can divide

into classes A, B, C, D, E, and risk also [1].

∙ Classification: To classify disease we can use SVM, artificial neural network,

probabilistic neural network, back propagation neural network, fuzzy and k-nearest

neighbor classifiers.

2 Literature Review

Plant disease symptoms can be visualized in different parts of plant which are stem,

fruit, and leaves. These are reviews of methods to detect leaf disease using image

processing (Fig. 1).

Fig. 1 Taxonomy of leaf disease detection steps
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Table 1 Preprocessing techniques

S.No. Method Strength Weakness

1. Lab color transformation It provides leaf details

without vein

It is device independent

not represent original color

2. Threshold Provide significant

information and hide

unwanted information

Only two classes are

generated and are not used

for multichannel images

that cause sensitive to

noise

3. Edge detection Provide sharp edges and

low amount of noise

May not provide closed

connected curve so edge

linking is required

2.1 Preprocessing

∙ Color Transformation: The work done by Chaudhary et al. [2] and Athanikar

and Badar [3] aims to improve color quality and remove vein information. Convert

RGB to LAB color model.

∙ Thresholding: This method [4–7] has been implemented to enhance image and

mask green pixel from image. Convert RGB image to grayscale image and apply

gray level thresholding method then use median filter and morphological operation

for noise removal and better image quality.

∙ Edge detection: The method proposed by Asfarian et al. [8] tries to obtain noise-

free diseased paddy leaf legion. The cropped lesion convert into HSV color model

then extract saturation component then use histogram equalization and Laplacian

filtering. The method proposed by Revathi and Hemalatha [9] aims to resize and

edge detection of leaf of cotton crop. First resize collected image in 150 * 150 then

use canny with Sobel filter to detect edge (Table 1).

2.2 Segmentation

∙ Otsumethod: This method [2, 10, 11] has been implemented which aims to detect

diseased leaf area. Otsu is a threshold selection method which separates pixel into

two classes.

∙ K-means: This method [1, 3, 6, 7, 12–14] has been implemented to detect dis-

eased leaf spot. K-means clustering divides an image into k number of cluster;

then, we can easily detect disease affected cluster and that part used for segmen-

tation.

∙ Genetic Algorithm: The method proposed by Singh and Misra [5] and Revathi

and Hemalatha [9] tries to examine diseased spot using a genetic algorithm. The
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Table 2 Segmentation techniques

S.No. Method Strength Weakness

1. Otsu Select optimal threshold.

Best for small object size

More computation time.

Contain only two classes

foreground and

background

2. k-means Fast, 3-D thresholding

method

Difficult to identify cluster

center

3. Genetic algorithm Large no. of data can be

processed at the same time.

Give a no. of optimum

solution, not a single

solution

High computation cost and

takes much time

algorithm starts with random population of n chromosome and then calculates a

fitness function for each chromosome. If new offspring is enhanced then old then

replace it and find a segmented image (Table 2).

2.3 Feature Extraction

∙ Color analysis: The work done by Zambre and Patil [4] aims to extract feature

of diseased leaf. Shape feature is extracted using blob analysis, and color feature

is extracted by calculating Euclidean distance between two color points and after

then take statistical analysis to extract best feature and remove redundancy of fea-

tures.

∙ Block-wise feature extraction: The method proposed by Suman [15] and Padol

and Yadav [6] tries to extract feature of diseased leaf spot using quantification.

HSV color model is divided into 3 * 3 blocks and then calculate color features for

each of H/S/V plane of nine blocks; then, texture features and color features are

extracted for classification.

∙ EPSO: The method proposed by Revathi and Hemalatha [9] tries to extract fea-

tures using enhanced particle swarm optimization method. Edge variance calcu-

lates using canny edge detector, color and texture variance also extracted. These

features are sent to SVM, BPN, and fuzzy classifiers.
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Table 3 Feature extraction techniques

S.No. Method Strength Weakness

1. Color analysis Provide color pixel

information

Take much time for

computation

2. Block-wise feature

extraction

Boost computation

efficiency and

classification accuracy

Chance of detecting noisy

data

3. Enhanced particle swarm

optimization

Randomly find disease

matching pixel finally

obtain best matching pixel

High computational

complexity

4. Gray level co-occurrence

matrix

Simplicity, smaller length

of feature vector, estimate

second-order statistics

feature

High computation cost and

not enough to describe all

texture feature

∙ GLCM: This method [1, 3, 11–13] has been implemented to extract texture fea-

ture from GLCM including contrast, homogeneity, correlation, and energy which

have been calculated to detect type of disease and sent to classifier to automatically

detect disease (Table 3).

2.4 Classification

∙ PNN: Asfarian et al. [8] proposed a method in which they try to detect and classify

paddy leaf, brown spot, bacterial leaf blight, and tungro using probabilistic neural

network with 83% accuracy.

∙ Fuzzy: Revathi and Hemalatha [9] proposed a method to classify leaf spot. They

present a comparison of SVM, BPN, and fuzzy classification, and fuzzy classifier

presents highest accuracy as 94%.

∙ ANN: The method proposed by Rastogi et al. [1] aims to detect and classify early

scorch, cottony mold, tiny whiteness, and normal leaf with 94.67% accuracy.

∙ KNN: The method proposed by Eaganathan et al. [7] aims to detect and classify

sugarcane leaf scorch disease using KNN classification method with 95% accu-

racy, where k is an integer value and finds k-nearest neighbor.

∙ SVM: The work done by Singh and Misra [5] and Padol and Yadav [6] clas-

sify disease of grape, rose, lemon, banana, and beans with 95.71 and 88.89%

accuracy.

∙ BPNN: Sannakki et al. [14] proposed a method to diagnose and classify downy

and powdery grape diseases with 100% accuracy (Table 4).
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Table 4 Classification techniques

S.No. Method Strength Weakness

1. PNN Tolerant of noisy input and

instances classified by more than

one output

Limited for small dataset if we

increase dataset, it provides

adverse impact on computational

complexity of network

2. Fuzzy Simple to use. Individual

treatment for each object. Easy

for decision maker to express

their ideas in natural language

Analysis is difficult and requires

more feature

3. ANN It can handle large amount of

dataset. Nonlinear model which

provides high accuracy and noise

tolerant

Require large time because

learning process is slow

4. KNN Simple classifier works on basic

pattern classification problem.

Useful when small data available

which is not trained

Slow classifier because it

compute distance and sort

training data for each predicted

value if large no. of training data.

Produce noisy data and if we

change k value it changes

predicted class label

5. SVM High accuracy and work well

even if data is linearly separable

Speed and size more in training

and testing. High complexity

extensive more memory require

in many cases

6. BPNN Applicable for large amount of

data. Easy to implement and able

to classify nonlinear data

Learning process is slow.

Difficult to know how many

neuron and layers are required

3 Conclusion and Future Work

Plant leaf diseases detection is an agricultural application. To solve a problem with

better way it is understand the solution steps. This paper presents methods of leaf

disease detection and classification with strength and weakness of these methods.

To improve leaf disease detection accuracy, we can extract more features and then

perform statistical analysis and remove repeated feature and use BPNN network.
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Assessment of Objective Functions Under
Mobility in RPL

Shridhar Sanshi and C. D. Jaidhar

Abstract Due to the technological advancement in Low-power and Lossy Network

(LLN), the sensor node mobility has become a basic requirement. Routing protocol

designed for LLN must ensure certain requirements in a mobile environment such

as reliability, flexibility, scalability to name a few. To meet the needs of LLN, Inter-

net Engineering Task Force (IETF) released the standard IPv6 Routing Protocol for

LLNs (RPL). RPL depends on Objective Function (OF) to select optimized routes

from source to destination. However, the standard did not specify which OF to use.

In this study, performance analysis of different OFs such as Objective Function zero

(OF0), Energy-based Objective Function (OFE), Delay-Efficient Objective Function

(OFDE), and Minimum Rank with Hysteresis Objective Function (MRHOF) is car-

ried out under different mobility models, which makes this study unique. The metrics

used to measure the performance are latency, packet delivery ratio (PDR), and power

consumption. Simulation results demonstrate that under different mobility models,

MRHOF achieved better results in terms of PDR and power consumption, while

OFDE shows better results in terms of latency compared to other OFs.

Keywords Internet of Things ⋅ Mobility models ⋅ MRHOF ⋅ Objective function

OF0 ⋅ Power consumption ⋅ Routing protocol ⋅ RPL

1 Introduction

Internet of Things (IoT) technology is developed with the aim of making any object

to interact with any other object in the world [1]. In this technology, Wireless Sen-

sor Network (WSN) is an important paradigm which consists of several sensor
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nodes, these sensor nodes gather surrounding environment information or contextual

information based on the application, and the gathered information is sent over the

Internet on behalf of the user [2]. In order to achieve pervasive or ubiquitous com-

puting environment, WSN must be associated with an Internet Protocol (IP)-based

networks [3]. However, WSN nodes are characterized by low computing capabil-

ity, power constrained, reduced memory, and reduced radio coverage. Adding an IP

protocol to these constrained nodes is a challenging task.

Initially, it was considered that the IP protocol is heavy to be processed by

resource-constrained nodes [4]. Nevertheless, the advance in technology made one to

rethink many misunderstandings about using IP protocol over resource-constrained

nodes. IETF created the working group IPv6 over Low-power Wireless Personal

Area Network (6LoWPAN), which later came up with a 6LoWPAN adaption layer

that allows sensor nodes to have IPv6 address above the IEEE 802.15.4 medium

access control layer to associate with the Internet [5]. However, 6LoWPAN required

a routing protocol to deliver packets and most of the LLN configurations are more

than one hop. To meet this requirement, IETF standardized RPL protocol [6] was

developed by Routing Over Low-power and Lossy networks (ROLL) working group,

which is capable of fulfilling the precise requirements of LLNs.

RPL is a fairly simple distance vector routing protocol. It organizes the network

into a tree like structure know as DAG, the tree is rooted towards one node which

is usually, DAG root using the OF. RPL is designed to choose the optimized path

to the destination based on the defined OF, the OF uses routing metrics to construct

DAG. The OF can use any of the routing metrics like expected transmissions (ETX),

hop count, remaining energy, end-to-end delay, RSSI, local traffic, or any combina-

tion of these routing metrics. The OF influences the PDR, delay, power consump-

tion, and other parameters. The choice of OF plays a crucial role to obtain better

performance for the network scenario. Most of the researchers worked on RPL by

considering a static scenario. However, due to the advancement in technology, many

applications require mobility support for the sensor nodes [7], like devices carried

by people (health care monitoring), mounted on moving vehicles (warehouse), or

integrated with machines (industrial automation). These devices collect information

and then send collected information in real time. Therefore, RPL protocol should

provide guaranteed reliability to transmit data during mobility of the node.

In this work, we have considered four different OFs and are implemented in Con-

tiki RPL to study the behavior under different mobility models. The primary goal of

our simulation work is to ascertain which OF performs better in a mobile environ-

ment. The absence of studies focusing on different OFs with respect to mobile envi-

ronment motivated this study. The OFs considered are MRHOF [8], OF0 [9], OFE

[10], and OFDE [11]. For the mobility models, we have considered Gauss–Markov

(GMM), Random Walk (RWK), and Random Waypoint (RWP) mobility models.

The rest of the paper is structured as follows: Sect. 2: describes pertinent contri-

butions related to RPL under mobility. An overview of RPL and OFs is described

in Sect. 3; Sect. 4: provides performance analysis of RPL and finally the study con-

cludes in Sect. 5.
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2 Related Work

In [12], the authors conducted a simulation work to analyze the performance of RPL

routing protocol. The evaluation revealed that the RPL performs better in the network

setup and bounded communication delays compared to other routing protocols. In

[13], the authors investigated the mobility of the sink and developed a distributed

and weighted moving strategy for the RPL protocol. To enhance leaf nodes network

lifetime, the sink nodes are moved toward leaf nodes. The main idea is to select sink

node and then moving the sink node toward routers which is having highest remain-

ing energy, hop count, and neighbors count. The experiment results showed that the

lifetime of the network has increased significantly. In [14], the authors analyzed and

evaluated RPL under different scenarios in order to estimate the impact on attributes

like energy, communication overhead, storage overhead, along with maximum hop

count. Simulation results showed that when DAG root is in the middle, the hop count

is reduced and likewise the convergence time. It is also noticed that the network per-

formance improved when the number of DAGs are increased.

In [15], the authors evaluated the performance of the RPL protocol by consid-

ering the sink node as static and mobile. When the sink node is mobile, it follows

different paths like, node passes near field, diagonally across the sensor field, and

circulates around sensor field. The results are compared with different time frames

with respect to PDR, power consumption, and latency. From the results, it is observed

that the fixed sink outperforms the mobile scenarios in all the metrics and also it is

revealed that some node had excessively high average power consumption while oth-

ers were isolated. In [16], the authors investigated the performance of RPL in terms

of two OFs, namely MRHOF and OF0 in the static scenario under the random and

grid topologies. To study the impact of OF on PDR and power consumption, the

packet reception ratio is varied under different topologies. The results reveal similar

behavior for OFs. However, in the case of a low-density network, the MRHOF shows

better results in terms of power consumption compared to the OF0. The authors have

not considered the behavior of RPL in the mobile environment.

In [17], the authors analyzed the behavior of RPL by considering the default OF

under different mobility models. The authors classified the mobility models into two

entities and evaluated the RPL separately. The impact of different mobility models

is investigated in terms of throughput, PDR, and lost ratio. From the results, it is

showed that the group mobility models show better results compared to entity models

and mobility models that have the straight impact on data transmission. The lack of

studies focusing on OFs under mobility motivated us to do this work.

3 Overview of RPL

RPL organizes network into one or more tree-like structure known as DAG, which

determines default routes between the nodes in the LLNs. Each of the DAG is rooted

at a single node usually at the sink node, so the DAGs are known as
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Destination-Oriented DAG. In DODAG, a node can associate with more than one

parent node, in contrast to other tree-like structures. During topology construction,

the router maintains a set of possible parents to become a next hop toward the

DODAG root. The choice of preferred parent is done on the basis of OF, which

depends on the routing metrics (e.g., delay, connectivity, energy, ETX) or constraints

among other candidate nodes. ETX and hop count are the default routing metric

provided by the standard, and their usage in RPL is published. The RPL is specifi-

cally designed to support the communication among LLNs, which provide commu-

nications for point-to-point, multipoint-to-point, and finally point-to-multipoint. In a

multipoint-to-point, all the data from the distributed nodes are passed toward a sink

node, which is the most commonly used scenario.

3.1 Objective Functions

We have considered four OFs for analyzing the behavior of RPL under the mobile

scenario. Here, the OFs are briefly discussed:

OF0 is the default OF for the interoperability in the RPL. This does not use any

routing metric to select the route toward sink node instead; it uses the rank of the

node to select the optimized route to the sink node. The hop count is used to measure

rank of a node. The hop count is defined as the distance from sensor node (sender)

to sink node in terms of intermediate sensor nodes (hops). The rank of the sink node

is zero and then increases with scalar value (step_of_rank) down the link toward the

leaf nodes.

MRHOF is proposed by ROLL working group and is the default OF used for forma-

tion of DAG in the RPL. It is based on the additive metric along the route, by default,

it uses ETX as link metric which is the expected transmissions required by the node to

accomplish the task of delivering the packet to its destination. It distinguishes path

that is more reliable, i.e., which require less number of packet transmissions. The

value of ETX varies from one to infinity with one as 100% throughput. It is found

that the throughput decrease as ETX value increases. As per [8], the value of the

ETX is calculated by measuring the probability that a packet reaches the neighbor

(Df ) successfully and the probability that an acknowledgment packet is successfully

received (Dr).
ETX = 1

Df × Dr
(1)

The node calculates the path metric to reach the destination through each of its neigh-

bor as per [8]:

Pathcost = ETX(m) +MinPathcost(m) (2)

where ETX(m) is the ETX value for the neighbor m and MinPathcost(m) is the adver-

tised ETX value of neighbor m. The node selects the neighbor node with mini-
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mum Pathcost as its preferred parent. MRHOF also uses the minimum hysteresis

to decrease churn in response to small variations in the routing metric.

OFE Since energy is considered as an important parameter in WSN, the authors in

[10] proposed an OF considering nodes remaining energy as the routing metric in

RPL. Here, PWi represents path cost of ith node to the sink node. Path cost of the ith
node is the minimum path cost between the preferred parent and its own energy. The

sink node sets the value as MAXenergy. A node selects the neighbor that advertises the

highest path cost value as a parent. As per [10], path cost is calculated as

PWi = min[max
j𝜖Ni

(PWj),Ei] (3)

where Ni is the set of neighbors toward the sink and Ei represents the energy of node

i.

OFDE The authors in [11] proposed a routing metric to minimize the delay to reach

sink node. The routing metric is defined as the cumulative sum of delay at every

hop along the route toward sink node. The node chooses its preferred parent from its

neighbors with the minimum sum of average delay advertised by a neighbor node

along with delay to reach that neighbor node. As per [11], it can be expressed as

Average_Delay = Average_Delayi + Df (4)

where Average_Delayi is delay announced by ith neighbor, Df indicates the forward-

ing latency between node and its ith neighbor.

Figure 1 shows the Modified RPL in Contiki Operating System. The program

logic uses the objective function defined by the application to choose preferred parent

among the neighbors.

The Algorithm 1 shows the generalized pseudocode to select the preferred parent

among its neighbors.

Generalized algorithm for selection of Preferred Parent

Algorithm1 Preferred_Parent ()

Input: NeighborTable of C

Output: PreferredParent of C

initialize: MAX_METRIC

PreferredParrent = NULL

begin

for c in NeighborTable

if (c.metric < MAX_METRIC) then

MAX_METRIC = c.metric

PreferredParent = c

end if

end for

if (PreferredParent = NULL)
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Fig. 1 Modified RPL in Contiki Operating System

send(DODAG Information Solicitation message)

else

send(PreferredParent)

end if

end

4 Performance Evaluation

Simulation environment, parameters for the simulation, performance metrics, and

results are described in this section.

4.1 Simulation Environment

We have used COOJA simulator provided by the Instant Contiki 2.6 [18] a well-

known simulator for Internet of Things. COOJA simulator is also called as a cross-

level emulator which operates on Contiki Operating System (OS). Contiki is the

OS which is a lightweight open-source OS running on the sensor nodes. It supports

standards like IPv6, 6LoWPAN, RPL to provide low-power communications.
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Table 1 Simulation parameters

Simulation parameters Value

Radio model UDGM

Node density 30

Network size 100 m × 100 m

Transmission range 50 m

Mote type Tmote sky

Mobility model RWK, RWP, GMM

Simulation time 600 s

Table 2 BonnMotion software parameters

Settings Simulation area Minimum speed Maximum speed Mobile nodes

Value 100 m × 100 m 4 Km/h 6 Km/h 3, 6, 9, 12, 15

4.2 Simulation Parameters

To simulate the lossy behavior of the network, we have considered Unit Disk Graph

Model (UDGM) [19] which is available in the simulator. The node transmission

range is set to 50 m. RWK, RWP, and GMM mobility models are considered to ana-

lyze the performance of RPL with different OFs. The percentage of mobile nodes

were varied (10, 20, 30, 40, and 50) in the simulation to investigate the behavior of

RPL in terms of power consumption, latency, and PDR. A well-known BonnMo-

tion software [20] is used in this work to generate mobility patterns. Table 1 shows

the parameters used for simulation, and Table 2 presents the parameters utilized for

generating mobility patterns in BonnMotion software.

4.3 Performance Metrics

The performance metrics analyzed for different OFs with respect to different mobility

models are as follows:

Power consumption: To calculate power consumption, we have used power trace

tool available in the COOJA simulator [21]. Power trace uses energy capsule struc-

tures to attribute energy consumption to events such as packet receptions and trans-

missions. It uses power state monitoring to calculate system power consumption.

PDR: It is calculated as the total number of packets that successfully reached the

sink node to the sum of packets sent by each node in the network.
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Latency: It is the time taken by the packets from the point of transmission to its

reception at the sink node. The average latency is computed as the ratio of the sum

of latency of each packet to the total number of packets that reaches successfully at

the sink node.

4.4 Results and Discussion

The results are compared with varying percentage of mobile nodes in the network

under different mobility models and are analyzed.

Power consumption: Fig. 2 shows the average power consumption of nodes dur-

ing simulation under RWK, RWP, and GMM mobility models by varying mobile

node count in the network respectively. Initially, all the sensor nodes are static, and

the average energy consumption of nodes with the OFE performs better compared

to the other OFs. But, an increment of mobile nodes in the network increases the
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Fig. 2 a Power consumption under RWK b Power consumption under RWP c Power consumption

under GMM
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Fig. 3 a PDR under RWK b PDR under RWP c PDR under GMM

power consumption. The reason for power consumption is that nodes may require

several retransmissions to successfully deliver packets to the sink node. For all the

mobility models, MRHOF performs better in the case of mobile nodes as it requires

less number of retransmission of packets compared to all other OFs.

PDR: Fig. 3 shows the PDR during the simulation under RWK, RWP, and GMM

mobility models by varying mobile nodes count in the network respectively. Ini-

tially, all the sensor nodes are static, and all the OFs show similar behavior. But,

an increment of mobile nodes decreases the PDR of all the OFs in all the mobility

models. Again, MRHOF performs better in all the mobility models compared to the

other OFs. The reason is that the other OFs do not consider the quality of links while

choosing the preferred parent which leads to dropping off some packets.

Latency: Fig. 4 shows the behavior of latency during the simulation under RWK,

RWP, and GMM mobility models by varying mobile nodes count in the network

respectively. Initially, the OF0 performs better compared to other OFs as it is based
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Fig. 4 a Latency under RWK b Latency under RWP c Latency under GMM

on the shortest path. But, as the mobile node count increases the latency also

increases. This demonstrates that having shortest path does not guarantee the lower

latency because the intermediate node may be congested due to the mobility of nodes.

The OFDE performs better in all the mobility models as the next hop is selected based

on lower latency to reach the sink node.

5 Conclusion

In this study, we have investigated the performance of RPL by considering different

OFs, namely MRHOF, OF0, OFE, and OFDE under RWK, RWP, and GMM mobility

models. The results demonstrated that under mobility, the OFs have a direct effect on

PDR, power consumption, and latency. Furthermore, the MRHOF performs better

in terms of PDR and power consumption. Whereas, OFDE achieved better results in
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terms of latency compared to other OFs in all the mobility models used in this work.

Future study would aim to consider some more OFs with different mobility models

and analyze the behavior of RPL.
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