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Abstract The web today is a growing universe of vast amounts of documents. Clus-

tering techniques help to enhance information retrieval and processing huge volume

of data, as it groups similar documents into one group. The relevant feature iden-

tification from a high-dimensional data is one of the challenges in text document

clustering. We propose a sentence ranking approach which finds out the relevant

terms in the documents so as to improve the feature identification and selection.

Preserving the correlation between terms in the document, the document vectors

are mapped into a lower dimensional concept space. We used k-rank approximation

method which minimizes the error between the original term-document matrix and

its map in the concept space. The similarity matrix is converted into a fuzzy equiv-

alence relation by calculating the max-min transitive closure. On this, we applied

fuzzy rules to efficiently cluster the documents. Our proposed method has shown

good accuracy than previously known techniques.

Keywords Feature identification ⋅ Sentence ranking ⋅ Dimension reduction

Fuzzy document clustering

1 Introduction

A knowledge repository typically has vast and huge amounts of formal data elements,

which are generally available as documents. With the rapid growth of text documents

in knowledge repositories over time, textual data have become high-dimensional,
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which increases the processing time, and thereby diminishing the performance of the

system. Thus, effective management of this ever-increasing volume of documents is

essential for fast information retrieval, browsing, sharing, and comprehension. Text

clustering is useful in organizing large document collections into smaller meaningful

groups. Clustering aims at grouping objects having similar properties into the same

group and others into separate groups based on the information patterns enclosed

in it [1–4]. Numerous methods have been proposed and implemented to solve the

clustering problem. The clustered documents will have highest similarity to the ones

in the same cluster and least similarity to the ones in the other clusters.

According to the literature, clustering algorithms use either top-down or bottom-

up approaches. Those which use top-down algorithms [5–7] work with the value of

k which needs to be fixed and known in advance. Eventhough bottom-up approaches

are effective, they lack performance in certain datasets. Recently, several types of

biologically inspired algorithms have been proposed for clustering [8].

Despite of all these approaches, however, document clustering still presents cer-

tain challenges. This includes optimizing feature selection for document represen-

tation, reduction of this representation into a lower dimensional pseudo-space, with

less information loss and incorporating mutual information between the documents

into a clustering algorithm. Our work proposes an approach which extracts the rel-

evant terms by a sentence ranking approach. The work also proposes a dynamic

rank reduction method to map the documents into a low dimensional concept space.

Finally, using the similarity measures, documents are clustered based on fuzzy rules.

2 Related Work

A method proposed in [9] uses sentence ranking and clustering based summarization

approach to extract essential sentences from the document. A weighted undirected

graph is constructed according to the order of sentences in a document, to discover

central sentences. The weights are assigned to edges by using sentence similarity and

discourse relationship between sentences. The scores of sentences are obtained by a

graph ranking algorithm. Sentences in the document are clustered by using a Sparse

Nonnegative Matrix Factorization. Tian et al. [10] use a page ranking approach to

rank the sentences in a document. Li et al. [11] perform constrained reinforcements

on a sentence graph, which unifies previous and current documents to determine

importance of sentences. The constraints ensure that the most important sentences

in current documents are updates to previous documents.

In [12], the authors proposed a fuzzy clustering framework which uses statisti-

cal measures to form sentence clusters. Related sentences are grouped by applying

an enhanced fuzzy clustering algorithm. Semantically similar sentences are identi-

fied using Expectation Maximization (EM) framework and Page Rank score of an

object. The work [13] focuses mainly on three issues, namely, optimizing feature

selection, a low-dimensional document representation, and then incorporating these

information into a clustering algorithm. To address the issue of feature extraction,



A Fuzzy Document Clustering Model Based on Relevant Ranked Terms 105

it considers a domain-specific ontology that provides a controlled vocabulary. The

original feature space is mapped into a lower dimensional concept space, using Sin-

gular Value Decomposition (SVD). The relationship between documents is modeled

using the fuzzy compatibility relation. With the help of a cluster validation index,

all the data sequences are allocated into clusters. The drawback of the work is that

it is restricted only to a particular domain with a controlled vocabulary. A fuzzy

controlled genetic algorithm, combined with semantic similarity measure is used for

text clustering in [14]. In this work, a hybrid model that combines the thesaurus

based and the Semantic Space Model (SSM) approach is proposed. The biologically

inspired principles of genetic algorithm with the help of fuzzy controllers signifi-

cantly improved clustering accuracy.

Even though all these works address the problem with feature identification and

extraction, accuracy still remains as an open problem to be considered. In our work,

features are identified by a sentence ranking approach. Rather than fixing the dimen-

sion using a cluster validation index, we proposed a dynamic dimension-fixing

approach which retains almost all of the information content (i.e., minimizes the

error). We build a fuzzy controlled system where the clusters are determined auto-

matically, based on the information patterns formed.

3 Proposed Approach

The work mainly focuses on three major phases in text document clustering.

1. Relevant feature selection and extraction.

2. Document representation so as to retrieve mutual information between docu-

ments.

3. Efficient clustering method.

Solution approach is shown in Fig. 1. Each module is explained in detail in the fol-

lowing subsections.

Fig. 1 Block diagram of the

proposed work
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Preprocessing of the data is done by stop word removal, lemmatization, and spe-

cific pattern removal to obtain the candidate terms. They are then written along with

its frequencies to a temporary file, which is fed to the proposed system for further

processing and clustering.

3.1 Feature Identification and Extraction

Feature identification is a challenging task in document clustering. A method to effi-

ciently acquire the relevant terms in a document is one of the motives of the work. To

reveal the relevance of the terms in the context, we put forth a method, which con-

siders the importance value of sentences. For each document, we build a sentence

vocabulary by considering the terms in the temporary file and the sentences in that

document. Here, we introduce a new weighting measure to the terms, as the product

of term frequency in a particular sentence and logarithmic ratio of total sentences to

the number of sentences in which the term appears. Using (1), we obtain the weight

of each term, where tf and sf represent the frequency of the term in the particular

sentence and number of sentences in which the term appears, respectively.

Wterm = tfterm. log10
N
sf

(1)

In the news corpus, introduction sentences convey the entire information in the

article, and thus will have more significance compared to the sentences that fol-

lows. To accommodate this feature, we assign positional weights to the sentences

in our document collection. The relationship between sentences is modeled as an

undirected graph with sentences as nodes and, edges show which all sentences are

related to each other. The relationship between sentences are found by taking advan-

tage of the discourse relations [9], which reveals how much a sentence is dependent

on another, by context. There is a set of predefined discourse terms. Let si and sj
be the two sentences where, sj follows si in sequence. If sj starts with a discourse

term, then sj is dependent on si. Thus, sj imposes a weight on to si. This results in

an increase in the weight of si. The necessary condition for two sentences to have a

discourse relationship is that the sentences si and sj should be adjacent. The cosine

similarities between the sentences are also considered to improve the edge weights,

by considering each sentences as vectors. We then combine all these measures to

find the effective edge weights.

Weffective = a.WVSM + b.Wdis + (1 − a − b).Wpos (2)

where a and b are the weights. We considered the discourse relation has more rel-

evance in revealing the relationship between sentences than cosine similarity, and

are fixed to be 0.3 and 0.5, respectively. Thus, we get a fully connected weighted

graph. An example is shown in (Fig. 2). Here, s1 to s6 are the sentences and edges
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Fig. 2 Sentence weighting

show the weights assigned. The weights are normalized and given to the sentence

ranking module. We then ranked the sentences by the Page Ranking Algorithm [9].

Thus, the top ranked k sentences are retrieved. With the assumption that all the terms

in the important sentences will also be important, the relevant terms are extracted

from the top ranked sentences. This is our relevant term collection. We then used

the traditional tf-idf scoring to assign weights to the retrieved relevant terms in the

document. Let G be the graph with E and V, the edges and vertices, respectively.

Sentences are modeled as nodes of the graph. The algorithm returns the weights for

all the sentences in the document.

Input : G(E,V): The graph

E : set of all edges.

V : set of all vertices.

N : Total number of lines in Di.

K : A multiplication constant.

Output : Edge Weights.

Algorithm 1 Edge weighting
for each i ε 1...N :
for each j ε 1...N :
if i==j :
set Wij=0
else :
foreach : eij ε j,irof//)V,E(G ε 1...N
Wpos(Si)=N*K/Line number
if Sj [0] ∈ ’discourse terms’ && i and j are adjacent :
Improve the weight Wij .
endIf
endFor
endIf
endFor
endFor
Normalize the weight: Wij = Wij/

∑n
i=1Wik. //k: number of edges from node i.

return weight.
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Input : G(E,V): The graph

V : set of all vertices(sentences).

E : set of all weighted edges(relationship between sentences).

Output : Rank of all sentences.

Algorithm 2 Sentence Ranking
for each sentence Si ε doc Di : // for i ε 1...N
add vi to G.V
for each sentence Si : iε 1...N:
for each sentence Sj : jε 1...N:
if Si ∼ Sj :
Add an undirected edge eij to G.E.
Add weight wij to the edge eij .
endIf
Compute rank of vi
endFor
endFor
R(vi)= d.

∑
Rj x wij+(1 - d) //d: constant

endFor
return rank, R

3.2 Dimensionality Reduction

The term-document matrix, having the tf-idf score, is fed to the decomposition mod-

ule. The original term-document matrix is mapped to a low dimensional concept

space, using SVD. The drawback in using SVD for decomposition is that the reduced

rank, k is fixed by inspection of the singular values. In the proposed method, k is con-

sidered dynamically by converting this into an energy conservation problem. Let 𝜆1,

𝜆2 . . .𝜆n be the singular values [15]. The energy conserved for n-dimension will be,

En =
𝜆

2
1 + 𝜆

2
2 +⋯ + 𝜆

2
i

𝜆

2
1 + 𝜆

2
2 +⋯ + 𝜆

2
n

(3)

where n is the total number of documents and i = 1, 2, . . . , n. Here, we consider 80%

energy (information) is conserved. i.e., En ≥ 80%.

Input : A; Term − document matrixofsize m × n.

Diagonal values of Sigma (𝜆1,𝜆2, . . .𝜆n)

Output: Reduced Dimension.
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Algorithm 3 Dimension Reduction
for each λi n,...,2,1=i//:
if λi

2/
∑n

1λi
2 ≤ 80% :

continue
else :
dimension=i
break
endIf
endFor
return dimension.

3.3 Similarity Evaluation

The document similarity is evaluated with the vector space model, in the reduced

concept space. Each document is considered as a vector and the similarity is found

[13].

3.4 Fuzzy Document Clustering

The fuzzy set theory is an extension of the classical set theory with degrees of mem-

bership for its elements [16]. In this work, we used the documents’ similarity as the

membership degrees to form a fuzzy equivalence relation. A fuzzy equivalence rela-

tion can be defined using the mathematical preliminaries defined in [13]. To cluster

the documents, the following steps are done:

∙ To apply fuzzy rules, the similarity matrix is to be normalized to bring the values

in the range [0, 1] .

∙ Considered max-min closure to find transitive closure RT .

∙ Chose proper 𝜆 (cut-set) to find all feasible clusters.

Input : The similarity matrix R’

Output : Clusters.
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Algorithm 4 Fuzzy Clustering
Perform a normalization computation on R’
Rij=(Rij ’+1)/2
Find a transitive closureRT=Rn−1

Find a suitable λ-cutset∈ [0,1]
for all RT [i,j] < λ :
if i==j :
set RT [i,j]=0
else :
set RT [i,j]=1
endIf
Select the docs corresponding to 1’s to fall in the same cluster
return clusters

4 Experimentation

To evaluate the proposed approach, we considered 406 documents from the 20-

newsgroups collection, available in UCI Machine Learning Repository. The dataset

includes documents from four different topics.

4.1 SStress Criteria

The dissimilarity between two matrices is given by the SStress criteria. SStress is

defined as (4).

SStress =
n∑

i=1

n∑

j=1

(
S2

ij −
̂S2
ij

)
(4)

Sij and ̂Sij refers to the elements in the original term-document matrix and the matrix

in the reduced concept space, respectively. From Fig. 3, we can see that SStress

decreases with the increase of dimension k. To fix an optimal dimension retaining

80% of the information, we fix the dimension at 247 which is shown in Fig. 4. With

this dimension, we could map the original term-document matrix into a concept

space without much information loss, thereby reducing the error.

4.2 Proper Cutoff for Clusters

Considering the accuracy of clusters formed against different 𝜆-cut values, we chose

a proper 𝜆 value by inspection. Figure 5 shows the plot of number of clusters versus
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Fig. 3 The SStress between

original matrix and the

matrix in reduced concept

space

Fig. 4 Choosing optimal

rank, k

Fig. 5 Choosing a cutoff for

fuzzy clustering

𝜆 value for the dataset under consideration and we chose optimal 𝜆 value between

0.8 and 0.85 as shown.

5 Result and Analysis

We used the metrics; precision, recall and F1 score to compare our work with existing

method (5).

Precision(P) = TP
TP + FP

,Recall(R) = TP
TP + FN

,F1Score = 2.PR
P + R

(5)

TP, FP, and FN represents the true positive, false positive, and false negative rates,

respectively. The proposed method correctly clustered majority of the documents.

The confusion matrix is obtained as shown in Table 1. We used the selected subset of
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Table 1 Confusion matrix (total number of documents = 406)

Same class Different class

Same cluster 300 40

Different cluster 36 30

Table 2 Performance comparison with different datasets

Dataset Method Precision Recall F-measure

Selected subset of

406 documents

Fuzzy clustering

on

domain-specified

ontology [13]

0.77 0.82 0.79

K-Means

(WEKA tool)

0.668 0.60 0.632

DB-Scan

(WEKA tool)

0.72 0.75 0.73

Fuzzy clustering

based on relevant

ranked terms

0.88 0.89 0.83

Document

collection from

[13]

Fuzzy clustering

on

domain-specified

ontology [13]

0.78 0.80 0.78

Fuzzy clustering

based on relevant

ranked terms

0.82 0.76 0.79

406 documents and those used in [13] to compare the performance of each method.

Also, traditional approaches like K-means and DB-SCAN are run on our dataset

using WEKA tool. Performance analysis of different methods is shown in Table 2.

6 Conclusion

We propose a method to select and extract relevant terms from documents by a sen-

tence ranking approach. Also, a dynamic method has been proposed to choose a

suitable rank in the lower dimensional space without losing relevant information.

Fuzzy clustering applied to the similarity relation gives good quality clusters. From

the experiment results obtained, it is evident that our system performs better than the

traditional approaches and the one proposed in [13].
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