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Abstract In the current scenario, it is very difficult for the doctors to diagnose liver
patient and there should be some kind of automated support based on machine
intelligence that can help to diagnose in advance so that doctors start the treatment
faster and save time. The machine intelligence is a way to predict the liver-related
problems; in this study, the linear regression is used to predict the same, more
accurately. The albumin levels are highly related in diagnosing these kinds of liver
problems. The proposed model worked efficiently on 583 observations provided as
well as on new datasets. The total average accuracy achieved in this proposed
model was 89.34% which is much more than the previously identified research
work of Wold et al. (STAM J Sci Stat Comput, 5(3), 735-743, 1984, [1]) of 84.22%.
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1 Introduction

India is a country with a population of 1.2 billion. There are just around 1 million
certified doctors to attend to these people. Hence, we tried implementing a multiple
linear regression algorithm, to predict the ‘Albumin’ level of a patient based on
some significant variables. The original dataset provided consisted of 583 obser-
vations with 11 variables. Prediction of albumin level will help the doctors save
time, and they need not run test, and the patients would save money as well.
It would also enable you to diagnose the patient faster and with much more
appropriate measures.
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In the model designed, ‘Albumin’ is considered as the dependent/outcome
variable and ‘Age’, ‘Gender’, “Total Bilirubin’, and ‘A/G Ratio’ as the independent/
observational variables. The independent variables are highly significant and are
independent of each other. They are not correlated among themselves. Finally, a test
model has been designed using multiple linear regression which predicts the
albumin level with 90% accuracy, based on test dataset as well.

2 Related Work

As proposed by Tomohiro et al., the hypoalbuminemia separately predicts cardiac
morbidity, and also mortality, for various kinds of chronic kidney disease-related
patients by CRT. These kinds of observations are helpful in identifying the
albumin levels, by the information of long-term prognosis in chronic kidney
disease-related patients who willingly undergo CR [2]. Multiple linear regression
was used [3] to implement our algorithm. According to Mark Tranmer et al., a
multiple linear regression analysis is used to estimate the values of outcome
variable, Y, provided with a set of p explanatory variables (x1, x2, ..., xp).
Mu-Jung Huang et al. adopts data cleaning and analysis methods [4] to explore
meaningful guidelines from health-related data and employs case-based reasoning
that always favors the highly severe diseases diagnosis and their treatments and
working on these processes for more efficient working system. Swati Gupta et al.
provided with introduction to linear regression algorithm [5] and explained its
implementation. The researcher concentrated on the formulation and test data for
linear regression. According to Dimitris Bertsimas et al., linear regression model
is considered with response vector, model matrix, regression coefficients, and
errors [6]. The linear regression models the relationship between a dependent
variable and explanatory variables. Linear discriminant analysis and logistic
regression are the most widely used statistical methods [7] for analyzing the
numerical (or categorical) outcome variables. Logistic regression is useful when
the dependent variable is of binary outcome.

According to David Broadhurst et al., variables in a linear regression can be
selected [8] using backward or forward selection methods. These methods of
elimination will help in building a linear model. Various logics were used to
differentiate diffuse liver disorders, to categorize liver disorders under healthy and
unhealthy liver patients, to diagnose hepatitis, and to perform the necessary oper-
ation required [9-15].
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3 Methodology

The multiple linear regression algorithm is used, on the basis of which this model
has been developed. In this study, the dependent/outcome variable used is ‘Albu-
min’. And independent/observation variables are ‘Age’, ‘Gender’, ‘Total Bilirubin’,
‘Direct Bilirubin’, ‘Alkphos’, ‘SGOT’, ‘SGPT’, ‘Total Proteins’, and ‘A/G Ratio’.
The correlation between independent variables was found out. It has been
observed that ‘Direct Bilirubin’ and ‘Total Bilirubin’ were highly correlated.
Hence, ‘Direct Bilirubin’ was eliminated from the model (in preprocessing phase).
In this study, the first regression model was formed including uncorrelated inde-
pendent variables. This model helped to classify the variables as ‘significant’ and
‘nonsignificant’. All the significant variables were included in the next regression
model, and the nonsignificant variables were removed. The final regression model
consisted of just the significant and uncorrelated independent variables (Fig. 1).

Fig. 1 Proposed model
| Liver Diagnostic Dataset |
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In the next phase of this study, relation between dependent and independent
variables was established (as shown in Figs. 2, 3, and 4). It was found that
dependent variable was highly correlated with each of the independent variable.

To check for near normal residuals, a histogram (Fig. 5) and a qqplot (Fig. 6)
were plotted. Histogram elaborates the normal residual values about 0 and the
qqplot displays a linear graph, both of which satisfy the near normal residual
condition.

In order to check for constant variability (i.e., whether the errors remain constant
throughout), a graph was plotted between residuals and the fitted values as shown in
Fig. 7. The graph seems to be constant in a particular region.

Lastly, the checking was conducted to find the existence of a pattern on x-axis
(Fig. 8). There was no such pattern observed. Data was uniformly distributed.
Finally, the testing of model was performed. It has been tried to predict the value of
‘Albumin’ on existing (training) as well as new (test) dataset. The model predicts
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Fig. 5 Histogram plot of
residuals

Fig. 6 qgplot between
residuals and fitted values

Fig. 7 Plot bet. absolute
residuals and fitted values

Fig. 8 Plot of residual values
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the ‘Albumin’ level with an average accuracy of 89.353% which is a significant
amount of accuracy this study observed and obtained.

3.1 Mathematical Formulation

The equation for linear regression is:
y=a+pX

X and y are the two variables involved in the equation. The equation that
describes how y is related to x is known as the regression model [13, 14]. a is the
y intercept of the regression line, and /3 is the slope. The equation that describes how
y is related to x is known as the regression model [16, 17].

There are three types of relationships in a regression line—first is positive linear
relationship, second is a negative linear relationship, and third is no relationship
[18-20].

Y is known as the outcome or dependent variable as a linear function [5] of
another variable X also known as independent variable that is represented by the
equation

Y=a+pX (1)

Here, the regression coefficients which are represented as o and § are given by
B=2(xi—x)(yi - y)/Z(xi—x) (2)

a=y—px 3)

The mentioned values of regression coefficients of o and  can be computed in
Egs. (2) and (3) which are updated and putted in Eq. (1) to observe relationship
among the independent variables and the dependent variable.

The linear regression technique works as following algorithm:

Step 1: Take the values of variable Xi and Yi

Step 2: Calculate average of variable Xi such that average is x = (X1 + X2
+- - 4+ XD/Xi

Step 3: Calculate average for variable Yi such that average is y = (Y1 + Y2
+- - 4+ YD/Yi

Step 4: Obtain the value of regression coefficient § by substituting the values of Xi,
Yi, average of Xi, and average of Yi in the Eq. 2

Step 5: Compute the value of another regression coefficients a by substituting the
values of P (calculated in step 4), average of Xi, and average of Yi in the Eq. (3).
Step 6: At last, update the value of regression coefficients o and f in the equation
Y=o+ pX
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1. Relationship Between Dependent and Independent Variables: Linear
Relation

Figure 2 shows plot between ‘Albumin’ at y-axis and ‘Total Bilirubin’ at x-axis. It
shows a linear relation between the two variables.

Figure 3 shows plot between ‘Albumin’ at y-axis and ‘A/G Ratio’ at x-axis. It
shows a linear relation between the two variables.

2. Nearly Normal Residuals: Condition Met

The histogram of the residual as shown in Fig. 5 is taken to prove that variance is
normally distributed. The histogram is evenly distributed about zero which indi-
cates that it is normally distributed. If it were not normally distributed, it would
mean that the model’s assumptions may have been contradicted.

Relationship Between Dependent and Independent Variables: Linear Relation.

3.2 Database Terminology and Their Description

For dataset, the bilirubin test conducted to find any increased level in the blood. It
can be used to determine the cause of jaundice or diagnose other liver diseases,
hemolytic type anemia, the blockage of bile duct, etc. Direct bilirubin that moves
much freely in the blood is known as conjugated bilirubin. Alkphos estimates the
quantity of alkaline phosphate enzyme in anybody’s bloodstream.

Increased level SGPT suggests medical problems such as viral hepatitis, dia-
betes, congestive heart failure, liver damage. This is a common way of screening for
liver problems.

AST or aspartate aminotransferase is single or two liver enzymes. It is always
found as serum glutamic oxaloacetic transaminase type or SGOT. The AST is a
protein, i.e., made by liver cells. And when liver cells are damaged, AST leaks into
the bloodstream and the level of the AST in the blood becomes more than basic/
normal. An estimated serum protein test measures the total amount of protein in
blood. It measures the amounts for two major groups of proteins in the blood:
albumin and the globulin.

A/G ratio is the comparison between the amounts of albumin with those of
globulin. This test is useful when your healthcare provider suspects you have liver
disease. Albumin is a plasma (blood) protein. If it is low, it could be due to
decreased synthesis by liver indicating liver problem.
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Table 1 Table for accuracy and predicted albumin level

Levels Total bilirubin | A/G ratio | Given albumin | Predicted albumin | Accuracy (%)
Level 1 |0.8 0.8 3.7 3.03 81.89
Level 2 [0.6 1.1 2.6 3.34 77.84
Level 3 |0.8 1.1 3.7 3.46 93.51
Level 4 (0.9 0.9 39 3.15 80.76
Level 5 (9.4 0.8 2.8 2.79 99.64

4 Implementation and Result

Dataset collected in this work shows the different parameters that could affect a
person’s health, particularly the liver. All the variables are of numeric form, and a
model is built with one independent/outcome variable and four dependent/
observant variables. A multiple linear regression model is built which has an
average accuracy of 89.34%. The model works well on new dataset as well.

# Creating regression models # First regression model

modell = Im(Albumin ~ Age + Gender + total_biliru-
bin + Alkphos + SGPT + SGOT + ‘A/G_ratio’, data = ILPD4_new_set summary
(modell)

# Removing insignificant variables from modell # Final regression model created

model_final = Im(Albumin ~ Age + Gender + total_bilirubin + ‘A/G_ratio’,
data = ILPD4_new_set)

summary(model_final) # Testing the model

Age = c(43), Gender = (“Male”), total_bilirubin = ¢(0.1), ‘A/G_ratio’ = c(1.2),
new_patient_data <- data.frame(Age, Gender, total_bilirubin, ‘A/G_ratio’)

model_test <- Im(Albumin ~ Age + Gender + total_bilirubin + ‘A/G_ratio’,
data = ILPD4_new_set) predict(model_test, newdata = new_patient_data)

Model Accuracy: Training and Test Datasets

The main parameters include ‘Total Bilirubin’ and ‘A/G Ratio’. From these
parameters, albumin level can be predicted, which will help in diagnosing the
patient faster. The prediction has an average accuracy of 89.353%. Age and gender
also play a significant role in determining the albumin level (Table 1).

Table 1 consists of total_bilirubin, a/g_ratio, and albumin, which were already
given. The fifth column predicts the albumin level from the model built with an
average accuracy of 86.72%.
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5 Conclusion

A multiple linear regression model has been prepared, which has one dependent
variable and four independent variables. Initial model was prepared using the
backward elimination method. The variables were eliminated based on their sig-
nificance level. Least significant variables were removed from the model. Highly
correlated independent variables were excluded as well. A final linear model was
prepared where the dependent variable was linearly related to each of the inde-
pendent variable and the model consisted of just the significant, nonlinear inde-
pendent variables.

The model prepared predicts with an average accuracy of 89.34%. It predicts the
level of albumin in a patient, which is highly dependent on the four independent
variables defined in the model. Albumin level will help the doctor think in the right
direction and help diagnose the patient faster. Usually, it is assumed that significant
changes in the albumin level indicate that the patient is probably having problems in
his lever. The model made works well on new dataset as well.
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