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Abstract Extreme learning machine (ELM) with a single-layer feed-forward net-

work (SLFN) has acquired overwhelming attention. The structure of ELM has to be

optimized through the incorporation of regularization to gain convenient results, and

the Tikhonov regularization is frequently used. Regularization benefits in improv-

ing the generalized performance than traditional ELM. The estimation of regular-

ization parameter mainly follows heuristic approaches or some empirical analysis

through prior experience. When such a choice is not possible, the generalized cross-

validation (GCV) method is one of the most popular choices for obtaining optimal

regularization parameter. In this work, a new method of facial expression recogni-

tion is introduced where histogram of oriented gradients (HOG) feature extraction

and GCV-based regularized ELM are applied. Experimental results on facial expres-

sion database JAFFE demonstrate promising performance which outperforms the

other two classifiers, namely support vector machine (SVM) and k-nearest neighbor

(KNN).

Keywords Facial expression recognition (FER) ⋅ Extreme learning machine

(ELM) ⋅ Regularization ⋅ Generalized cross-validation (GCV) ⋅ Classification

1 Introduction

The inner mind is represented by variations in the gesture, gait, voice and slightest

variation in eye and face. Important facial variations are due to face expressions

which are categorized into six basic universal expressions which reflect intentional

and emotional state of a person. The six basic expressions are happiness, sadness,

surprise, fear, anger, and disgust according to Ekman [5]. Extensive research has
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been carried out so far in the field of facial expression recognition (FER) in numerous

domains [3, 6, 18].

In FER, face analysis is broadly carried out in two ways. One way is to describe

facial expression measurements using action unit (AU). An AU is an observable

component of facial muscle movement. Ekman and Friesen proposed Facial Action

Coding System (FACS) in 1978 [4]. All expressions are broken down using different

combinations of the AUs [17]. Using another way, the analysis of face was carried

out directly based on the facial effect produced or emotions. In the literature, plenty

of algorithms have been discussed to solve this problem. In this work, more focus

is on the expression classification phase. The “extreme learning machine (ELM)”

classifier is used for classification. ELM has a single hidden layer in its structure.

Therefore, the whole system boils down to solving linear systems of equations which

makes it easy to obtain global optimum value in cost function [10].

Regularized ELM has higher efficiency and a better generalization property. Dif-

ferent types of regularization techniques are possible. 𝓁2-regularization also known

as Tikhonov regularization or ridge regression is one of the commonly used regu-

larization techniques [14]. The best part of 𝓁2-regularization is that prediction per-

formance increases compared to the traditional ELM. The choice of an appropriate

regularization parameter is one of the most daunting tasks. Usually, this choice is

accomplished by empirical or heuristic methods.

In this work, FER experiment was performed on JAFFE dataset. Face detec-

tion was carried out using Viola–Jones face detection algorithm [19]. “Histogram

of oriented gradients (HOG)” technique was applied to obtain feature descrip-

tors. Obtained features were classified using regularized ELM, where regularization

parameter (𝜆) was calculated using “generalized cross-validation (GCV)” method.

The rest of this paper has been organized as follows: In Sect. 2, we elaborate dis-

cussion on the FER, formation of regularized ELM. We also discuss GCV in brief.

Proposed methodology is explained briefly in the Sect. 3. Section 4 sheds light on

experimental results and discussion. Section 5 concludes the discussion.

2 Methods

2.1 Facial Expression Recognition

“Facial expression recognition (FER)” system begins with the acquisition of face in

image or video frames, followed by feature extraction and expression classification.

Face acquisition phase also allows to detect and locate faces in the complex back-

ground images. Many techniques are available for automatic face detection [19, 20].

Viola–Jones face detection algorithm is one of the robust and rapid visual detectors.

Haar-like features are used for face detection. Features handled by detectors are com-

puted very quickly using integral image representation. Algorithm trains a cascade
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of classifiers with AdaBoost, where AdaBoosting is used to eliminate the redundant

features [19].

Next phase of FER is facial feature extraction. It is commonly categorized into

geometry-based method and appearance-based method. In the geometry-based

method, facial configuration is captured and a set of fiducial points are used to cat-

egorize the face into different categories. In the appearance-based method, feature

descriptors encode important visual information from the facial images [15].

In HOG feature descriptor, distribution of intensity gradient or edge directions is

used to describe local object appearance and shape within an image. Practically, it is

accomplished by dividing an image into small cells and gradient is calculated over

every pixel of the cell. Combining all the histogram entries together forms the facial

feature descriptor [2]. Expression classification is the last phase of FER. Several

classifiers are available to classify feature descriptor of images like support vector

machine (SVM), artificial neural network (ANN), linear discriminant analysis (LDA)

[1, 6].

2.2 Extreme Learning Machine

“Extreme learning machine (ELM)” was devised by Huang and Chen [10]. Input

weight matrix and biases are being randomly initialized. The time needed for the

recursive parameter optimization is excluded. Therefore, computational time of ELM

is less. Transcendent characteristics of ELM provide efficient results. The classic

ELM model and its few variants are discussed briefly in [10]. ELM training basi-

cally consists of two stages. In stage one, random feature map is generated and the

second stage solves linear equations to obtain hidden weight parameters. General

architecture of ELM is shown in Fig. 1; it is visible that ELM is a feed-forward net-

work with a single hidden layer but input neurons may not act like other neurons [9,

11, 12]. Predicted target matrix T̂ is calculated as

T̂ = fL(x) =
L∑

j=1
𝛽iHi(x) = H𝛽, (1)

where d is the total number of features, L is the total number of hidden units, c is

the total number of classes, 𝛽 = [𝛽1, 𝛽2,… , 𝛽L]T is the output weight vector/matrix

between the hidden layer and output layer, T is the given training data target matrix,

and H(x) = [H1(x),H2(x),… ,HL(x)] is ELM nonlinear feature mapping.

Sigmoid, hyperbolic tangent function, Gaussian function, multi-quadratic func-

tion, radial basis function, hard limit function, etc., are the commonly used activation

functions [9, 11]. For a particular ELM structure, the activation function of hidden

units may not be unique. In our experiments, the activation function used is “hard

limit function.” The output weight matrix 𝛽 can be obtained by minimizing the least

square cost function which is given as
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Fig. 1 General architecture

of ELM

min
𝛽∈RL×c

||H𝛽 − T||2. (2)

The optimal solution can be obtained by 𝛽
∗ = H†T , where H†

is Moore–Penrose

generalized inverse of matrix H and 𝛽
∗

is an optimal 𝛽 solution.

2.3 Regularized ELM

In case of overdetermined or underdetermined system of linear equations, optimal

solutions may not be obtained using the above method. In such cases, regularized

ELM enhances the stability and generalization performance of ELM [10, 12]. Selec-

tion of regularization parameter plays a vital role. Basically, regularization parameter

is calculated empirically or using some heuristic methods based on the prior experi-

ence. There are many variants of Tikhonov-regularized ELM which make accuracy

computation more accurate. In this paper, the analysis is done using𝓁2-regularization

which is as follows:

min
𝛽∈RL×c

||H𝛽 − T||2 + 𝜆||𝛽||2. (3)

Now, after differentiating (3) we get an optimal 𝛽
∗

as displayed

𝛽
∗ = (𝜆I + HTH)−1HTT . (4)
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The preeminent task is to predict regularization strength that is also known as reg-

ularization parameter 𝜆 in the above (3). Basically, the value of 𝜆 is chosen heuris-

tically. Heuristic method follows trial and error technique, and therefore, the possi-

bility of finding minima is low. There are many other methods to predict 𝜆. It takes

some range of values for 𝜆, and after substituting these values in (3), the better value

𝜆 will be estimated which gives better accuracy. This is called coordinate descent

method [7, 12].

2.4 Generalized Cross-Validation

“Generalized cross-validation (GCV)” estimates 𝜆 of 𝓁2-regularization [8]. The fun-

damental thing used in GCV is a concept of singular value decomposition (SVD).

For any given problem, the value of 𝜆 > 0 for which expected error is less than Gauss

Markov estimate. Regularization parameter 𝜆 minimizes loss function which is non-

trivial quadratic depends on variance and 𝛽. However, in GCV there is no need of

estimating the variance of errors. Here, �̂�which is the optimal value for 𝜆 is predicted

by using

G(𝜆) =

1
n
||(I − A(𝜆))T||2

[1
n
tr (I − A(𝜆))

]2 , (5)

where A(𝜆) = H(HTH + n𝜆I)−1HT
.

Using the above formula, we get value of �̂�, and substituting this �̂� value into the

𝓁2-regularization, 𝛽 is obtained. GCV method is computationally expensive because

A(𝜆) calculation requires finding of an inverse, multiple times.

3 Proposed Methodology

The basic FER system is divided into three subsystems as seen in Sect. 2. In the

proposed work, neutral images from the dataset are subtracted from other expression

images. Face was detected using Jones and Viola Face detection algorithm. Once

face was extracted from the given images, HOG features were extracted from the

subtracted images.

Furthermore, extracted features are classified using GCV-based regularized ELM.

The problem of facial expression analysis is an ill-posed problem. The number of

hidden layers used is more than the number of features which is nothing but an input

vector. The FER system has become linear, and 𝓁2-regularization is used to improve

generalization. In 𝓁2-regularization, the choice of regularization parameter plays an

important role. Usually, the value of regularization parameters 𝜆 is chosen randomly
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or with some heuristic method. In the proposed method, GCV-based regularization

of ELM is used to improvise the performance as shown in Sect. 4.

4 Experimental Results and Discussion

In this work, the effectiveness of GCV-based regularized ELM classifier on FER is

demonstrated. In the experiments, Japanese Female Facial Expression (JAFFE) [13]

database was used which contains a total of 213 images with 256 × 256 pixel. Ten

Japanese female models posed for six basic expressions (anger, fear, disgust, happy,

sad, and surprise), and one was neutral. From training dataset images, neutral images

are subtracted. HOG features are extracted from obtained images. Regularized ELM

is used to classify. The above process has been explained pictorially in Fig. 2.

GCV-based regularized ELM improves the generalization property. And due to

this, recognition accuracy gets enhanced. The selection of hidden number of units

(L) is done by choosing different values and based on that accuracies are calcu-

lated. The plot of ELM accuracy with the varying hidden number of units has been

shown in Fig. 3. Finally, results are compared with non-regularized ELM. The con-

fusion matrices of traditional ELM, GCV-based regularized ELM, SVM and KNN

are demonstrated in Table 1. This demonstrates that GCV-based regularized ELM

gives better results than other compared classifiers.

Fig. 2 Pictorial diagram of experiments using GCV-based regularized ELM



GCV-Based Regularized Extreme Learning Machine . . . 135

Fig. 3 The plot depicts

ELM testing accuracy (%)

versus number of hidden

units (L) for

underdetermined FER

Experiments are executed using different classifiers like classic ELM, GCV-based

regularized ELM, SVM, and KNN. Various performance measures are available to

measure the performance of the classification task [16]. The important measures

used here are accuracy, precision, recall, and G-measure to demonstrate how the

performance of different classifiers varies, and this is given in Table 2.

The solution for FER system can be devised in multiple ways. The main motive of

this work is to demonstrate that regularized ELM can be applied to ill-posed prob-

lems like FER. ELM can be a good choice as it is easy to design, has a property

of online learning, has strong tolerance to input noise, and has good generalization

capability. Performance results can be obtained if we obtain correct value of 𝜆. The

correct value of 𝜆 can be obtained using GCV method. The proposed architecture for

FER is one of the simplest and fastest methods. Better techniques can be devised to

obtain the regularization parameter which is the strength of regularization. Existing

work can be extended on different types of ill-posed problems. This regularization

methodology can also be tested on other types of classifiers. Further improvement

can also be obtained by pruning the existing architecture. The accuracy of FER sys-

tem can be further improved by using different better feature extraction techniques,

and also by using different feature selection methods. Our main focus in this work is

applying automatic computation of regularization parameter for ELM.

5 Conclusion

“Extreme learning machine (ELM)” is a prominent feed-forward neural network with

three layers. Regularization improves the generalization capability and strong toler-

ance to input noise which is suitable for ill-posed problems like “facial expression

recognition (FER).” The selection of regularization parameter plays a vital role, and
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Table 2 The performance of different classifiers are listed using various measures

Classifiers Accuracy Precision Recall G-measure

Traditional ELM 84.89 47.57 100 68.97

GCV-based

regularized ELM

90.44 60.68 100 77.90

SVM 74.79 80.70 45.80 60.81

KNN 75.96 50 72.17 60.07

it is achieved by “generalized cross-validation (GCV)” method. GCV-based regular-

ization parameter is one of the ways which is applied to avoid heuristics. Using this

methodology in FER, recognition rate can be improved. This paper is aimed at proper

classification of extracted HOG features in FER which is an ill-posed problem.
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