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Preface

The last decade has witnessed remarkable changes in IT industry, virtually in all
domains. The 50th Annual Convention, CSI-2015, on the theme “Digital Life” was
organized as a part of CSI@50, by CSI at Delhi, the national capital of the country,
during December 02–05, 2015. Its concept was formed with an objective to keep
ICT community abreast of emerging paradigms in the areas of computing tech-
nologies and more importantly looking at its impact on the society.

Information and Communication Technology (ICT) comprises of three main
components: infrastructure, services, and product. These components include the
Internet, infrastructure-based/infrastructure-less wireless networks, mobile termi-
nals, and other communication mediums. ICT is gaining popularity due to rapid
growth in communication capabilities for real-time-based applications. New user
requirements and services entail mechanisms for enabling systems to intelligently
process speech- and language-based input from human users. CSI-2015 attracted
over 1500 papers from researchers and practitioners from academia, industry and
government agencies, from all over the world, thereby making the job of the
Programme Committee extremely difficult. After a series of tough review exercises
by a team of over 700 experts, 565 papers were accepted for presentation in
CSI-2015 during the 3 days of the convention under ten parallel tracks. The
Programme Committee, in consultation with Springer, the world’s largest publisher
of scientific documents, decided to publish the proceedings of the presented papers,
after the convention, in ten topical volumes, under ASIC series of the Springer, as
detailed hereunder:

1. Volume # 1: ICT Based Innovations
2. Volume # 2: Next Generation Networks
3. Volume # 3: Nature Inspired Computing
4. Volume # 4: Speech and Language Processing for Human-Machine

Communications
5. Volume # 5: Sensors and Image Processing
6. Volume # 6: Big Data Analytics

v



7. Volume # 7: Systems and Architecture
8. Volume # 8: Cyber Security
9. Volume # 9: Software Engineering

10. Volume # 10: Silicon Photonics & High Performance Computing

We are pleased to present before you the proceedings of Volume # 7 on “Systems
and Architecture.” The title “Systems and Architecture” covers the most important,
pervasive, top-level, strategic inventions, decisions, and their associated rationales
about the overall structure and associated characteristics and behavior. It provides
an understanding of the architectures of our computing systems. The title also
assists the readers to help them and plan the selection of a processor for a particular
project.

Computer Architecture refers to those attributes of a system visible to a pro-
grammer. Computer Organization refers to the operational units and their inter-
connections that realize the architectural specifications. It is a blueprint and
functional description of requirements and design implementations for the various
parts of a computer, focusing largely on the way by which the central processing
unit (CPU) performs internally and accesses addresses in memory. It addresses the
challenge of selecting and interconnecting hardware components to create com-
puters that meet functional, performance, and cost goals. It details how a set of
software and hardware technologies standards can interact to form a computer
system or platform. It refers to how a computer system is designed. The title
“Systems and Architecture” also deals with the various innovations and improve-
ments in computing technologies to improve the size, capacity, and performance of
modern-day computing systems. This volume is designed to bring together
researchers and practitioners from academia and industry to focus on extending the
understanding and establishing new collaborations in these areas. It is the outcome
of the hard work of the editorial team, who have relentlessly worked with the
authors and steered up the same to compile this volume. It will be useful source of
reference for the future researchers in this domain. Under the CSI-2015 umbrella,
we received over 100 papers for this volume, out of which 32 papers are being
published, after a rigorous review processes, carried out in multiple cycles.

On behalf of organizing team, it is a matter of great pleasure that CSI-2015 has
received an overwhelming response from various professionals from across the
country. The organizers of CSI-2015 are thankful to the members of Advisory
Committee, Programme Committee, and Organizing Committee for their all-round
guidance, encouragement and continuous support. We express our sincere gratitude
to the learned Keynote Speakers for support and help extended to make this event a
grand success. Our sincere thanks are also due to our Review Committee Members
and the Editorial Board for their untiring efforts in reviewing the manuscripts,
giving suggestions and valuable inputs for shaping this volume. We hope that all
the participated delegates will be benefitted academically and wish them for their
future endeavors.
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We also take the opportunity to thank the entire team from Springer, who have
worked tirelessly and made the publication of the volume a reality. Last but not
least, we thank the team from Bharati Vidyapeeth’s Institute of Computer
Applications and Management (BVICAM), New Delhi, for their untiring support,
without which the compilation of this huge volume would not have been possible.

Delhi, India Sunil Kumar Muttoo
December 2017
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A Mathematical AI-Based Diet Analysis
and Transformation Model

L. K. Gautam and S. A. Ladhake

Abstract Inadequacies in nutritional intake can be considered as a major source of
adverse effects on the growth and health of individuals in India. A proper balanced
diet is essential from the very early stages of life for proper growth, development, to
remain active and to reduce the risk of diseases. For those with diabetes, a proper
diabetes diet is crucial which depends upon their energy requirements. So a need
has been identified to develop educational software which should perform the
routine task of analyzing, optimizing, and transforming diet by considering their
energy requirements and medical problems. The different nutritional values present
in a diet are generally affected by imprecision, which can be represented and
analyzed by fuzzy logic. For diet balancing, a metaheuristic local search algorithm
is proposed which works in a local search space recording the history of search to
make it more effective and optimized. These proposed methods will help users to
improve their nutritional intakes by providing detail analysis of their food intake, by
providing an optimized diet plan and by suggesting possible changes to make their
diet suitable according to their energy requirements.

Keywords Energy evaluation � Fuzzy interval � Tabu search � Mathematical
AI model

1 Introduction

Inadequacies in nutritional intake can be considered as a major source of adverse
effects on the growth and health of individuals in India. The common nutritional
problems in India are malnutrition, low birth weight, chronic deficiency in adults,
and diet related noncommunicable diseases [1, 2]. To maintain health and increase
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life expectancy and to decrease the frequency of cardiovascular diseases, one has to
improve its dietary habits which is based on the nutrition values. Thus, a need has
been identified to develop educational software which will monitor and perform the
daily task of analyzing, optimizing, and correcting the user’s diet at home.

The nutrition intake can be appropriately evaluated and described by employing
fuzzy sets and fuzzy arithmetic. Wisram [3] evaluated the nutritional intake status
assessment by comparison of intake with the official recommendation for that
person. Figure 1 shows the degree of health when varying the intake of one
essential nutrient and holding the rest of the diet constant at an optimal level [3].

The work proposed in this paper focuses on the development of interactive
AI-based mathematical functionality as an effective solution to support continuous
nutritional management. Firstly, we will discuss the general problem statement, and
then, the criteria for energy evaluations are described in Sects. 4, and 5 defines
some preliminaries on fuzzy sets and fuzzy interval. The background of tabu search
is discussed in Sect. 6, and finally, the integration of all these sections, i.e., a
proposed work is described in Sect. 7.

2 Problem Statement

A problem exists regarding the inaccurate values of nutrients in foods because the
approximate amounts of nutrients available in a certain food are normally known,
but there is always a question of their exact amounts. There is often a problem of
imprecision with the nutrient values, i.e., their exact amount [4, 5]. This problem
may increase if only partial information is available especially for industrially
processed foods, but for precisely packed foods (for instance Cheese, Butter, oil,
rice, biscuits, etc.), we can obtain the nutrients value precisely. For other foods, for
instance vegetables and fruits (banana, apple, etc.), nutrients values varies in a large
range, depending on size, growing conditions, freshness, etc.

All this values, i.e., precise and imprecise, have to be stored in a database, and a
computer then needs to operate on these values. It should be able to compare these
values and should perform all the arithmetic operations [1, 4, 5].

Fig. 1 Degree of health
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3 Energy Requirements and Its Evaluation

The amount of each nutrient needed for an individual depends upon his/her age,
body weight, and physiological status which can be calculated in terms of
energy [2].

RDA recommends that energy requirement must be assessed in terms of energy
expenditure rather than in terms of energy intake.

i:e:Total Energy Expenditure ¼ Predicted Body Mass Ratio
� Physical activity level PALð Þ ð1Þ

Physical activity ratio values for activities performed in a day can be aggregated
over that period to yield the physical activity level (PAL). A detailed table of PAR
values for different activities is available in the FAO/WHO/UNU 2004 report [2].

3.1 Nutrients Consideration

The primary macronutrients which are important and are considered are protein,
fats, and carbohydrates which are converted into energy in different quantities, i.e.,
1 g of protein contribute 17 kJ of energy, 1 g of fat constitute 37 kJ of total energy,
1 g of carbohydrates contribute 17 kJ and 1 g of dietary fiber contribute 8 kJ where
1 kJ = 0.239 kcal [3].

4 Fuzzy Arithmetic and Computation

4.1 Preliminaries

In this section, we review the fundamental notions of fuzzy set theory.
Fuzzy Interval. Definition 1. A fuzzy interval is a fuzzy set [6] of real numbers,

written M, having membership function µM.

8a 2 0; 1½ �Ma ¼ frjlM rð Þ[ ¼ a ðthe a-cut of MÞ is a closed interval: ð2Þ

support S(M) = {rjµM(r) > 0} is the largest membership area of x (x cannot take a
value outside S(M)), whereas the kernel ˙M = {r| µM(r) = 1} is the set of the most
plausible values for x, also called modal values, and membership function is uni-
modal and upper semicontinuous [6].

Fuzzy Computation. Extension principle [7, 8] is used for performing basic
arithmetic operations on trapezoidal fuzzy numbers. Let M and N be two fuzzy

A Mathematical AI-Based Diet … 3



trapezoidal intervals (m1, m1, a1, b1) and (m2, m2, a2, b2), respectively. Addition and
subtraction on M and N is given by [7, 8] (Fig. 2).

MþN ¼ �m1 þm2; �m1 þ �m2; a1 þ a2; b1 þ b2
� �

M � N ¼ �m1 � m2; �m1 � �m2; a1 þ b2; b1 þ a2
� � ð3Þ

5 Tabu Search Background

Classical methods encounter great difficulty in solving hard optimization problems.
In several cases, we need a modified heuristic approach which provides a

solution very close to optimality that tackles the difficult problems at hand and
improves the computing time of local search techniques. The metaheuristic
approach called tabu search (TS) was proposed by Fred Glover in 1986 to over-
come local optima, which is now dramatically changing our ability to solve
problems of practical significance [9, 10].

Tabu is an intelligent search process which incorporates adaptive memory and
responsive exploration (an intelligent search) [11, 10]. Tabu search can be applied
directly to many kinds of decision problems, without the need to transform them
into mathematical formulations.

6 Proposed Work

The proposed AI-based mathematical model comprises three modules, viz. analysis
module which helps the user to know the nutrients present in the selected diet and
its amount. The second module is an optimized module, which gives the perfect diet
planner considering the user’s medical problem, and lastly the transformation
module which can make small changes in the user’s diet to make it well balanced
while considering the requirements and possible medical problems.

Fig. 2 Fuzzy interval
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6.1 Diet Analysis Module

A record for each patient is created which contains his/her physical parameters,
level of physical activity, and possible medical problems. Considering these entire
parameters, energy requirement is calculated by considering Eq. (1). The user is
then allowed to choose a food present in a hierarchy and enter the portion for
evaluation which gives the correct assessments and suggestions. This evaluation is
done by using fuzzy interval which is trapezoidal mentioned in Sect. 4.1. After
computing the total energy, it is compared with the prescribed norms, in order to
assess whether it is compatible. Let norms and data, represented by the possibility
distributions P and D, respectively. Degree of possibility of matching and degree of
necessity of matching are given by N(P, D) and p(P, D)

p P;Dð Þ ¼ sup min lpðlÞ; ldðlÞ
� �

; N P;Dð Þ ¼ 1� p P;Dð Þ ð4Þ

The result of which is displayed to the user by using interfacing techniques.

6.2 Optimization Module

The food database consists of some diet plan based on different energy requirement
prescribed by nutritionist. This diet plans gives total say n combinations.
A measurement of appropriate energy and nutrient intake with a respect to the
recommendations, or optimal intake, is evaluated by metaheuristic search logic
which is further displayed in decreasing order. Optimization solutions provide
assistance in the selection of a better diet plan. This module is adaptive in nature as
it enhances its diet combinations from transforming module and increasing its
efficiency.

6.3 Diet Transformation Module

This module aims at telling the user how he/she may modify his/her diet to make it
according to his/her energy requirements and adapted to his/her possible medical
problems. It is indeed a difficult task for the user to perform certain modification in
their diet to make it well balanced as modifying the weight of a food, for instance,
often leads to have the transformation of several nutrients modified at the same
time. The diet provided by the user generates a state space which can be solved by
applying minimum transformation using an algorithm. Let us assume that for each
diet m in “generated diets,” the following is known:

• The minimum cost of transformation from the initial diet m to noted g;
• An estimation of the cost to transform m to its closest solution g.
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Proposed Transformation Algorithm 1.

1. Consider the initial diet m

2. searchList is empty.

3. While the stopping criteria is not satisfied do

Check the value of meal according to energy

requirement .Generate diet m’s neighbors by applying

transformations Operations by considering history and

constraints.(i.e. m’)Then compute evaluation term f = g+h(goal

amount)

4. m - > m’

5. Update the search list.

6. End and return the best solution met.

From the above mention algorithm, a specific diet plan is generated by evaluating
the required energy requirement and by applying small changes.

7 Concluding Discussion

The AI-based mathematical model for diet optimization and transformation solves
the common nutritional problems of public health problems in India using fuzzy
arithmetic and a search space metaheuristic algorithm.

Imprecision of data is represented by fuzzy sets, whereas fuzzy arithmetic
provides all the necessary computations on these values, which are then compared
with the prescribed values present in a database and can be shown to the user by
using suitable interfacing techniques. A diet optimization module discussed in
Sect. 6.2 gives best diet plan available according to the user’s energy requirements.
The contents of the daily diet BLSD (breakfast, lunch, snacks, and dinner) are
already stored in the database which can be selected on the basis of constraints,
preserving their eating practices by using local search metaheuristic algorithm.
Finally, the proposed transformation algorithm balances the diet by developing the
state space, considering the needs of user and applying minimum possible changes.

For the future, we intend to deal with optimizing diet, based on cost (price) as an
additional objective function. It would enlarge the state space of metaheuristic
search algorithm and would greatly help in finding more optimized solution.
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Energy Efficient Measures for Sustainable
Development of Data Centers

Taniya Aggarwal, Saurabh Khatri and Anu Singla

Abstract Information technology (IT) industry today has become the most
immense and developing industry of this era. With the growing demands of net-
working, storage, multimedia, computation, communication, and information, there
is a need felt for setting up and maintaining the data centers. Data centers now are
the biggest consumers of energy of the IT industry. The energy cost is the most
driving factor of data centers. In extend to investment and maintenance price,
energy efficient methods and equipment should be implemented in data centers to
accomplish the overall progress of the IT sector. Energy management in these
centers not only reduces the operating cost of data centers but also reduces emer-
gence of power generation. This paper gives a comprehensive overview about the
energy consumption in the data centers and provides energy efficient techniques
that would contribute to the continuous and sustainable development.
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1 Introduction

There have been the biggest changes in infrastructure of information technology
(IT) mainly due to social media, cloud, mobility, greater computing capacity, and
big data. The IT business has flourished enormously in last two decades. The rapid
growth of IT activities and business has resulted in establishment of large number
of data centers. Data centers are the dedicated physical and virtual IT infrastructures
used by organizations to support their businesses. Data centers consist of servers,
storage equipment, and networking systems. These systems are used to run appli-
cation software, store, process and serve data to the client.

A data center generally requires substantial backup power supply systems,
cooling systems, excessive network connections, and some policy-concerned
security systems for running the organization’s key applications. Energy con-
sumption of data centers has increased manifolds. Resources reveal that if complete
data centers become a nation, it will be attributed as twelfth largest user of elec-
tricity internationally. The processors, server power supplies, other server compo-
nents, storage and communication equipment account for almost 52% of total
consumption of a data center [1]. It has become imperative to incorporate green IT
technologies in data centers [2]. The motive may be:

• Reduction in energy bills.
• Increase in business profitability and sustainability.
• Optimal utilization of hardware resources with extended useful life.
• Reduce maintenance requirements and less chances of downtime.
• Less carbon emission.

To identify site infrastructure and design topologies of different data centers, a
four tiered scale is adopted (a brief provided in Table 1). Tier 4 is the most robust
infrastructure for data center.

Table 1 Data center tiers [6]

No. of
tier

Redundancy
of capacity
components

No. of power
distribution paths
serving IT equipment

Example

I No Single non-redundant Computer room with one UPS,
generator, and HVAC cooling system.
No redundancy of any system
component

II Yes Single non-redundant Similar to Tier I. Redundant capacity
components are provided in addition

III Yes Multiple Similar to Tier II. But IT equipment is
supplied with two distinct UPSs

IV Yes Multiple Multiple paths provided to supply IT
equipment. Back power support is
provided by redundant generators

10 T. Aggarwal et al.



The paper is divided into eight sections. Section 1 provides introduction of data
centers while Sect. 2 discusses the energy consumption in data centers. Sections 3
and 4 provide the scope of energy conservation by adopting energy efficient
technologies and or by efficient operation and maintenance. Conclusions are drawn
in Sect. 7, and the future scope is presented in Sect. 8.

2 Scope of Energy Efficient Technologies and Techniques
in Data Centers

The 2% of global CO2 emissions come from IT industry as reported in [3]. Data
centers contribute one-fourth of the total CO2 emission by IT and are growing at a
faster pace. Many data centers are consuming far more energy than they need to in
relation to the service they provide. This statement can be witnessed by the fact that
initial setup of data center costs is only 5% of the total cost of its working for the
period of nearly 15–20 years and energy being the major part of it.

Overall energy ingesting in data centers is the sum of energy consumed by
several units in operation. A significant management of energy is possible with the
reduction of energy usage of each unit and synchronizing the overall setup.

The paper presents the four elementary components of data centers including
electrical system, cooling system, IT system and operation and maintenance of the
data centers [4]. Section 3 explains the energy management for electrical system,
and Sect. 4 sums up the cooling processes and the measures to be taken for energy
efficient cooling process. The information for energy management of IT equipment
and peripherals is carried out in Sect. 5 while energy efficient operational and
maintenance strategies are discussed in Sect. 6.

3 Energy Saving in Electrical System

The electrical systems installed in data centers need to be of high efficiency
benchmarks that minimize transmission and heat loses. Developing IT industry has
increased the total power requirement of data centers by 5%. In this electronic age,
backup and retrieval of data are invaluable. The power consumed varies for every
data center and depends on the building design and its architecture. The power flow
schematic in a data center is shown in Fig. 1.

The major components, their description, and energy efficiency measures are
listed in Table 2.

Energy Efficient Measures for Sustainable … 11



4 Cooling System

Cooling system plays an important role in effective working of data centers.
Cooling system consumes 35–40% of the total power consumption. There is large
potential of energy saving by adopting energy efficient technologies in cooling
systems

Cooling system processes can be divided in two parts:

A. Conventional method (room cooling technique)
B. Contemporary method

Contemporary method is quite preferable energy efficient system. In this
mechanism, racks are arranged in such a way that inlet face toward cold aisle gets
cold air from rack and the hot air leaving rack does not go toward the outlet of other
racks. Pipes flow through perforated tiles. Perforated tiles and even perforated doors
can reduce energy consumption up to 83%. The working of instruments is tem-
perature sensitive. Any increase in operating temperature limits can lead to shut

Fig. 1 Power flow schematic
in a data center [6]
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down of system. So this operation needs to be performed with high precision. The
configuration of hot aisle and cold aisle is shown in Fig. 2.

Components of cooling system:

A. Chilling unit—Chilling unit is used to transfer energy from one surface to other.
Chilling unit used in cooling system can be of different types. Table 3 shows
the brief energy efficient strategies for direct expansion system and chilled
water system:

Table 2 Components of electrical system

Equipment Description Energy efficient measures

DG sets Used as power backup Steady load conditions and air
filtration

Transformers Used for stepping up/down voltage Use K-20 over K-1 or K-13
transformers

Transient voltage
surge suppressor
(TVSS)

Save sensitive electronic device
from voltage fluctuations

Must be installed with every
PDU

Uninterrupted
power supply
(UPS)

Save data and devices during
instable power

Optimize UPS for maintaining
load more than 40%

Power distribution
unit (PDU)

Distribute power to IT loads Optimizing the load on PDU
systems

Advanced power
strip

Divides power and provides
networking between cabinets and
server racks

Regular monitoring and
maintenance

Cabling Transmit power to all the units Maintaining them at high
voltage, hence low current and
heating

Fig. 2 Hot aisle/cold aisle configuration [6]
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B. Water pumping unit—Water pumping unit is used in cooling systems with
water cooling chillers to pump water. Some energy efficient measures are as
follows:

• Installation of high efficiency pumps
• Entire area utilization in cooling towers
• Reducing pressure of chilled water supply
• Annual checking and calibration of the condenser water supply temperature

sensors.

C. Precision air conditioner (PAC)—Working of cooling system under the pre-
scribed temperatures is of utmost importance. Adoption of PAC helps in
attaining this by precisely managing heating, cooling, and ventilation require-
ments of system.

D. Air distribution system—Air distribution system is responsible for distribution
of cold air to data center and then recovery of hot air. The process of dis-
tributing air to system in itself contains potential to save a lot of energy. Energy
efficient techniques which can be implemented are

• Taking cold air closer to heat source.
• Installing rack with low self-weight.
• Use of efficient economizers lower the energy usage intensity by 13%.
• Installation of temperature and humidity sensors for monitoring air intake

conditions.

5 IT Equipment

To achieve the maximum efficient output, energy efficient IT equipment should be
selected keeping the purchase cost aside. The power flow and the consumption by
various equipments in typical data center are shown in Fig. 3.

The breakup of power consumed by IT equipments is shown in Fig. 4.

Table 3 Savings observed with cold aisle containment (CAC) unit implementation [6]

Savings observed in direct
expansion system

Traditional
approach

With aisle
containment (%)

With integrated
CAC (%)

- 21 33

Saving observed in chilled
water system

- 15 28
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The energy efficient technologies and techniques for IT equipment are discussed
below:

A. Energy efficient server—Blade servers:
Though servers are the most space consuming units but are also the main
driving unit of IT sector. Computing servers continuously consume power for
running I/O resources, buses, disks, and memory etc. [5]. Most of the servers
run below 20% utilization but consume full power [6]. The internal cooling
systems can be improved by using variable speed fans in place of constant
speed fan for cooling, thereby saving energy. The new energy efficient tech-
nologies are developed. Blade server follows modular infrastructure that con-
verges server, storage, and network structure [7]. It speeds up the operations
performed which results in speedy delivery of applications and services running
in physical and virtual environments. The modular design optimizes the use of

Fig. 3 Power consumption
by various equipment [6]

Fig. 4 Power consumption
by IT equipments [6]
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physical space and energy consumption. It enhances the energy efficiency and
performance of data center [1]. Blade servers in comparison with power edge
rack servers consume around 10% less energy [1].

B. Server virtualization:
The data centers contain a large number of servers, but workload is distributed
to a few only keeping the remaining servers idle. The unutilized expensive
hardware resources not only consume power and but also require cooling
arrangements and periodic maintenance. Power consumption of servers
depends on the activity performed. A low-end server may consume nearly half
the peak power during idle conditions [8]. It is important to decommission or
repurpose the idle servers [9]. Virtualization of servers offers energy savings.
Server virtualization increases resource utilization and reduces energy costs by
partitioning physical servers into numerous multiple virtual servers. Each vir-
tual server runs its own operating system and applications. The virtual servers
run efficiently and reduce energy costs by 10–40% [1]. The application of
dynamic reallocation of virtual machines to real-world cloud data centers
minimizes energy consumption [10].

C. Following technologies may improve the data center efficiency [11]:

• Multi-core processors: Servers with multi-core processors are able to per-
form multiple tasks simultaneously in a short span of time reducing power
and heat up by 40%.

• Chip-level cooling: In this approach, heat is moved away from the chip.
• Installing new servers over outdated ones may save the energy by 5%.
• Technique of high server density should be adopted.
• 4–5% of total power is consumed by storage systems. This consumption can

be reduced by using efficient storage thin chips and by reducing redundancy
of data.

A comprehensive power usage study of workloads of data centers is provided in [8].

6 Operation and Maintenance in Data Center

After the designing of data center, operation and maintenance play the major role.
The extreme usage of energy can be reduced to lower levels by performing fol-
lowing jobs:

A. Training of officials and involving operation team in designing—Training
officials working in data center easily help in bringing energy requirements of
load low. By involving operation team in designing, energy in data center can
be managed efficiently with help of designing considerations.

B. Regular metering—Metering different parameters at appropriate positions can
help in getting information about status of energy usage thus helping in ana-
lyzing the performance of system.
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C. Housekeeping—A regular housekeeping should be maintained for smooth
working in data centers. Clean and dust-free environment would result in better
heat transfer from equipment and thus minimize its chances of failure. It would
also lead to energy saving.

D. Lighting design—Light in building has a lot of potential in saving energy.
Some measures are:

• Automation of different lighting systems can lead to reduction of electricity
up to 14%.

• Task-oriented lighting system shall be used.
• Using of LED lights instead of conventional bulbs.
• Regular maintenance of lighting system (cleaning etc.).

E. Routine audits—Energy audit data centers regularly so that performance can be
regularly checked.

F. Preventive maintenance—A preventive maintenance would lower the chances
of any breakdown of the system, but it should be scheduled at appropriate time.

G. Efficient storage techniques—A lot of energy in data center is wasted due to
improper and unskilled management of storage system. A large numbers of
copies of stored data should be avoided, and storage technique should be well
enough to avoid usage of extra disk and drive.

Reference [12] has proposed efficient power management architecture for
hardware and software in data center. The energy wastage due to variation in
demand for IT services asks for power efficient configuration. The different prin-
ciples of energy management system are presented in [13]. Authors of [5] have
proposed energy efficient methodology named DENS based on data center network
and traffic characteristics to manage energy consumption in data centers.

7 Conclusion

After studying and analyzing about the energy consumption in data centers, it can
be said that on applying little efficient pathways, huge amount of energy can be
conserved. Different units have different methods by which energy can be managed.
The electrical supply transmission should be carried at high voltage, and optimizing
loads on UPS and PDU can reduce energy consumption. Cooling consumes con-
siderable energy in data center. This load can be reduced by using contemporary
methods for direct expansion and chilled water system. IT equipment is the largest
consumer of energy in data center. Using low power multi-core processors and
server virtualization can reduce power wastage. Operation and maintenance team
can play a leading role by focusing on some points like better housekeeping,
monitoring, and auditing which can help in improving energy efficiency.
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8 Future Scope

The increasing energy loads in data centers can be snapped by the continuous
evolvement of energy efficient technologies. Operating temperatures needs to be
lowered in data centers for efficient operations. Liquid cooling has tremendous
potential in cooling servers and appliances more effectively than air conditioning.
Adoption of green cloud computing techniques as discussed in [14] and virtualized
environment may improve the storage and power efficiency of servers.
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Analysis on Multiple Combinations
of Series–Parallel Connections of Super
Capacitors for Maximum Energy
Transferring to Load in Minimum Time

Pankaj R. Sawarkar, Akhilesh A. Nimje and Praful P. Kumbhare

Abstract High farad values of ultra capacitors (UCs) are associated with very large
current during charging. This paper proposes numerous switching configurations
within ultra capacitor units supplying energy to load in efficient way. This recon-
figuration dealt with series–parallel connections with reference of load voltage
maximum and minimum limit. By using proper switching, 99% of stored energy
can be delivered to load in minimum time. In normal case, only 73% stored energy
could be utilized by load. Proposed scheme shows that operation will become
faster, i.e., 57.67–75.68%.

Keywords Super capacitor � Charging � Discharging � Reconnection

1 Introduction

For good performance of battery, such hybrid systems required fixed current
charger and separation of battery during the process. This has been described by
Jeong et al. [4]. Economical solution has been suggested by Chen and Lai [3] by
using microprocessor unit switching over take place from constant current charging
to constant voltage charging in electric vehicle application drive required high
starting current and during regenerative braking involve high rates of discharging
current. Chau and Chan [2] have reported that, which did not required voltage
feedback or current feedback [1, 5]. Reconfiguration within ultra capacitor bank for
reducing charging current. Simulation of MATLAB Simulink and results were
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confirmed by mathematical calculation, which indicate that during charging process
using similar reconfiguration charging current can be reduced. It shows that
charging time can be reduced to 330 from 480 s in constant current charging
method and it is 31.35% faster. In constant voltage method, charging time reduced
to 96 from 120 s and the process is 20% faster [7]. Time required to extract energy
reduces to 72% in typical cases of discharging. Advantages of fast operation during
charging using similar reconfiguration have also been pointed out. Typically, 20–
30% faster operations are expected. The proposed reconfiguration has an additional
advantage of extracting about 72% of the energy stored by the capacitor, in this
reduced time period reported by Sawarkar et al. [6].

1.1 Proposed Scheme

This scheme is suggesting the use of number of capacitors for required faradays
value. These capacitors will connected series and parallel for buildup required
voltage level. As soon as load voltage will reduce to minimum operating voltage of
load then connections of capacitors will be change in another set of series–parallel
connection. This process will continue till all the capacitors connected in series.
This paper has analyzed different cases which are tabled below.

Case no. Capacitance � no. of units Total capacitance (F)

Basic scheme 32F � 1 32

Case 1 16F � 2 32

Case 2 8F � 4 32

Case 3 4F � 8 32

Analysis is done on each case separately with percentage of energy transfer, time
required, etc.

1.2 Basic Scheme

In this case, a single unit of pre-charged super capacitor is connected to the load.
The capacitance of capacitor is of 32F and load resistance is of 20 Ω (Fig. 1).

Fig. 1 Series R–C circuit
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It will be series R–C circuit and time constant will be equal to 640 s. This
capacitor is pre-charged at voltage 12 V. Enc is the energy available in capacitor
which can be calculated by

Enc ¼ 1
2
CV2 ¼ 2304 J ð1Þ

Time required to reducing capacitor voltage from 12V to zero will be 2560 s: ð2Þ

Figure 2 shows voltage with respect to time.
Above scheme will deliver 2304 J to load, i.e., 100% energy in 2560 s. If system

is having lower voltage cutoff limit, then some percentage of energy will not supply
to load. This voltage cutoff limit is considered as 6 V. The energy supplied to the
load will be 1727.83 J in 443.5 s and unutilized energy will be 576.17 J which is
calculated in case-1. Following graph shows variation of load voltage with system
lower voltage limit.

From the above following statement can be done

Total time ¼ 443:52 s: ð3Þ

Total Energy supplied to load in VL [ 6V is 1727:83 J ð4Þ

Percentage of energy supplied to load in VL [ 6V is
1727:83
2304

� �
� 100

¼ 74:99% ð5Þ

Percentage of time utilized
443:52
2560

� 100
� �

¼ 17:32% ð6Þ

Refer Fig. 3 for graphical representation of voltage with respect to time.

Fig. 2 Graphical
representation of voltage with
respect to time
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2 Case-1

In this case, two units of 16F 12 V pre-charge capacitor are used. The voltage cutoff
limit is 6 V which is discussed in 1.1 and 1.2.

1.1
Pre-charged capacitors are connected in parallel to load up to 6 V (Fig. 4).

Time required for reducing capacitor voltage from 12 to 6 V will be

6V ¼ 12V e�t1=RC
� �

¼ 12ðe�t=640Þ i:e: t1 ¼ 443:52 s: ð7Þ

In 443.52 s energy supplied to load will be

E ¼ 7:2
Z443:52

0

e�2t=640dt ¼ 1727:83 J ð8Þ

Refer Fig. 4 the lower limit of voltage cutoff is 6 V. During this period, energy
supplied to load is 1727.83 J from Eq. (8). In 443.5 s from Eq. (7) energy remains
in capacitor will be

2304� 1727:83ð Þ ¼ 576:17 J: ð9Þ

Remaining 576.17 J can be utilized only if VL > V/2, this can be done by
connecting capacitors in series discussed in 1.2.

Fig. 3 Variation of voltage
with respect to time

Fig. 4 Circuit diagram of
two capacitors connected
parallel with load

24 P. R. Sawarkar et al.



1.2
After 1.1 configuration connection will be change to series connection shown in
Fig. 5.

Equivalent capacitance will be 8F, energy available will be

Enc ¼ 1
2
CV2 ¼ 576 J ð10Þ

Time constant of the circuit will be 20� 8 ¼ 160 s: ð11Þ

Time required for reducing capacitor voltage from 12 to 6V will be t2 ¼ 110:9 s

ð12Þ

Then energy supplied to load in t2 s will be

E ¼ 7:2
Z110:9

0

e�2t=160dt ¼ 431:99 J ð13Þ

Figure 6 shows the graphical representation of voltage with respect to time in
above case.

Fig. 5 Circuit of capacitors
is in series and connected
parallel to load

Fig. 6 Graphical
representation of voltage with
respect to time
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In operation described in 1.2, load is disconnected at load voltage becomes 6 V.
Again energy remains in capacitor will be

2304� 1727:83� 431:99 ¼ 144:18 J ð14Þ

This 144.18 J cannot be utilized by load due to load voltage limit.

Time required for 100% energy supplied will be 4� 20� 8 ¼ 640 s: ð15Þ
1.3
From 1.1 and 1.2

Total time ¼ 443:5þ 110:9 ¼ 554:4 s: ð16Þ

Total Energy supplied to load in VL [ 6V is 1727þ 431:9 ¼ 2158 J ð17Þ

Percentage of energy supplied to load in VL [ 6V is
2158
2304

� �
� 100 ¼ 93:66%

ð18Þ

Percentage of time utilized
554:4
2560

� 100
� �

¼ 21:65% ð19Þ

Total time consumed for 100% energy drained is 443:5þ 640 ¼ 1083:5 s ð20Þ

Figure 7 shows the variation of voltage in 1.1 and 1.2.

Fig. 7 Graphical
representation of voltage with
respect to time
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3 Case-2

In this case, 8F capacitance 12 V pre-charge capacitor is used. The capacitors
connected are discussed in 2.1, 2.2, and 2.3.

2.1
Charged capacitors are connected in parallel to load up to load voltage becomes 6 V
shown in Fig. 8.

From Eq. (7), t1 = 443.52 s and from Eq. (8) 1727.83 J will supplied to load.
Refer Fig. 3. Energy remains in capacitor will be 576.17. J from Eq. (9). Remaining
576.17 J can be utilized by connecting capacitors in connection discussed in 2.2.

2.2
After 2.1 configurations, connection will be changed as two capacitors will be
connected in series and such two combinations will be connected in parallel with
load shown in circuit diagram (Fig. 9).

From Fig. 9 Equivalent capacitance will be 8F, energy = 576 J, time
constant = 20 � 8 = 160 s. From Eq. (12) t2 = 110.9 s. From Eq. (13) energy
supplied is 110.9 s will be 431.99 J. In operation described in 2.2, load is dis-
connected at load voltage becomes 6 V. Again energy remains in capacitor will be
144.18 J from Eq. (14) remaining 144.18 J can be utilized by applying configu-
ration discussed in 2.3.

Fig. 8 Circuit diagram of
two capacitors connected
parallel with load

Fig. 9 Circuit diagram of
two capacitors in series and
connected parallel to load
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2.3
After 2.2 configurations, all capacitors will be connected in series shown in the
Fig. 10.

Equivalent capacitance will be 2 F: Energy available will be 144 J ð21Þ

Time constant of the circuit will be R� Cð Þ ¼ 20� 2 ¼ 40 s: ð22Þ

Time required for reducing capacitor voltage to 6V will be t3 ¼ 27:7 s: ð23Þ

Then energy supplied to load in 27.7 s. will be

E ¼ 7:2
Z27:7

0

e�2t=40dt ¼ 107:98 J ð24Þ

Figure 11 shows the graphical representation of voltage with respect to time in
above case.

In operation described in 2.3, load is disconnected at load voltage becomes 6 V.
Again energy remains in capacitor will be

2304� 1727:83� 431:99� 107:98 ¼ 36:29 J ð25Þ

This 36.29 J cannot be utilized by load due to load voltage limit.

Time required for 100% energy supplied will be 4� 20� 2 ¼ 160 s: ð26Þ

Fig. 10 Circuit diagram of
four capacitors in series with
load

Fig. 11 Graphical
representation of voltage with
respect to time
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2.4
From 2.1, 2.2, and 2.3

Total time ¼ 443:5þ 110:9þ 27:7 ¼ 582:2 s: ð27Þ

Total Energy supplied to load in VL [ 6V is 1727þ 431:9þ 107:98 ¼ 2267:71 J

ð28Þ

Percentage of energy supplied to load in VL [ 6V is
2267:71
2304

� �
� 100 ¼ 98:42%

ð29Þ

Percentage of time utilized
582:2
2560

� 100
� �

¼ 22:73% ð30Þ

Total time consumed for 100% energy drained is 443:5þ 110:9þ 160 ¼ 714:4 s:

ð31Þ

Figure 12 shows the variation of voltage in 2.1, 2.2, and 2.3.

4 Case-3

In this case, 4F capacitance 12 V pre-charge capacitor is used. The connections are
discussed in 3.1, 3.2, and 3.3.

3.1
Charged capacitors are connected in parallel to load up to load voltage becomes 6 V
as shown in circuit diagram (Fig. 13).

From Eq. (7) t1 = 443.52 s. From Eq. (8) energy supplied to load in 443.52 s
will be 1727.83 J. Refer Fig. 3. During this period energy supplied to load is
1727.83 J from Eq. (8). Time required is 443.5 s. From Eq. (7) energy remains in

Fig. 12 Graphical
representation of voltage with
respect to time
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capacitor will be 576.17 J from Eq. (9). Remaining 576.17 J can be utilized by
connecting capacitors in connection discussed in 3.2.

3.2
After 3.1 configurations connection will be changed as shown in Fig. 14.

Equivalent capacitance will be 8F. Energy available will be
Enc ¼ 1

2 CV2 ¼ 576 J.
Time constant of the circuit will be (R � C) = 20 � 8 = 160 s. From Eq. (12)

time required for reducing capacitor voltage from 12 to 6 V will be t2 = 110.9 s.
From Eq. (13) energy supplied to load in 110.9 s will be 431.99 J. Refer Fig. 6.
Again energy remains in capacitor will be 144.18 J from Eq. (14). Remaining
144.18 J can be utilized by applying configuration discussed in 3.3.

Fig. 13 Circuit diagram of eight capacitors connected parallel with load

Fig. 14 Circuit of two
capacitors in series and
connected parallel to load

Fig. 15 Circuit of four
capacitors in series and such
two combinations are
connected parallel to load
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3.3
After 3.2 configurations four capacitors will be connected in series and such two
branches are connected in parallel to load shown in Fig. 15.

Equivalent capacitance will be 2F. Energy available will be Enc 144 J time
constant of the circuit will be 40 s. Time required for reducing capacitor voltage
from 12 to 6 V will be, i.e., t3 = 27.7 s. Then energy supplied to load in 27.7 s will
be E = 107.98 J. Refer Fig. 11 by connecting capacitors in configuration as
discussed in 3.4.

3.4
After 3.3 configurations connection is as shown in following circuit diagram
(Fig. 16).

Equivalent capacitance will be 0:5 F: Energy available will be Enc ¼ 36 J ð32Þ

Time constant of the circuit will be R� Cð Þ ¼ 20� 0:5 ¼ 10 s: ð33Þ

Time required for reducing capacitor voltage from 12 to 6 V will be

6 ¼ 12ðe�t=10Þ; t4 ¼ 6:93 s: ð34Þ

Then energy supplied to load in 27.7 s will beE ¼ 7:2
Z6:93

0

e�2t=10dt ¼ 26:99 J

ð35Þ

Figure 17 shows graphical representation of voltage with respect to time in
above case.

Remaining 9.3 J will be unutilized due to VL > V/2 condition. Time required for
100% energy consumed will be

Fig. 16 Circuit of eight
capacitors in series and
connected parallel to load
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4� 20� 0:5 ¼ 40 s: ð36Þ
3.5
From 3.1, 3.2, 3.3, 3.4

Total time of discharge ¼ 589:09 s: ð37Þ

Total Energy supplied to load in VL [ 6V is ¼ 2294:79 J ð38Þ

Percentage of energy supplied to load in VL [ 6V is
2294:79
2304

� �
� 100 ¼ 99:60%

ð39Þ

Percentage of time utilized
589:09
2560

� 100
� �

¼ 23:01% ð40Þ

Total time consumed for 100% energy drained is ¼ 622:15 s: ð41Þ

Figure 18 shows the variation of voltage in 3.1, 3.2, 3.3, 3.4.

4.1
Tables 1 and 2 show consulate result obtained in all cases.

Fig. 17 Graphical
representation of voltage with
respect to time

Fig. 18 Variation of voltage
with respect to time
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5 Conclusion

Series–parallel reconnections lead to faster processes during exchange of energy in
case of multiple capacitors. It deserves attention for applying to industrial system.
In industrial applications for ride-through applications in drives, and applications as
short duration UPS, super capacitor banks are used. It is necessary work on pro-
totypes’, to conclude the quantitative advantages of the proposed scheme, when
implemented for real-life strategic applications. Super capacitor is used for driving
load with above proposed method. It is conforming that basic case to case-3 per-
centage of energy supplied to load during Vl > 6 V is increasing, i.e., (74.81–
99.60%). Percentage of time utilized by load during Vl > 6 V is also increasing
order, i.e., (17.32–23.01%), and operation will become more faster as case goes on
increasing, i.e., (57.67–75.68%).

Table 1 Variation of Capacitance, Time & Energy in each case

Case No. of
capacitors
used

Capacitance, time in seconds, energy supplied

Circuit 1 Circuit 2 Circuit 3 Circuit 4

0 01 32F, 443.5 s,
1727.83 J

NA NA NA

1 02 32F, 443.5 s,
1727.83 J

8F, 110.95 s,
431.99 J

NA NA

2 04 32F, 443.5 s,
1727.83 J

8F, 110.95 s,
431.99 J

2F, 27.7 s,
107.98 J

NA

3 08 32F, 443.5 s,
1727.83 J

8F, 110.95 s,
431.99 J

2F, 27.7 s,
107.98 J

0.5F, 6.93 s,
26.99 J

Table 2 Energy supplied to load, Percentage of energy supplied to load, Percentage of time
utilise, percentage of faster operation

Case No. of
capacitors
used

Total energy
supplied to load
during
Vl > 6 V (J)

% of energy
supplied to load
during
Vl > 6 V (%)

% of time
utilized by load
during
Vl > 6 V (%)

% of
faster
operation
(%)

0 01 1727.83 74.81 17.32 00.00

1 02 2159.7 93.73 21.65 57.67

2 04 2267.71 98.42 22.73 72.09

3 08 2294.79 99.60 23.01 75.68

Analysis on Multiple Combinations … 33



References

1. Kotsopoulos, A., Duarte, J.L., Hendlix, M.A.M.: A converter to interface ultra-capacitor
energy storage to a fuel cell system. Dept. of Electrical Engineering, Technical University of
Eindhoven. The Netherlands, IEEE, 4–7 May, vol. 2, pp. 827–832 (2004)

2. Chan, M.S.W., Chau, K.T., Chan, C.C.: Effective charging method for ultra capacitors. J. Asian
Electric Vehicles 3(2), 771–776 (2005)

3. Chen, B.Y., Lai, Y.S.: New digital-controlled technique for battery charger with constant
current and voltage control without current feedback. IEEE Trans. Ind. Electron. 59(3), 1545–
1553 (2012)

4. Jeong, I.W., Kim, L.S., Guse, G.I., Rim, G.M.: Design of 35 kJ/s 25 kV capacitor charging
power supply for pulsed power systems. In: IEEE Conference of the IEEE Industrial
Electronics Society Busan, Korea, vol. 3, pp. 2860–2863, 2–6 Nov 2004

5. Shin, D., Kim, Y., Seo, J., Chang, N.: Battery-super capacitor hybrid system for high-rate
pulsed load applications. In: EDAA, pp. 1–4, 14–18 Mar 2011

6. Sawarkar, P.R., Tarnekar, S.G., Bodkhe, S.B.: Improvement in energy transactions in ultra
capacitor banks by series/parallel re-connection. Int. J. Electr. Eng. 5(5), 641–652 (2012)

7. Sawarkar, P.R.: Reduction in charging current of super capacitor by series parallel connection.
Int. J. Innov. Sci. Eng. Technol. 2(4), 1015–1020 (2015)

34 P. R. Sawarkar et al.



Design and Simulation of OTA Using
45 nm Technology

Amit Sharma, Sansar Chand and Navneet Gill

Abstract OTA is very popular in electronics industry due to its large number of
applications. Double gate MOSFETs are strong contenders for nanoscale region due
to its better control over SCEs. In this paper, emphasis is to design low power,
better phase margin OTA using double gate MOSFETs. The simulations are done at
45 nm technology.

Keywords Analog tunable circuits � Gain � Low supply voltage
Phase margin � DG MOSFETs � OTA

1 Introduction

Electronics devices based on silicon is large as like—laptops, palmtops, cellular,
and many more. Due to great dealing out of silicon-based devices, silicon has made
system on chip possible. A low power and voltage design to recompense increasing
number of devices on chip is aimed. With the breach of 90 nm, silicon industry has
moved to nanoarea to according to ITRS [1]. There are number of problems arises
due scaling in conventional bulk CMOS device like SCE’s [2, 3], threshold voltage,
non-scaling of vertical dimensions. These problems degrade the performance and
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reliability of the circuits. Double Gate MOSFETs are promising devices due to
better scalability in nanocircuits. With scaling down, Vdd and Vgs also decreases. It
allows working in subthreshold region with increased transconductance gm [4].
Double Gate MOSFETs have lower junction leakage and SCE’s due to improved
electrostatic gate control of the back gate [5]. They are also suitable for analog RF
devices because of capability to handle gigahertz frequency range. By tuning of
back gate, better characteristics in area, power dissipation, and speed [6] can be
achieved in independent-driven mode [IDDG]. In IDDG mode two gates are sep-
arately biased. The symmetrically-driven mode (SDDG) is used in digital appli-
cations due to better Ion/Ioff ratio [7]. The circuit symbols for P-type and N-type
double gate MOSFETs are shown in Fig. 1. In this paper, the basic device structure
using DG MOSFETs is represented, where back gate is used for the tuned circuit
performance. A low power and high gain of OTA at 45 nm is designed using
double gate MOSFETs. The simulations are done using spice tool.

2 Device Structure and Features

The double gates can work in two modes symmetrically-driven [SDDG] and
independently driven-mode [IDDG]. The gate length is 45 nm. The device structure
is shown in Fig. 2. Front and back gates are connected in the symmetrically driven
mode and for analog tunable circuits. The front and back gates are biased at
different voltages to achieve desired characteristics of device. The
symmetrical-driven mode is better than independently-driven mode [IDDG] as
discussed in [8–10].

Fig. 1 P-type and N-type
double gate MOSFETs
symbols

Fig. 2 Symmetrically
(SDDG) and
independently-driven (IDDG)
double-gate MOSFET
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3 Operational Transconductance Amplifier

Figure 3c shows OTA-based double gate MOSFETs. The reported OTA works in
independently-driven mode and shows very less gain [11]. With decreasing gate
length, the channel mobility is degraded. Even for shorter channel length, output
conductance is increased which will the affect the gain of OTA. The objective of
OTA designed is to improve gain at 45 nm technology. Tanner EDA tool version
13.0 at 45 nm CMOS has been used for phase response, transient, and AC analysis.
Existing OTA circuit works at supply voltage of VDD equals to 1.16 V and VSS

equals to −1.16 V, respectively. The bandwidth is measured as difference between
upper and lower frequency at −3 dB down from maximum gain of the circuit.

Fig. 3 a Block diagram of
OTA, b symbol of OTA,
c OTA-based double gate
MOSFETs
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As frequency increases, the gain is decreased due to capacitive affects at high
frequencies. The open loop gain is function of frequency and shown in equation:

AOLðf Þ ¼ A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ f
fo

� �2
r ð1Þ

where A is internal gain and f ; fo are operating frequency and cutoff frequency,
respectively. The block diagram and circuit symbol is shown in Fig. 3a, b,
respectively. The open loop gain of existing circuit is observed as 2.6 dB (Fig. 4).

The OTA designed works in independently-driven mode. The input Vin1 and Vin2

are given at back gates through inverters which are also made of double gate
MOSFETs. It is an established fact that transconductance (Gm) of the input stage
transistors can be changed either by altering the biasing current of the input tran-
sistors or by varying the size of the input transistors. Differential currents flow and
charge a load capacitor of 0.1 fF. The load transistors act as active PMOS which

Fig. 4 Proposed OTA-based double gate MOSFETs
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gives positive feedback to the circuit and increase the gain of circuit. The designed
amplifier exhibits a positive feedback property. The upper transistor provides
positive feedback to circuit which will increase the gain of circuit. The proposed
OTA works in IDDG, i.e., independently-driven mode.

3.1 Results

The simulations are done at Vdd of 0.92 V and biasing at back gates is
Vcn = −Vcp = 0.1 V. The gain is 4.85 dB as shown in Fig. 5a (Tables 1 and 2).

Fig. 5 a Differential gain of OTA, b phase response for input1, c phase response for input2,
d gain at different temperatures
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4 Conclusion

This paper shows appropriateness of double gate MOSFETs for designing of analog
circuits like OTA and filters. The designed OTA shows high gain, low power
dissipation. The circuit is suitable for high-frequency applications and high gain.
The proposed circuit is suitable for designing analog filters consists of OTA and
capacitor which are also called as integrators. As the temperature increases, the gain
increases due phonon and scattering effects at higher temperature. Using double
gates, further phase margin, temperature variation, and bandwidth will be explored
in future.
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Table 1 Different
parameters

Parameters Existing
OTA

Proposed
OTA

CL (fF) 0.1 0.1

Phase margin 60° 72°

Supply voltage (V) 1.16 0.92

Bandwidth (−3 db)
(GHz)

0.3 0.09

Table 2 Gain at different
temperatures

Temperature Proposed OTA (Gain)

−20 3.31

−10 3.68

0 4.0

10 4.21

20 4.26
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Design and Analysis of Microstrip Patch
Antenna Using DRAF

Lohini Walia, Gaurav Walia and Umesh Pal Singh

Abstract In order to serve the users of the wireless band, a new fractal shape
dual-reverse-arrow fractal is introduced in this paper. This geometry is applied at
the Microstrip Patch Antenna in order to obtain the multiband and miniaturized
antenna. For the sake of simplicity, the patch chosen is an equatorial triangular
patch. In this paper, the design of the two triangular patches are designed with the
side lengths of a = 25 mm and a = 30 mm. On the basis of antenna’s performance
characteristics, a comparable analysis is obtained for both the patch antennas. The
results after simulation using the software HFSS demonstrates that both the
designed antennas depict relatively good radiation pattern as compared to con-
ventional antennas.

Keywords Dual-reverse-arrow fractal (DRAF) � HFSS software
Koch fractal curve � Microstrip patch � Triangular patch
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1 Introduction

The wireless band is getting hectic day by day, and it is the well-known issue which
has to be solved in order to serve number of users using wireless band. To serve the
users, it is not only an issue to design the antenna but to design an antenna with low
profile and good electric strength is also a challenge for antenna designers. Also if
one wants to serve a large number of users an ultra-wide band frequency ranges are
required. The work proposed in this paper provides ultra-wide bandwidth since the
modern telecommunication system requires antennas with wider bandwidth and
smaller dimensions than conventionally possible [1]. This demand leads the
researchers to use different fractal shapes. Here in this paper, new fractal geometry
dual-reverse-arrow-fractal is used. This geometry is introduced by Homayoon and
Hadi in the year 2014 for the first time. They used this geometry in order to achieve
a miniaturized patch. Fractals are basically nature-inspired shapes which can be
referred to as space-filling contours, meaning electrically large features can be
efficiently packed into small areas [2]. Here in this paper, the dual arrow fractal
approach is used to design the Microstrip Patch Antenna and the patch chosen is a
triangular patch with the all sides equal. The two designed patches have the side
lengths a = 25 mm and a = 30 mm, on these patches, the fractal curve is applied in
order to obtain the higher iterations which results in multiband antennas in order to
serve number of users.

2 Antenna Design

Here in this section, the Microstrip Patch Antenna with triangular patch having side
length a = 25 is designed firstly and then with a = 30 mm the antenna is designed.
Both the antennas are designed using the software named HFSS (High Frequency
Selective structure), and the results are also simulated using the same software.

2.1 Design of Microstrip Triangular Patch Antenna
with Side Length a = 25 mm

The design starts with the construction of a simple triangular patch having the side
length a = 25 mm. Here to design the Microstrip Antenna, FR4 substrate is used in
order to differentiate the two conducting planes that are the ground and the patch.
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While designing the antenna, it is cured that antenna size should be less than k/4 (k
is wave length) so that the antenna can work efficiently because if this is not cured
then the radiation resistance, gain, and bandwidth is reduced, and therefore antenna
size is increased [1]. Figure 1 shows the geometrical construction of the Microstrip
Triangular Patch Antenna with side length a = 25 mm.

In order to obtain the first iteration, the dual-reverse-arrow fractal is applied at
the each side of the patch. A structure shown in Fig. 2 will be inserted in the each
side of the triangular patch. This structure is so obtained by combining the inward
and outward Koch. The dimensions at which this structure is added in the triangle
are calculated by using the simple mathematics.

In order to find the side length of the new triangle, the side length a = 25 mm is
divided into three equal parts, that is, 8.33 mm. Now, the middle part is again
divided into the three parts having new triangle side length 5.4 mm and the
parameters L1, L2, h, and k represent the one-third part of the whole side length,
length of the new triangle, height of the inward and outward triangle to be inserted
as DRAF, and half the length of the new triangle or the point at which horizontal
and vertical sections inclined, respectively.

Figure 3 represents the basic geometrical construction of the first iteration for
triangular patch with side length a = 25 mm. Here the new inward and outward
Koch triangles are also equatorial triangles. The parameters l1, l2, h, k are given by

Fig. 1 Geometrical
construction of the 0th
iteration for triangular patch
with side length a = 25 mm

Fig. 2 DRAF to be added in
each side of the triangle [3]
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8.3 mm, 5.4 mm, 4.68 mm, and 2.7 mm. Thus, the new side length of the triangle
is 5.4 mm. The height of the triangle is calculated by using the formula for height of
an equatorial triangle.

Now, the second iteration can be designed in the similar way. The new
parameters of the fractal that are l3 = 1.8 mm, l4 = 1.2 mm, h1 = 1.03,
k1 = 0.6 mm, and l5 = 0.9 mm, l6 = 0.6 mm, h2 = 0.51 mm, k2 = 0.3 mm are to
be replaced by the parameters l1, l2, h, and k in Fig. 2. These new defined
parameters are added within the side length of the 5.4 mm and 2.7 mm, respec-
tively, of the iteration so that further second iteration can be achieved. Figure 4
represents the geometrical construction of the second iteration for triangular patch
with side length a = 25 mm.

2.2 Design of Microstrip Triangular Patch Antenna
with Side Length a = 30 mm

The three geometrical constructions can be achieved by following the same way as
discussed above. Here again the design will start by fragmenting the side length
30 mm into three equal parts, that is, 10 mm each. The new parameters for the

Fig. 3 Geometrical
construction of the 1st
iteration for triangular patch
with side length a = 25 mm

Fig. 4 Geometrical
construction of the 2nd
iteration for triangular patch
with side length a = 25 mm
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inward and outward Koch triangles which are to be added now within the side
length of 10, 6.67, and 3.33 mm are given by l1 = 10 mm, l2 = 6.67 mm,
h = 5.78 mm, k = 3.33 mm; l3 = 2.2 mm, l4 = 1.48 mm, h1 = 1.2, k1 = 0.6 mm,
and l5 = 1.1 mm, l6 = 0.74 mm, h2 = 0.64 mm, k2 = 0.37 mm, respectively
(Figs. 5 and 6).

3 Simulated Results

The results are simulated using the software HFSS. Figures 7, 8 and 9 represents
the frequency for zeroth, first, and second iteration of the antenna with patch side
length a = 25 mm and Figs. 10, 11 and 12 depicts the 3D polar plots in terms of
radiation pattern. Similarly, the graphs can be obtained for patch with the side
length a = 30 mm.

Tables 1 and 2 show various simulated values in terms of resonant frequencies,
bandwidth, gain, and return losses for the antenna with patch side length
a = 25 mm and with patch side length a = 30 mm, respectively.

Fig. 5 Geometrical
construction of the 1st
iteration for triangular patch
with side length a = 30 mm

Fig. 6 Geometrical construction of the 2nd iteration for triangular patch with side length
a = 30 mm
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Fig. 8 Frequency response for 1st iteration of the antenna with patch side length a = 25 mm

Fig. 9 Frequency response for 2nd iteration of the antenna with patch side length a = 25 mm

Fig. 7 Frequency response for 0th iteration of the antenna with patch side length a = 25 mm
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Fig. 11 3D polar plot for 1st
iteration of the antenna with
patch side length a = 25 mm

Fig. 12 3D polar plot for 2nd
iteration of the antenna with
patch side length a = 25 mm

Fig. 10 3D polar plot for 0th
iteration of the antenna with
patch side length a = 25 mm
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The two tables consist of the antenna’s performance characteristics such as S11,
bandwidth, resonating frequencies, gain. The two antennas can be compared on the
basis of these two tables.

4 Conclusion

Here the two Microstrip Triangular Patch Antennas are designed with the side
length of the patches a = 25 mm and a = 30 mm. Both the designed antennas are
multiband that means these have more than one resonating/operating frequency.
The first- and second-order iterations are obtained by applying DRAF at the each
side of the patch. The antenna with patch length a = 25 mm resonates at the fre-
quency band of 5.5–9.1 GHz, and the antenna with patch length a = 30 mm res-
onates at the frequency band of 4.7–9.3 GHz. Thus, the two antennas covers the
ultra-wide band frequency ranges and can be used for the various interesting
applications such as Wimax, WLAN, Satellite and radar applications, RLAN and in
UAVs. The two proposed antennas show relatively good radiation intensity as well
as high gain is obtained for the zeroth and second iteration of both the antennas.
The return losses are also less as compared to the conventional antennas which are
obtained by putting air gap substrate. Thus, the geometry is also not so much
complex.

Acknowledgements Authors are highly grateful to the Director and Management of their
respective institutes.

Table 1 Simulated results for the antenna with patch side length a = 25 mm

Iteration S11 (–) Resonating frequency (GHz) Bandwidth (MHz) Gain (dB)

0th 16.4, 16, 26 5.5, 6.1, 9 204.9, 187.9, 256.2 2.6

1st 12.4, 13.3 5.7, 9.1 162.2, 179.3 0.2

2nd 12, 22 7.2, 8.1 162.2, 330.6 3.1

Table 2 Simulated results for the antenna with patch side length a = 30 mm [3]

Iteration S11 (–) Resonating frequency (GHz) Bandwidth (MHz) Gain (dB)

0th 17, 21, 17 5.8, 8.3, 9 189, 256.2, 239.1 4.1

1st 17, 18, 22 4.7, 5.9, 9.3 281.8, 153.7, 529.4 0.8

2nd 18.2, 20.5, 16.3 4.3, 5.6, 7.1 159.4, 159.4, 250.5 1.5
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Principal Component Analysis-Based
Block Diagonalization Precoding
Algorithm for MU-MIMO System

S. B. M. Priya and P. Kumar

Abstract This paper designs a new paradigm for the performance improvement in
block diagonalization (BD)-based precoding algorithms for multiple-user MIMO
(MU-MIMO) systems. Even though various linear precoding algorithms have been
found, they are complicated in terms of receiver architecture with decoder. In order
to simplify the user equipment (UE), it is necessary to design a receiver without
decoder. This is consummated using principal component analysis (PCA). The PCA
along with QR decomposition and minimum mean squared error (MMSE) channel
inversion helps in performance improvement and avoids the decoder at the receiver
system. The principal component is calculated using QR decomposition instead of
traditional singular value decomposition (SVD) decomposition to reduce the
computational complexity. The simulation result shows that PCA-based precoding
algorithm in comparison with the existing algorithm achieves comparatively better
sum rate, lower bit error rate (BER) using a simplified receiver.

Keywords BD � Lattice reduction (LR) � MMSE � MU-MIMO � PCA
Precoding � QR decomposition � Regularized block diagonalization (RBD)
Singular value decomposition (SVD)

1 Introduction

The Multiple-Input Multiple-Output (MIMO) has its own powerful performance-
enhancing capability in wireless communication over the past decade [1–4]. The
multiple transmit and receive antennas help in achieving significant performance
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gain such as array gain, spatial diversity gain, spatial multiplexing gain by
exploiting multipath fading. Recently, the researchers have focused toward
MU-MIMO systems. By the spatial sharing of channel by multiple users, the
MU-MIMO leads huge capacity gain over the single-user MIMO (SU-MIMO)
systems [5, 6]. But unlike the SU-MIMO, it suffers from multiuser interference
(MUI) along with the noise.

The precoding strategies are classified as linear and nonlinear precoding. The
linear precoding algorithm or the channel inversion (CI) algorithm such as zero
forcing (ZF) [7] and minimum mean squared error (MMSE) precoding can be used
to cancel out MUI with reduced sum rate. The nonlinear precoding algorithms such
as Dirty Paper Coding (DPC) [8] and Tomlinson–Harashima Precoding (THP) [9,
10] mitigate the MUI with high sum rate with increased complexity at transmitter
and receiver compared with linear strategy.

As far as linear precoding algorithm is concerned, the generalized ZF block
diagonalization (BD) [11] can be used for sum-rate maximization. But the BD
shows poor performance when the noise is a dominant factor. To overcome this
regularized block diagonalization (RBD) [12] with regularization factor for the
noise has been proposed. As far as the algorithm implementation is concerned, the
above two methods show increase in complexity for increase in number of users
due to the two SVD operations involved in precoding filter computations. And the
decoder adds additional computational overhead for the receiver. It can be over-
come by replacing the complex SVD using any equivalent low complex matrix
decomposition operations. The work on [13] implements generalized ZF channel
inversion (GZI) and generalized MMSE channel inversion (GMI) algorithm which
replaces first SVD operation by low complex QR decomposition. It shows less
computational complexity when compared with the BD algorithm. Though the
complexity is reduced in [13], the second SVD and decoder retain as in [11, 12]. It
is overcome by the work [14] which devises a new algorithm LR-S-GMI-MMSE
based on lattice reduction (LR). After the MUI suppression in [13], the channel gain
is compressed using LR and the equivalent SU-MIMO channel is determined. Even
though LR-S-GMI-MMSE results in considerable BER and sum-rate performance,
the system computational complexity increases when the system dimension
increases. So it is necessary to find a model order reduction algorithm which yields
low complexity than LR.

In this paper, a high-performance precoding algorithm based on PCA [15] is
proposed. The PCA is a simple, nonparametric method of extracting relevant
information from complicated data sets [16]. A precoding filter which suppresses
MUI is developed first. The resultant channel matrix is transformed into PCA vector
basis. Finally, the MMSE channel inversion is applied to regulate each user’s
individual streams.
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1.1 Organization

The paper is organized as follows. The MU-MIMO system model is detailed in
Sect. 2. The proposed PCA-based precoding algorithm is presented in Sect. 3. The
numerical result which depicts the performance of proposed algorithm is shown in
Sect. 4. Finally, the paper is concluded in Sect. 5.

1.2 Notation

The vectors and matrices are denoted by boldface lower and uppercase letters. The
inverse, pseudoinverse, transpose, and Hermitian transpose of a matrix H are
denoted as H−1, H†, HT, HH, respectively. The Frobenius norm, natural logarithm,
and determinant of matrix are denoted as ||H||F, log (H), det (H), respectively. The
symbol ‘I’ denotes the identity matrix, and diag (H1, H2 … Hk) denotes the block
diagonal matrix.

2 MU-MIMO System Model

We consider an MU-MIMO DL model, where the BS is equipped with M transmit
antennas. These M antennas simultaneously transmit over the channel H to
K independent users at the receiving end and generate co-channel interference as
shown in Fig. 1.

W1

W3

WK

BS

USER1

USER2

USER3

USERK

W2

b1

b2

b3

bk

y1

y2

y3

ykH

xk

xi

x2

x1

Fig. 1 MU-MIMO system model
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At the receiver side, each user is equipped with Nk receive antenna. The total
number of receive antennas is defined as N ¼ PK

i¼1 Nk. Let us assume indepen-
dently generated data vector b, independent and identically distributed (i.i.d) zero
mean, and variance r2 noise as n. These are expressed as:

b ¼ bT1b
T
2 . . .:b

T
k

� �T2 C
N�1: ð1Þ

n ¼ nT1n
T
2 . . .:n

T
k

� �T2 C
N�1: ð2Þ

The transmit data vector from BS is x = W*b, where the precoding matrix W is
the inverse of the channel H: If Pt is the total transmit power constraint, then
E k x k2½ � �Pt andPt � tr WHWð Þ. The transmit data vector from BS x is assumed to

be transmitted over the flat fading channel with the channel matrix H 2 {M�N
.

These are expressed as:

H ¼ HT
1H

T
2 . . .:H

T
k

� �T2 C
N�M : ð3Þ

W ¼ WT
1W

T
2 . . .:W

T
k

� �T2 C
M�N : ð4Þ

The kth user channel gain and precoding matrix are represented as Hk and Wk,
respectively. Finally, the received signal vector for the kth user ~yk is the summation
of data vector intended for the kth user HkWkbk , and the data vector belongs to
other users Hk

PK
i¼1;k 6¼i W ibi and the Gaussian distributed noise nk:

~yk ¼ HkWkbk þHk

XK
i¼1;k 6¼i

W ibi þ nk: ð5Þ

The kth user receives the filtered output as written as:

yk ¼ MkHkWkbk þMkHk

XK
i¼1;k 6¼i

W ibi þMknk: ð6Þ

where Mk represents the kth user’s receive decoding filter. Commonly, this addi-
tional decoding computation makes the receiver system complex.

3 Proposed PCA-Based Precoding Algorithm

In this section, the proposed PCA-MMSE-BD algorithm which employs MMSE
channel inversion, QR decomposition [17], and principal component analysis is
explained. The algorithm is implemented in two stages. In the first stage, a
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precoding matrix which suppresses MUI is defined. In the second stage, the pre-
coding matrix which converts MU-MIMO channel into non-interfering SU-MIMO
is defined using QR-PCA. The precoding matrix for the kth user is written as:

Wk ¼ W1
k �W2

k : ð7Þ

Stage1: Derive the first precoding matrix W1
k using QR decomposition.

Apply MMSE channel inversion on the channel matrix

Hy
mmse ¼ HH HHH þ aIN

� ��1
: ð8Þ

where a is the regularization factor, a ¼ Nr2
Pt
. The Hy

mmse is decomposed for indi-
vidual user as:

Hmmse ¼ ½H1;mmse;H2;mmse; . . .::;Hk;mmse�: ð9Þ

and the kth user MMSE channel gain Hk;mmse is designed to satisfy

eH kHk;mmse 	 0; k ¼ 1; 2; . . .::K: ð10Þ

where ~Hk ¼ HT
1H

T
2 . . .H

T
k�1H

T
kþ 1. . .H

T
K

� �T2 C
ðN�NkÞ�M is the kth user’s interfering

channel matrix. Decompose the Hk;mmse using QR decomposition, we have

Hk;mmse ¼ Qk;mmseRk;mmse: ð11Þ

where Qk;mmse 2 C
M�Nk is a unitary matrix and Rk;mmse 2 C

Nk�Nk is an upper tri-
angular matrix. Thus, (10) becomes

eHkQk;mmseRk;mmse 	 0: ð12Þ

Since Rk,mmse is invertible; (12) can be rewritten as,

eH kQk;mmse 	 0: ð13Þ

Thus, Qk, mmse suppresses the MUI at this stage. So the first precoding filter Wk
1

for MUI suppression is given as:

W1
k ¼ Qk;mmse 2 C

M�Nk : ð14Þ

Similarly, implementing the QR decomposition for K users, we get
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W1 ¼ W1T
1 W1T

2 . . .:W1T
k

� �T2 C
M�N : ð15Þ

where Wk
1 represents the kth user’s first precoding filter.

Stage 2: Derive the second precoding matrix using PCA transformation and
channel inversion.

The kth user’s non-interfering channel [13] is:

Hnint;k ¼ HkW1
k : ð16Þ

As defined in extended system model [18–20], the MMSE precoding is equiv-
alent to ZF precoding of extended channel matrix. The extended non-interfering
channel matrix is:

Hext;k ¼ Hnint;k;
ffiffiffi
a

p
INk

� ��1
: ð17Þ

where Hext;k 2 C
Nk�Nk and a is the regularization factor which helps to balance the

MUI and noise.
For extracting the relevant information from Hext, we apply PCA transform. It is

proved that the PCA transform can be manipulated using economic QR decom-
position followed by economic SVD [21]. Before applying PCA transform, nor-
malize the Hext matrix to zero mean. Let Hn ext;k be the normalized form of Hext,
where k ¼ 1; 2; . . .:K. Consider Qn ext;k and Rn ext;k are the QR decomposed
matrix of Hn ext;k . Hence, the economic SVD of Rn_ext

H is computed and it results in

the diagonal matrix Sn ext;k 2 C
Nk ;Nk ; U and V are the complex unitary matrices,

Un ext;k 2 C
2Nk ;Nkand VT

n ext;k 2 C
Nk ;Nk . The principal component factor is given as:

PCk ¼ Qn ext;k � Vn ext;k 2 C
Nk ;Nk : ð18Þ

The extracted channel matrix from Hn ext;k using PCA is expressed as:

Hpc;k ¼ PCk �Hext;k: ð19Þ

Hpc represents the columns of Hn ext;k using the rows of PCk. Then, the
MMSE CI is obtained as:

W2
k ¼ EHH

pc;k Hpc;kHH
pc;k

� ��1
: ð20Þ

where E ¼ INk ; 0Nk�Nk½ �. As EEH ¼ I; it will not lead to any amplification of power
in W2 matrix. Finally, the overall second precoding matrix W2 and overall principal
component matrix PC is given by:
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W2 ¼ diag W2
1;W

2
2; . . .. . .:W

2
k

� �
andPC ¼ diag PC1;PC2; . . .:PCkð Þ: ð21Þ

The total precoding matrix is the multiplication of W1 and W2 as given in (1).
The received signal at the receiver is given as:

~y ¼ HWbþ ffiffiffi
c

p
n: ð22Þ

and scaling factor c ¼k Wb k2. The recovered signal from the PCA vector basis is
calculated by multiplying transpose of principal component with the received
signal. Thus, the proposed method avoids the decoding matrix for the reconstruc-
tion of the original data. This reduces the complexity of the receiver at the user end.

4 Performance Analysis

The performance of PCA-MMSE-BD algorithm is investigated using the simulation
in MATLAB. Consider a system with M = 8 transmit antennas and K = 4 users.
Each user is equipped with Nk = 2 receive antennas. So the total number of receive
antennas at the receiver is N = K*Nk. Assume the input data vector b is QPSK
modulated and transmitted over the flat fading channel. We also assume that the BS
is equipped with the perfect channel knowledge using the error-free feedback from
the receiver. In the following analysis, we compare the performance of
PCA-MMSE-BD with the algorithms BD with power loading (BD-PL), BD without
power loading (BD-NPL), RBD, GMI, LR-S-GMI-MMSE. Figure 2 shows the sum
rate of the proposed and existing algorithm. The sum rate is calculated using:
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Fig. 2 Sum-rate performance for M = 8 and Nk = 2, K = 4, N = 8
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C ¼ log det Iþ r�2HWWHHH
� �� � bits

Hz

	 

: ð24Þ

The performance of sum rate shows that BD-PL shows better performance than
BD-NPL. But the RBD achieves more sum rate than BD-PL algorithm. The GMI
and LR-S-GMI-MMSE algorithm shows almost similar performance of RBD. But
the proposed PCA-MMSE-BD algorithm shows improved performance than the
existing techniques. At high SNR region, the sum rate of PCA-MMSE-BD algo-
rithm gets coincide with RBD and GMI sum rate.

The BER performance of the proposed and existing methods is shown in Fig. 3.
The BD-PL shows higher BER compared to other existing algorithms. The GMI
and RBD methods show almost equal BER. The LR-S-GMI-MMSE BER is lower
than the above algorithms. But the proposed algorithm shows better BER perfor-
mance than all other existing methods.

5 Conclusion

In this paper, the precoding algorithm for MU-MIMO based on PCA, QR
decomposition, and MMSE channel inversion has been proposed. The BER, the
achievable sum rate of PCA-MMSE-BD, has been analyzed and compared with the
existing precoding algorithms. The performance analysis proves that the proposed
algorithm results in better BER and considerable sum rate when compared with
existing algorithms. The receiver without decoder makes the UE simple and less
complex. As a future work, the complexity of the PCA-MMSE-BD could be
analyzed in terms of floating point operations to validate the algorithm’s compu-
tational efficiency.
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Low-Power High-Performance
Multitransform Architecture Using
Run-Time Reconfigurable Adder
for FPGA and ASIC Implementation

K. Sivanandam and P. Kumar

Abstract The multistandard transform (MST) architecture for MPEG-1/2/4, H.264
and VC-1 using common sharing distributed arithmetic (CSDA) is more popular in
multimedia communications. The CSDA and multitransform architecture have more
number of 12-bit and 16-bit adders. In real-time computation, more redundant input
data present in the most significant bit (MSB) part. So, in this paper, a detector logic
circuit is developed to distinguish unwanted and informative portion of the input
data. Then, the detector logic circuit-based run-time reconfigurable adder is
designed. The detector result is used to disable the unnecessary computation block
within the 12-bit adder, whenever non-informative data present in the input side of
the adder. Therefore, it reduces the signal-level changes in the logic gate circuits and
proportionally the power consumption becomes less. This improved architecture
design is used in the 2D CSDA-MST core to analyse computation speed and power
consumption. The proposed adder is evaluated with 12-bit and 16-bit input length.
The calculated result shows that 21.6 and 16.25% of active logic gate reduce for
12-bit and 16-bit adder, respectively. Also, synthesized result of the proposed
adder-based 2D CSDA-MST core is compared with spurious power suppression
technique (SPST) adder-based 2D CSDA-MST core. The major advantage of the
proposed adder is less power consumption with miniature overhead of the area. So,
the proposed run-time configurable adder-based 2D CSDA-MST core is suitable for
low-power and high-speed multimedia applications.

Keywords Multistandard transform � Common sharing distributed arithmetic
Ripple carry adder � Spurious power suppression technique � Detector
Selected butterfly � Error-compensated error trees
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1 Introduction

At present, high-speed data computation device with less power utilization is the
most essential parameter, to think in many embedded systems, digital signal pro-
cessing systems and wireless sensor network-based multimedia applications. The
adder and multiplier are the unavoidable basic building block, which is present in
most of the signal processing and multimedia application systems, and the arith-
metic block dominated the system performance and power consumption. In
real-time image processing systems, smart video surveillance systems and video
conference applications, the pixel value of the image in terms of binary number
must be represented with higher order to increase the quality of the image and
video. Therefore, binary representation of the data and number of bits to be pro-
cessed in the computation unit are increased. As a result, it increases the data
processing time in the arithmetic block and proportionally the power consumption
is also increased. In the data representation part, redundant bits are present because
of higher-order binary number representation for high-accuracy result. Many
computation, it is crucial because of high-quality and high-accuracy data repre-
sentation is required in the real world applications. On the other way, at the time of
data processing in the arithmetic unit, unnecessary data bits are not influence the
end result and accuracy. For this reason, we are paying attention in the processing
unit, to improve the potential of the system in terms of computation time.
High-throughput multitransform and DCT core are designed using common sharing
distributed arithmetic for multimedia applications [1–5]. Power suppression and
high-speed computation techniques are designed using run-time reconfigurable
adder [6, 7]. Area-efficient DCT core is implemented to achieve high-throughput
rate with less gate counts [8–12].

2 Multitransform Architecture

The multistandard transform architecture consists of a selected butterfly
(SBF) module, an even part CSDA (CSDA_E), an odd part CSDA (CSDA_O),
eight error-compensated error trees (ECATs) which are used to produce the
transformed data. Selected butterfly module performs the eight-point butterfly
model with eight multiplexers [1]. CSDA even part calculates the even part of the
eight-point transform similar to the four-point transform for H.264 and VC-1
standards. Here, it consists of the two pipeline stage architecture, which is devel-
oped using the D flip-flops as pipeline registers. Similar to the even part CSDA, the
odd part CSDA also consists of the two pipeline stage registers. The ECAT
architecture consists of full-adder and half-adder. The ECAT has the highest
accuracy with a moderate area–delay product, and therefore, it is suitable for
high-speed and low-error applications [1, 5]. The spurious power suppression
technique (SPST) separates the adder into two parts; one is most significant part
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(MSP), and another one is least significant part (LSP). The MSP computation takes
place only when it generates informative result. Otherwise, MSP computation turns
off. The detection logic unit turns on/off the MSP adder based on the input data.
Along with detection logic unit and adder unit, MSP consists of data latch and sign
extension unit [6].

3 Proposed Adder

In the SPST-based adder, area overhead occurred due to the detection logic unit. To
overcome this issue, we proposed less area overhead detection logic unit-based
adder. In the proposed adder, the two operands of the MSP enter the detection logic
unit, to detect redundant bit, so that the detection logic unit can decide whether to
turn off the MSP computation or not. Moreover, we propose one single bit
signal-based detection unit to detect the non-informative computation to reduce
switching activity. The close signal indicates the input type whether it belongs to
case 1 or case 2 as shown in Table 1. Along with detection unit, simple logic circuit
is developed to determine the MSP part adder result, if input data lies under case 2.
Boolean equations for MSP summation result of 16-bit addition are shown in
Eqs. (1)–(3). Similarly, Boolean equations for MSP summation result of 12-bit
addition are shown in Eqs. (4)–(6). From this point of view, the adders in the
multistandard transform coding design are separated into two parts and this
detection logic is introduced in the proposed adder to determine the effective ranges
of the operands. Detection logic unit and sum generation unit of the proposed 12-bit
adder are shown in Figs. 1 and 2, respectively. From the logic circuit shown in
Fig. 1, the signal close generates ‘1’ for the input case 1 and generates ‘0’ for the
input case 2. By generating close signal, it can able to increase the computational
speed of the adder. When compared with SPST adder, the proposed adder has less
number of logic gates in the detection unit and it has no data latch circuit for
enabling the input data and also has no sign extension unit to compensate for the
sign signals of the MSP.

The circuit shown in Fig. 2 is designed for 12-bit adder, and it will accept the
8-bit MSB only and will be enabled only if the close signal is ‘0’, i.e. for the input
case 2 to reduce the combinational delay and switching activity. If the close signal
is ‘1’, the simple 8-bit ripple carry adder will be performed (Table 2).

Table 1 16-bit adder input data for case 1 and case 2

Case 1 Case 2

All
combinations
except case 2

A8-15 = 00000000
B8-15 = 00000000

A8-15 = 11111111
B8-15 = 11111111

A8-15 = 11111111
B8-15 = 00000000

A8-15 = 00000000
B8-15 = 11111111
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Boolean equation for 16-bit adder MSP sum

S8 ¼ C0
7 A0

8�15:B8�15 þA8�15:B
0
8�15

� �þC7 A0
8�15:B

0
8�15 þA8�15:B8�15

� � ð1Þ

S9�15 ¼ C0
7:B8�15 þC0

7:A8�15 þA8�15:B8�15 ð2Þ

S16 ¼ A8�15:B8�15 þC7:B8�15 þC7:A8�15 ð3Þ

Fig. 1 Detection logic unit
of proposed 12-bit adder

Fig. 2 Sum generation unit
of the proposed 12-bit adder

Table 2 Logic gate count analysis for 12-bit and 16-bit RCA adder

Type of adder 2 input XOR 2 input OR 2 input AND Total no. of logic gates

12-bit RCA 12 24 24 60

16-bit RCA 16 32 32 80
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Boolean equation for 12-bit adder MSP sum

S4 ¼ C0
3 A0

4�11:B4�11 þA4�11:B
0
4�11

� �þC3 A0
4�11:B

0
4�11 þA4�11:B4�11

� � ð4Þ

S5�11 ¼ C0
3 :B4�11 þC0

3:A4�11 þA4�11:B4�11 ð5Þ

S12 ¼ A4�11:B4�11 þC3:B4�11 þC3:A4�11 ð6Þ

where A = input 1, B = input 2, C = carry and S = sum
From Table 3 for the data set size as 100, if the probability that 70% of input lies

in case 1 and 30% of data lies in case 2, there is an increase of 1.25% in active gate
count. If the probability that 65% of input lies in case 1 and 35% of data lies in case
2, it meets the mid-point zero. If the probability that 60% of input lies in case 1 and
40% of data lies in case 2, there is a decrease of 1.25% in active gate count.
Similarly, it keeps decreasing up to 11.25% for only 20% of input lies in case 1 and
80% data lies in case 2. The efficient theoretical analysis of data with both 12-bit
and 16-bit proposed detection unit has only less increment in active gate count
variation in case 1 and huge decrement in active gate count variation in case 2 as
shown in Table 4. The tabulated result shows that the proposed adder achieves
better results when compared with SPST adder.

For the RMS titanic video sequence with 55 frames, the total number of pixels is
calculated as 3520 and the number of pixels less than value 16 is calculated as
2873. Therefore, there are 81.61% of data which lies in case 2 which is shown in
Table 5 and active gate count variation shown in Table 6. Probability-based anal-
ysis shows that active gate count will reduce if more than 35% of data lies in case 2.
So, theoretical analysis confirms that RMS titanic video sequence will consume less
power due to 11.654% reduction in active gate count.

Table 3 Probability-based analysis for 16-bit adder with input data set size of 100

% of
input in
case (1)

% of
input in
case (2)

No. of active gates with
detection unit

No. of active gates
without detection
unit

Variation in
active gates
(%)

70 30 6090 2010 8100 8000 1.25"
65 35 5655 2345 8000 8000 0

60 40 5220 2680 7900 8000 1.25#
50 50 4350 3350 7700 8000 3.75#
40 60 3480 4020 7500 8000 6.25#
30 70 2610 4690 7300 8000 8.75#
20 80 1740 5360 7100 8000 11.25#
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4 Performance Evaluation and Comparison

4.1 FPGA Implementation

The proposed adder-based and SPST adder-based 2D CSDA-MST core design is
done using Verilog coding style, simulated and synthesized using Xilinx ISE 13.4
tool, and implementation result has been realized with Virtex-4 FPGA family
device XC4VLX100. We evaluated the performance of the design based on the
combinational path delay for the 12-bit and 16-bit SPST adder and 12-bit and 16-bit
proposed adder. The combinational path delay for both adders is shown in Table 7,
and its comparison chart is shown in Fig. 3.

By considering input size as 12-bit for SPST adder, there is a delay of 21.031 ns
in combinational path, and for 12-bit proposed adder, there is a delay of 19.666 ns
in combinational path; hence, there is a decrease of 6.49% in delay. Similarly, for
the 16-bit SPST adder and proposed adder, there is a delay of 25.790 and 24.682 ns
in combinational path; hence, there is a decrease of 4.296% in delay.

Table 4 Active gate count comparison for 12-bit and 16-bit proposed adder with 12-bit and
16-bit SPST adder

Type of adder Possibility of input
data (A, B)

Total no. of active
logic gates

Variation in active
gates (%)

12-bit proposed
adder

case 1* 67 11.6 "
case 2* 47 21.6 #

16-bit proposed
adder

case 1* 87 8.75 "
case 2* 67 16.25 #

12-bit SPST
adder

case 1* 110 83.3 "
case 2* 54 10#

16-bit SPST
adder

case 1* 130 62.5 "
case 2* 74 7.5#

Table 5 Pixel value-based computation analysis for RMS titanic video sequence

Name of the
video sequence

No. of
frames

No. of pixels less
than value 16

Total no.
of pixels

% of computation
lies in case 2

RMS titanic
sequence

55 2873 3520 81.61%

Table 6 Active gate count variation for RMS titanic sequence

No. of input
data in case
(1)

No. of input
data in case
(2)

No. of active gates with
detection unit

No. of active gates
without detection
unit

Variation in
active gates
(%)case 1 case 2 Total

647 2873 56289 192491 248780 281600 11.654#
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4.2 ASIC Implementation

The proposed adder and SPST adder-equipped 2D CSDA-MST core design is
simulated using Synopsys VCS and synthesized using the Synopsys Design
Compiler tool with 90 nm Standard Cell library. We analysed the performance of
the design based on the area and power for the 12-bit and 16-bit SPST adder and
12-bit and 16-bit proposed adder. The area and power report is shown in Table 8.
The area is calculated with the combinational area, non-combinational area and net
interconnect area. The power is calculated based on the dynamic and internal
power. The comparison chart for area and power is shown in Figs. 4 and 5,
respectively. By considering input size as 12-bit, the area occupied by the SPST
adder is 1830.889 and the area occupied by the proposed adder is 1044.707; hence,
there is a decrease of 42.94% in area. Similarly, the 16-bit SPST adder occupies the
area of 2154.362 and the area occupied by the proposed adder is 1325.201; hence,
there is a decrease of 38.48% in area. By considering input size as 12-bit, the power
consumed by the SPST adder is 17.318 and the power consumed by the proposed

Table 7 Combinational path
delay

Input size Type of adder Combinational path delay (ns)

12-bit SPST adder 21.031

Proposed adder 19.666

16-bit SPST adder 25.790

Proposed adder 24.682

0
5

10
15
20
25
30 21.031 19.666 

6.49 

25.79 24.682

4.296

Combina onal path delay

12-bit

16-bit

Fig. 3 Comparison chart for
combinational path delay

Table 8 Power and area
report comparison for 12-bit,
16-bit SPST and 12-bit, 16-bit
proposed adder

Input size Type of adder Area (µm2) Power (µW)

12-bit SPST adder 1830.889 17.318

Proposed adder 1044.707 15.112

16-bit SPST adder 2154.362 20.141

Proposed adder 1325.201 18.524
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adder is 15.112; hence, there is a decrease of 12.74% in power. Similarly, the 16-bit
SPST adder consumes the power of 20.141 and the power consumed by the pro-
posed adder is 18.524; hence, there is a decrease of 8.028% in power.

The area and power report for 2D CSDA-MST with proposed adder and ripple
carry adder is shown in Table 9. The synthesis result shows that proposed 2D
CSDA-MST architecture can save 31.3% of power with 11.73% of area overhead.
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Fig. 5 Comparison chart for
power

Table 9 Power and area report comparison for 2D CSDA-MST with proposed adder and RCA

Input size Design Area (µm2) Power (mW)

12-bit 2D CSDA-MST with RCA 205505.9334 2.8920

2D CSDA-MST with proposed adder 229614.0127 1.9868
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5 Conclusion and Future Scope

We have proposed a low-power high-performance run-time reconfigurable adder
with detection unit. The improved architecture design is used in the 2D
CSDA-MST core, which is at the bottom of MPEG-1/2/4, H.264 and VC-1 mul-
tistandard transform and analysed computation speed and power consumption. The
proposed adder-based and SPST adder-based 2D CSDA-MST core is synthesized
using the Synopsys Design Compiler tool with 90 nm Standard Cell library and
Virtex-4 FPGA family device XC4VLX100. The proposed adder involves the
detection unit which is used to detect the redundant bit at the input side of MSB bit
in order to reduce the switching activity and area. The proposed core is tested using
RMS titanic video as input sequence; 11.654% of active gate can be saved for
computing the single 12-bit adder. The major advantage of the proposed adder is
that it consumes less power when compared with SPST adder. The power con-
sumed by 12-bit proposed adder is 15.1118 µW and for 12-bit SPST adder is
17.318 µW. Similarly, the power consumed by 16-bit proposed adder is
18.524 µW and for 16-bit SPST adder is 20.141 µW. So, the proposed run-time
configurable adder-based 2D CSDA-MST core is suitable for low-power and
high-speed multimedia applications. In future, the proposed adder can be used in
any architecture, which consists of more number of adder units and more than 8-bit
addition.
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A Review of Dynamic Scheduling
Algorithms for Homogeneous
and Heterogeneous Systems

Mahfooz Alam, Asif Khan and Ankur K. Varshney

Abstract The dynamic scheduling algorithms are widely used to evaluate the
performance of homogeneous and heterogeneous systems in terms of QoS
parameters such as scheduling length, execution time, load imbalance factor and
many more. Over the time, many dynamic scheduling policies were introduced
which are designed to achieve their goal such as efficient utilization of process
elements, minimization of resources idleness, or determining the total execution
time. In this paper, we analyzed different aspects in dynamic scheduling algorithm
and numerous issues in various levels of the homogeneous and heterogeneous
systems.

Keywords Parallel processing � Multiprocessor system � Static and dynamic
scheduling � Heterogeneous and homogeneous systems

1 Introduction

Scheduling is a process of comparable tasks to the resources at specific times.
A scheduling algorithm (SA) is used to find out a schedule for a set of task on the
bases of task’s deadline and recourse requirements specified. The prospective
speedup of applications has motivated the extensive use of multiprocessors in
current years [1–5]. In multiprocessor, scheduling algorithms developed for
uniprocessor can be applied if we consider each core of the multiprocessor as an
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isolated core, which is a uniprocessor [6–8]. However, in multiprocessor scheduling
the complexity of varying the execution of different tasks on multiple cores does not
interfere with each other and also determining which tasks should be given to a
certain core increases the complexity greatly as compared to uniprocessor
scheduling. The two main approaches for SA on multiprocessors are global
scheduling and partitioning scheduling [9–12]. But the point of emphasis of
scheduling is always to reduce the execution time, schedule length (or makespan),
and maximization of speedup. Besides this, it is clear that the multiprocessor
scheduling suffers from NP-complete problem in its many variants excluding some
interpreted conditions. The SA can be categorized as off-line (static or deterministic)
SA and on-line (dynamic or nondeterministic) SA.

In off-line scheduling, all scheduling decisions are taken before the system starts
and the scheduler has an exact knowledge of the all task properties and behaviors
are therefore needed. During runtime, the tasks are executed in a predetermined
order. The static task scheduling problem is known as NP-complete [2]; that is, task
list is not updated with new ordering at runtime. There are two kinds of static
scheduling algorithms (SSA): one is Heuristic Based (HB) and another is Guided
Random Search-Based (GRSB). HB algorithm can be further subdivided into three
categories: List Scheduling, Cluster Scheduling, and Task Duplication-Based
Scheduling (TDBS) algorithms.

An on-line scheduling algorithm takes its scheduling decisions during the
operation of the application. In other words, on-line scheduling tasks can be real-
located to other processors during runtime [3]. On-line scheduling is supple and
very faster than the static scheduling algorithms. The key point of on-line
scheduling is to map tasks in parallel on the multiprocessor and arrange their
execution so that a minimal makespan is given in the bound of task priority
necessities. Dynamic scheduling algorithm can be further subdivided into three

Scheduling Algorithms

Off-Line Scheduling On-Line Scheduling 

HB GRSB

List 
Scheduling

Cluster 
Scheduling

TDBS

Task Based 
Scheduling

Processor Based 
Scheduling

Priority Based 
Scheduling

Fig. 1 Taxonomy of scheduling algorithms
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kinds: Task-Based Scheduling (TBS) Algorithms, Processor-Based Scheduling
(PBS) Algorithms, and Priority-Based Scheduling (PRBS) Algorithms (Fig. 1).

2 Homogeneous and Heterogeneous Systems

A multiprocessor system is either homogeneous (HM) or heterogeneous (HT).
Heterogeneous and homogeneous systems are explained as under.

2.1 Heterogeneous System

Heterogeneous systems (HTS) consist of different processors that are capable of
performing different tasks. HTS become the latest thing in both client and cloud.
Scheduling a parallel program is critical step in inefficiently harnessing the com-
plexity power of a HTS. Heterogeneity in parallel systems introduces an extra
degree of complexity to the scheduling difficulty that is variable speed of proces-
sors. The difficulty of the problem rise when task scheduling is to be done in
heterogeneous nature, where the computational nodes in the system may not be
equal and different amount of time to execute the same task. Heterogeneity can be
proposed in two types, namely functional-level and performance-level hetero-
geneity [4, 5]. All tasks may not be running on all functional units. One of the key
concepts of HTS is schedule problem. To achieve high performance, the efficient
scheduling of the tasks of a function is needed.

2.2 Homogeneous System

Homogeneous systems (HMS) consist of the processors identical in terms of their
functionality [2]. The characteristics of homogeneous multiprocessor system are
replication effect, memory dominant, less performance, data parallelism, shared
memory and dynamic task mapping. HMS is all exactly the identical: cache sizes,
equivalent frequencies, functions, etc., while every core in a HTS may have a unlike
function, memory model, frequency, etc. So, it is easier to develop software for
HMS. However, in homogeneous processor, system typically requires additional
registers for “special instructions” such as Single Instruction Multiple Data likes
MMX, SSE, while a HTS can implement unlike types of hardware for unlike
instructions/uses.

This paper is classified as follows: Sect. 2 presents HMS and HTS, and Sect. 3
reviews the dynamic scheduling algorithms. Section 4 presents comparison of
algorithm with factors, and Sect. 5 presents conclusions and suggests possible
avenues for future research.
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3 Review of Dynamic Scheduling Algorithms (DSA)

In dynamic scheduling the decision about how to schedule tasks priorities which are
either assigned dynamically or statically? Many research works investigated the
DSA problem in different aspects and the problems faced in various levels of the
HMS and HTS. Then important contributions of DSA in HMS and HTS are dis-
cussed in this section.

3.1 The Earliest Time First (ETF) Algorithm

This algorithm is alike to the Modified Critical Path Algorithm; it considers fixed
node priorities and assumes only a limited number of processors. Yet, a node with
superior priority may not automatically obtain scheduled earlier than the nodes with
inferior priority [13]. After the computation of earliest begin times (EBT) for all the
prepared nodes at each step, ETF algorithm selects the one with the lesser begin
time, which is calculated by investigating the begin time of the node on all pro-
cessors thoroughly. The ETF is stated below.

1. At every node, static b-level is calculated.
2. In the starting, the group of prepared nodes contains only the admission nodes.

Repeat.
3. At every processor, for every node in the prepared group, the EBT is calculated.
4. Finally, joint the new prepared nodes to the prepared node group. Till all nodes

are scheduled.

3.2 Dynamic Level Scheduling (DLS) Algorithm

This algorithm is alike to the Mobility Directed Algorithm; its uses as node pri-
orities dynamically through allocating an attribute called dynamic level (DL) to
unscheduled nodes at every scheduling step. The stepwise description of the DLS is
given below.

1. At every node, static b-level is calculated.
2. In the beginning, the group of prepared contains only the admission nodes.

Repeat.
3. The EBT is calculated at each processor for every node.
4. Pick the node processor couple that gives the biggest DL. All nodes are

scheduled to the equivalent processor.
5. Finally, joint the new prepared nodes to the prepared group. Till all nodes are

scheduled.
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3.3 The Earliest Deadline First (EDF) Algorithm

EDF is a DSA that helps real-time operating systems in placing processes in a
precedence line. When a scheduling incident arises the processor searches the line
for finding out the process nearest to its limit. This process succeeds to be scheduled
for execution. EDF is the finest scheduling algorithm on preemptive uniprocessor,
in the following way: if a group of free jobs, each having its own arrival time,
execution necessity and a limit, can be programmed in a manner that ensures all the
jobs complete by their limit, the EDF will schedule this group of jobs so they all
complete by their limit. With scheduling periodic processes that have limits equal to
their stages, the utilization limit of EDF is 100%.

3.4 Online Scheduling of Dynamic Task Graph (OSDTG)

This algorithm stated that the OSDTG is more practical compared to conventional
schemes and task graphs are subject to variation at execution time and interpro-
cessor communications (IC) of static number (SN) of channels. Broadcast and
point-to-point communication is applied in online scheduling. The key point of this
algorithm is to decrease scheduling length [6].

3.5 Dynamic Load Balancing Using Task-Transfer
Probabilities (DLBTTP)

This algorithm is based on the recent position of the system load; task move
probabilities were calculated for every node in the system. These probabilities,
represented by Pnm, are between a node n and each other node m. The computation
and adjustment of the task move probabilities later than the move of every recently
arrived task are at done at the end of every periodic interval [14].

3.6 Dynamic Task Scheduling (DTS) Algorithm

This algorithm has been proposed with a lower time complexity for homogeneous
environment. This algorithm is based on DAG model, and the plan makes the entire
parallel task complete at the feasible initial time; that is, response time (RT) of this
parallel task is smallest [7].
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3.7 DLS Algorithm with Genetic Operators (DLSAGO)

Dynamic Level Scheduling Genetic Algorithm (DLSGA) proposes to overcome the
excess time for schedule. DLSGA uses a quantity known as dynamic level, which is
the dissimilarity between the maximum total of calculated costs from task to a way
out task, and the earliest begin run time on processor [8]. No tasks are scheduled
between two earlier scheduled tasks by DLSGA. To reproduce offspring, the most
favored and the fittest are selected.

3.8 Dynamic Task Graph Scheduling
with Fault-Tolerant (FTDTGS)

An approach has been proposed to fault-tolerant execution of dynamic task graphs
scheduled using work stealing. The work-stealing-based algorithm is applied when
the data and metadata corresponding with a task get corrupted; then a task graph is
mounted to enable recovery [10]. The algorithm was shown to be asymptotically
optimal for graphs whose degree can be bound by a stable. In the lack of faults, the
fault-tolerant edition was shown to not incur significant overheads compared to the
non-fault-tolerant version.

3.9 DTS with Load Balancing (DTSLB)

DTSLB proposes to schedule a heterogeneous tasks dynamically on to corre-
sponding processors in a distributed setup and load balancing which is a main
problem in task scheduling is also measured. The nature of the tasks is free and
non-preemptive. To determine the efficiency of the scheduling algorithm, a number
of different tests have been performed [11]. The unique approache of this algorithm
is solving the DTS using Hybrid Particle Swarm Optimization (HPSO).

3.10 Dynamic Load Balancing Using Genetic
Algorithms (DLBGA)

DLBGA have been proposed for a static number of tasks; each having a task
number and a length is arbitrarily generated and located in a task group from which
tasks are allocated to processors [15]. As load balancing is performed by the
centralized Genetic Algorithm (GA)-based method, begin with initializing, a pop-
ulation of probable solutions [16]. By using the sliding window technique it is
achieved.
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3.11 Parallel Genetic Algorithms for Heterogeneous
(PGAH)

This PGAH engages a central scheduler, which has the processor lists and the task
queue. The processors are heterogeneous in distributed system. The available
network resources vary over time between the processors in distributed system. The
possibility of every processor can vary over time. In distributed system the task
which are indivisible, independent of all other tasks, arrive randomly and can be
processed by any processor [17].

3.12 Global Scheduling for Mixed-Critically (GSMC)

In the context of multiprocessor mixed-criticality system, the fixed-priority algo-
rithms can be applied globally [18]. The global Fixed-priority (FP) scheduling of
mixed-criticality task sets (MCTS) are on HM multiprocessors. In this paper, there
are two main ways in which an algorithm must be selected. Particularly, a priority
assignment strategy to individual tasks and a feasibility testing given a specific
priority assignment must be selected.

3.13 The Response Time Analysis of Global
Fixed-Priority (RTAGFP)

This algorithm states a new analysis that improves over current state-of-the-art
(SOA) response time analysis (RTA) by reducing its pessimism. Finally, how to
improve the new response time analysis method by empirical tests with arbitrarily
generated task sets [19, 20]. The RTA with Limited Carry-in (RTA-LC) [21] is the
most accurate algorithm for RTA of global FP scheduling on multiprocessors. In
this paper, first propose a new formula to bound the workload of carry-in jobs.

3.14 New Response Time Bounds for Fixed
Priority (RTBFP)

This algorithm improves analysis precision response time for sporadic tasks on
multiprocessor systems where the limits of tasks are within their periods and task
systems with random limits, allowing tasks to have limits beyond the end of their
periods [22]. In this paper, there are two main contribution folds such as: (1) The
analysis precision has been significantly improved against previous work, and
(2) To my knowledge, this is the first work to rectify the RTA problem of
arbitrary-deadline systems on multiprocessors.
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Table 1 Existing dynamic scheduling algorithm

Algorithms Objectives Merits System
types

Conclusion/
future
enhancements

ETF The initiate time
reduced of a node at
every step

Processor selection
phase goes on side by
side

HM Heterogeneous
environment

DLS To select highest
static stage and lesser
time to schedule

Pair matching of nodes
is performed, and
highest priority node is
found

HM Heterogeneous
environment

EDF Job priority is
inversely proportional
to its deadline

No need to define
priorities

HT Future
deadlines can
be calculated

OSDTG To minimize the
makespan

IC of SN of channels HT Off-line

DLBTTP Determine
transferring tasks
between each two
nodes in the system

Well RT with a feasible
amount of
communication
overheads

Distributed IC and transfer
delays

DTS Lower time
complexity

High
speedup-dependent
tasks

HM Add
fault-tolerant

DLSAGO Overcome the spend
much time and space
for search

The most favored and
the fittest are selected

HT Homogeneous
system

FTDTGS To minimize
overheads in the
absence of faults with
recovery costs

Handling recovery
correctly and efficiently
for dynamic task graph

HT Recovery faults
without global
coordination

DTSLB Schedule the tasks in
a HTS, free and
non-preemptive

Solving the DTS using
PSO with fixed inertia

HT Bounded and
pre-emptive

DLBGA Less run time, higher
processor utilization,
and good load balance

Threshold strategies,
information switching
criteria, and IC

HT Large number
of very
effective tasks

PGAH Reduce parallelization
of the fitness
evaluation

More scalable and
extends its
practicability

HT Spends less
time

GSMC Timing controls to
progress the
schedulability of
MCTS

Priority task policy and
global schedulability
tests

HM Offers robust
performance

RTAGFP Improve the response
time

Iterative analysis
procedure and improve
the efficiency

HM Lead
worst-case RT
and good SOA

(continued)
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3.15 Load-Based Schedulability Analysis of Certificate
Mixed-Criticality System (LBSCMCS)

It is apriority-based algorithm for scheduling such mixed-criticality systems on
preemptive uniprocessor platforms. This paper shows that this algorithm is strictly
better to prior algorithms that have been used for scheduling mixed-criticality
systems needing certification [23]. The conventional real-time scheduling theory
does not address the certification consideration which give rise to fundamental new
resource allocation and scheduling challenges (Table 1).

4 Comparison of Dynamic Scheduling Algorithms
on HMS and HTS

A Comparison of aspects influencing the homogeneous and heterogeneous envi-
ronment has been done and different algorithms are discussed. Out of which, ETF
and DLS were applied on homogeneous setting while OSDTG and DLBGA were
applied on heterogeneous setting, although their objective were same, i.e., to
minimize the execution time and makespan. DTS algorithm may be adding
fault-tolerance, whereas DLSGA can be homogeneous in future. FTDTGS is useful
for recovery from faults without global coordination, while DTSLB is pre-emptive
and dependent in nature, yet both use HTS. The goal of RTAGFP and RTBFP
improves the response time but cannot be applied on same system. The objectives,
merits, and future enhancement of the algorithm have already been discussed. This
review is mainly focused on the parameters such as makespan, running time,
resource utilization load balancing, speedup, efficiency, and high performance.

Table 1 (continued)

Algorithms Objectives Merits System
types

Conclusion/
future
enhancements

RTBFP Improve the analysis
precision response
time

Improve the RTA
problem

HT Deal with
platforms and
task systems

LBSCMCS Priority-based
scheduling

Better quality to the
space-time partitioning
approach to scheduling

HM Study of the
schedulability
properties of
OCBP
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5 Conclusion and Future Work

The paper gives a short review of DSA for HMS and HTS. In this study, we found
that dynamic scheduling algorithm is important to scheduling. It helps in answering
questions such as: how to minimize the execution time and makespan, how to load
balance on each processor, how to manage selection of task, and how to improve
performance utilization and efficiency of system. It is also analyzed that load bal-
ancing issue in HMS was found easier compare to HTS in essence of load capacity.
The appliance of the dynamic scheduling algorithm is a rapidly developing research
area.

Hence, on the basis of this study in future will propose a novel dynamic
scheduling algorithm for homogeneous as well as heterogeneous system to better
performance.
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Effective Information Retrieval Algorithm
for Linear Multiprocessor Architecture

Zaki Ahmad Khan, Jamshed Siddiqui and Abdus Samad

Abstract Information retrieval is magnetizing important interest due to exponen-
tial development of the quantity of information accessible in different formats such
as textual, numeric and image formats. A number of applications can be down-
loaded in parallel by several servers available on net using downloading applica-
tions. These applications may vary depending upon the mechanism used to improve
to downloading time. One of the methods to speedup downloading is to incorporate
concurrency. In this paper, a new approach for downloading files is proposed that
uses a parallel architecture as a server. The server named as Linear-Crossed Cube
(LCQ) is based on linear topology with all desirable topological properties. The
load on the server balances dynamically. The proposed downloading algorithm is
implemented, and downloading time is evaluated for number of queries.
A comparative simulation study has been carried out along with the execution time
to download file. The simulation results show significant improvement in the
downloading time by using the proposed system.

Keywords Information retrieval � Multiprocessor architecture � Server
Download � Load balancing

1 Introduction

Information retrieval is the technological restraint that refers to the analysis, design,
and implementation of computerized systems that tackle the illustration, company
of, as well as retrieve to huge amounts information from the Internet in form of file,
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Web pages, etc. [1]. The Internet has been a source of significant development in
Web traffic and also reputation of data access. As a result, widely used Web and ftp
sites suffer from weighty loads. However, user’s expectations have improved: to
ensure that the preferred information ought to be downloaded rapidly, in the
shortest feasible time. Consequently, within this situation, the relevant hardware
and software products are developed [2]. Nevertheless, the crucial concern is how
to deal with the issue of a sufficient design of the system to be able to attain the
preferred performance [3–5].

A vital aspect of a textual document information retrieval system is retrieving the
documents which could quench you the information requirements of a user from a
huge number of documents. For several years, the evolution of multiprocessing has
been influenced by several factors including: (i) speedup by incorporating paral-
lelism; (ii) scalability; and (iii) flexibility. Moreover, the success of a multiprocessor
system depends on the interconnection topology and load balancing mechanism [6,
7]. Many networks have emerged as attractive interconnection topologies for dis-
tributed memory multiprocessor systems such as hypercube, crossed cube network,
star, star cube, star-crossed cube, and LEC networks [8–11]. In this paper, a
Linear-Crossed Cube (LCQ) has been chosen as a server. This server is used for
storing and maintaining the database and retrieving information concurrently.
However, selecting the best server to get the maximum performance is a trivial task
for the end users, and a bad choice may provide poor end user experience that
ultimately results in poor download time. Therefore, the multiprocessing approach is
the most generalized and flexible one as it incorporates the maximum concurrency.
The scheduling algorithms play an essential role in multiprocessor systems while
allocation of load and to obtain the load balancing among the available processors.
To evaluate the proposed server performance, the standard dynamic scheduling
scheme is implemented [12, 13]. Recently the various parallel downloading algo-
rithms have been reported by a number of researchers in the literature [14–16]. They
proposed a dynamic parallel-access scheme to access multiple mirror servers. They
showed that their dynamic parallel download scheme achieves significant down-
loading speedup with respect to a single server. However, the main disadvantage is
that there are many requests and response packets exchanged between the client and
server, and thus performance varies on different division number [17].

In a similar way, an adaptive parallel downloading technique that can manage
for modify of server efficiency has been revealed [18]. This process breaks a file
into a number of equivalent bits as well as every block is ordered from another
server in parallel. The subsequent block is allocated every time a server coating a
downloading process and also gets idle. The scaled-down every block is extra
versatility to improvement in efficiency among servers is received; however,
downloading time is often massive while the rounded trip time between a server and
a client is comparatively massive. In addition, there is an issue that the appropriate
block dimensions will modify based on the temporal network condition, which
technique ought to determine the splitting amount beforehand. The proposed
algorithm contains the salient properties of the above-revealed strategies. They are
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definitely improved and also implemented to ensure that the round trip time
between nodes is decreased. This algorithm has been outlined in Sect. 3.

The rest of the paper is organized as follows. Section 2 describes the server and
its characteristics. Section 3 is devoted to the proposed algorithm for information
retrieval. In Sect. 4, the relative performance of the download algorithm is evalu-
ated. Finally, concluded the paper in Sect. 5.

2 The LCQ Server

The proposed LCQ network is undirected graph and grows linearly in cube-like
shape. Let q be the set of designated processor of Q, and thus, q = {Pi},
0 � i � N − 1. The link functions E1 and E2 define the mapping from q to Q as.

E1ðPiÞ ¼ Pðiþ 2ÞModN; 8Pi in q

E2ðPiÞ ¼ Pði + 3)ModN

The two functions E1 and E2 indicate the links between various processors in the
network.

Let Z be a set of N identical processors, represented as

Z ¼ P0;P1;P2. . .PN�1f g

The total number of processor in the network is given by

N ¼
Xn

k¼1

K;

where n is the depth of the network. For different depth, network having 1, 3, 6, 10,
15, 21… processors are possible.

In order to define the link functions, we denote each processor in a set K as Pin,
n being the level/depth in LCQ, where the processor Pi resides. As per the LCQ
extension policy, one or two processors exist at level/depth n. Thus at level 1, P0

and P1 exist, and similarly at level 2, P2 and P3 exist as shown in Fig. 1.

Properties of the LCQ Server
Some properties of the LCQ server like number of nodes, degree of nodes, etc.,
have been compared with LEC network, SCQ, CQ, and hypercube networks and
shown in Table 1.
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3 System Model

Internet is an enormous and also abundant content material helpful to countless
users. Consequently, it is extremely hard to examine and categorize the entire
information offered on the Internet. Even though search engines like Google have
resolved certain issues of information retrieval from the Internet. Nevertheless,
extra issues are shown in search engine, for instance, information overloading
which minimizes the proficiency. In case the retrieval of information is massive, it
brings about the holdup in downloading the information. The proposed server
attempts to categorize the gathered information of its database, which classification
is made in such a way that each time any specific information is retrieved from the
database, it is retrieved almost instantly. For the purpose of simulation, we have
considered only textual file. The proposed model, however, could be extended for
other file formats. If the needed information is unavailable, a link for the identical is
searched for additional linked servers. The entire retrieval system includes three
points, i.e., an analyzer, indexer, and a user interface along with the database, as
shown in Fig. 2.

Fig. 1 Linear-Crossed Cube
(LCQ)

Table 1 Summary of properties of multiprocessor architectures

Parameter CQ SCQ LEC LCQ

Nodes 2n n!2 m 2n
P

k

Diameter n (m + 1)/2┐ + └3(n1)/2┘ └n┘ └√N┘
Degree ┌n + 1/┐ m + n − 1 4 4

Cost n┌n + 1┐ m + n┌[m + 1]/2┐ + └3[n − 1]/2┘ 4└n┘ 4└√N┘
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3.1 The Proposed Algorithm

The workflow of the proposed algorithm is as follows: The server collects infor-
mation in the form of Web pages or files from the Internet. Each file when loaded
into the database of the server is first analyzed in terms of its size, and ID is
assigned and the file is divided into several parts (or packets) of equal sizes. Each
packet is again designated by its ID and loaded into the database. The addresses of
packets in the database along with their IDs are recorded in a table, which is shared
by all the nodes of the server and updated frequently. This table may be viewed as
the indexer which indexes the data as shown in Fig. 2. The ID of each packet is
recorded in the table in such a way that the vector address of the table corresponds
to the packet ID.

A specialized searching technique is useful when detailed or high specific
information about a subject area is needed. It can match the personal requirements
better than a general search engine. Keeping the same in view, an information

Fig. 2 Proposed system model
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Table 2 Pseudocode of proposed scheduling algorithm

Prepare the Document List {
Public static void main (String args []) {

PrepareDocumentList Pd = New PrepareDocumentList ();
DataIndexer di = New DataIndexer ();

If (di.conn! = Null)
di.closeSession (); }

Int rand = (int) (Math. Random ()*1000);
DocIdRandom dir = new DocIdRandom ();

dir.setDocId (rand);
If (lstrnd.add (rand); }

Return lstrnd;}
Merge Packet {

Private static int limit = 10;
Private static final ExecutorService executor = Executors.NewFixedThreadPool (limit);

Public void mergeData (List<DocumentDetails> lstdoc, DocSummary ds) {
Completion Service<DocumentDetails> completionService = New ExecutorCompletion-

Service<DocumentDetails> (executor);
FileData = new byte [(int) ds.getSize () +1];

Int i=0;
For (DocumentDetails docDetails: lstdoc) {

IF (docDetails! =Null) {
Final DocumentDetails dd = docDetails;

Final String ip = "10.0.17.4";
CompletionService. Submit (New Callable<DocumentDetails>(){

Public DocumentDetails call () {
HttpSendGet HttpGet = New HttpSendGet ();

DocumentDetails d = New DocumentDetails ();
Try {

d = HttpGet.sendGet (ip, dd);    } 
Return d;    }});   }}

IF (! executor.isShutdown ())
Executor. Shutdown ();}

Manage Indexer { 
Private Int packetSize1 = 8;

Public void createDocIndex (String docName, double size, String type, byte [] data)       {
String sqlMaxDocID = "select max (doc_id) as max from tbl_doc_indexer";

DataIndexer di = New DataIndexer ();
Statement stmt = Null;

Try {
Stmt = di.conn.createStatement ();

Result Set docId = Stmt.executeQuery (sqlMaxDocID);
Int dId=0;

While (docId.next ())
If (docId==null)

DId = 1;
Else 

DId = docId.getInt ("max") + 1;
Prepared Statement PS = null;

PS = di.conn.prepareStatement ("insert into tbl_doc_indexer (doc_id, doc_name, doc_size, type, 
doc_data) Values (?,?,?,?,?)");

Ps.setInt (1, dId);
Ps.setString (2, docName);

Ps.setDouble (3, size);
Ps.setString (4, type);
Ps.setBytes (5, data);          }

tbl_packet_indexer (packet_data, packet_size, doc_id) Values (?,?,?)");
Ps1.setBytes (1, bdata);
Ps1.setDouble (2, nsize);
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retrieval system has been designed. To download the information rapidly and
accurately, a user interface is designed that works in association with the loading
mechanism. When particular information is being retrieved, it will be first searched
in the packet table where its detail information is available. By using these details,
the complete information is then retrieved from the existing database. Users submit
a query and receive result pages instantaneously. Moreover, the model also searches
the Web information resource on its own initiative and traces the change of the Web
information, in order to automatically update and extend the local resource peri-
odically. For those search requests that are not in the database, it can automatically
select the commercial search engines to search information and perform classifi-
cation and integration of information received from different search engines.
A pseudocode of the whole algorithm is shown in Table 2.

Table 2 (continued)

Ps1.setDouble (3, dId);          }
Public int CheckDuplicate (String name)   {

String sqlMaxDocID = "select doc_id from tbl_doc_indexer where doc_name=?";
DataIndexer di = new DataIndexer ();

Prepared Statement stmt = Null;
Try {

Stmt = di.conn.prepareStatement (sqlMaxDocID);
Stmt.setString (1, name);

ResultSet docId = Stmt.executeQuery ();}
Retrieve the Document from the Indexer {

Public List<DocSummary> getDocumentList (List<Integer> lstRand){
List<DocSummary> lstDoc = new Array List<DocSummary>();

String sqlMaxDocID = "SELECT d.doc_id, d.doc_name, d.doc_size, d.type, COUNT (p.packet_id) AS 
total packets FROM tbl_doc_indexer d, tbl_packet_indexer p WHERE d.doc_id = p.doc_id and d.doc_id =? 

GROUP BY d.doc_id";
For (Integer rnd : lstRand) {
DataIndexer di = new DataIndexer ();

Prepared Statement stmt = null;
try {

Stmt = di.conn.prepareStatement (sqlMaxDocID);    
stmt.setInt (1, rnd.intValue ());

ResultSet docId = stmt.executeQuery ();
Int dId=0;

While (docId.next ())  {
DocSummary ds = new DocSummary ();

ds.setDocId (docId.getInt ("doc_id"));
ds.setDocName (docId.getString ("doc_name"));

ds.setSize (docId.getLong ("doc_size"));
ds.setTotalNoOfPackets (docId.getInt ("total packets"));

Doc.add (ds);            }
}     catch (Exception ex){}     } 

Return Doc;
} 
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4 Result and Discussion

A comparative simulation study has been carried out to evaluate the performance of
the LCQ server as compared to ordinary system. The proposed algorithm is
implemented in the same environment for both the architectures. A number of
search queries have been examined, and the time taken to process these queries is
computed. The results so obtained are shown in Figs. 3 and 4. The curves show that
the search time for uniprocessor system is always greater than the multiprocessor
system (proposed LCQ server). As the number of queries increases, the ratio of
searching time remains constant, i.e., LCQ server takes lesser time for searching the
same number of queries in comparison to uniprocessor type server.

5 Conclusion

The LCQ server is a low cost server with eight processors and considered as a
complete multiprocessor network based on linear architecture. It exhibits better
performance in comparison to other similar type networks and also has good
topological properties. The proposed algorithm is implemented for information
retrieval using LCQ, CQ, and ordinary system. The results obtained show that the
algorithm works effectively on LCQ network. For other multiprocessor

Fig. 3 Summary of
searching time versus queries

Fig. 4 Summary of
searching time versus queries
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architectures, the results are comparable. However, due to low cost of LCQ, the
proposed algorithm in particular is efficient when implemented on LCQ. Results
obtained indicate that the algorithm is suitable for linear type of multiprocessor
architecture in general.
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Design of Energy-Efficient Random
Access Memory Circuit Using
Low-Voltage CMOS and High-Speed
Transreceiver Logic-I I/O Standard
on 28 nm FPGA

Tarun Agrawal and Vivek Srivastava

Abstract In this paper, we are designing an efficient memory using LVCMOS and
HSTL-I IO Standards on 28 nm (Artix-7) FPGA. There are various families,
LVCMOS and HSTL-I families are compared for finding the maximum
power-efficient IO standards between them. We tested 64-bit RAM circuit at dif-
ferent range of frequencies of Intel Processor that are at Intel I-3 5005U 2.0 GHz,
Intel I-3, 5015U 2.1 GHz, Intel I-3 5157U 2.5 GHz, Intel I-5 3380M 2.9 GHz, Intel
I-5 3340U 3.1 GHz, and Intel I-7 3370K 3.5 GHz frequency range to find the most
power-efficient circuit. When we migrate our design to LVCMOS from HSTL, then
there is 40–60% saving in power dissipation of memory circuits.

Keywords Artix-7 � Efficient energy � RAM � Less power � LVCMOS
HSTL-I � Filed programming gate array (FPGA)

1 Introduction

Selecting the more power-efficient family among the various different families plays
key role to develop a most efficient circuit. These various families are having dif-
ferent feature sizes (channel size of transistor). In this paper, our design is imple-
mented on family Artix-7 having feature size of 28 nm FPGA using LVCMOS and
HSTL-I family [1]. Artix-7 family of FPGA supports various families of IO standard
like HSTL, LVCMOS, and SSTL [2]. The motivation behind this work is to realize a
most energy-optimized designing of circuit to save the energy. In order to get the
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better performance in device and also lower cost and area, manufacturer scales the
geometry of IC. During scaling, manufacturer must remember one thing with each
reduction parameters of IC [3]. Under the shadow of the electronic industries, day by
day the semiconductor technology is booming. Low-voltage semiconductor metal
oxide semiconductor (LVCMOS) supply voltage and interface standards for
decreasing voltages have been defined by Joint Electron Devices Engineering
Council (JEDEC) for 3.3, 3.0, 2.5, 1.5, 1.2, and 1.0 V [4]. RAM is a very essential
part of any computer system. RAM is directly accessed by the Central Processing
Unit [5]. It is used for both read and write operations quickly. SRAM is basically a
collection of flip-flops which contains less memory cells and takes less access time
[6]. DRAM is basically a collection of capacitors, contains large memory cells, and
takes more time to access as compared with static RAM.

2 Block Diagram of Memory

In this work, we are implementing a 64-bit RAM circuitry with low-voltage
complementary metal oxide semiconductor and HSTL-I I/O standard with size of
28 nm field programmable gate array to enhance the power consumption and to
make circuit more energy efficient. Figure 2 shows the RTL schematic of 64-bit
memory (Fig. 1).

2.1 Register Transfer Level Schematic of 64-Bit RAM

Register Transfer Level is used in hardware description languages like VHDL and
Verilog to create high-level representation of circuit, and it also shows the imple-
mentation logic of the digital circuit. Figure 2 shows the top-level view of memory
package pins of 64-bit RAM.

Fig. 1 Register transfer level schematic of RAM
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2.2 Top-Level View of Random Access Memory Package
Pins

See Fig. 2.

3 Analysis of Power

Power can be categorized into two types, that is, static power and dynamic power
(Fig. 3).

Fig. 2 64-bit random access memory package pins
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3.1 Power Consumption on 2.0 GHz Frequency

3.1.1 Using LVCMOS

In this work, our goal is to reduce the operating power and make our circuit faster,
most power efficient, and cost-effective. In this experiment, we analyze the power
consumption of 64-bit RAM memory at clock frequency of 2.0 GHz as of Intel
I-3-5005U processor. According to our experiment, Table 1 shows that clock power
is constant, i.e., 0.010 W at temperature 25 and 50 °C. Signal power is 0.026 W at
25 °C and 0.023 W at 50 °C temperature. BRAMs power is 0.144 W at 25 °C and
0.050 W at 50 °C temperature. Leakage power is 0.044 W at 25 °C and 0.077 W at
50 °C for low-voltage complementary metal oxide semiconductor technology.

3.1.2 HSTL-I

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 2.0 GHz as of Intel I-3-5015U processor. According to our
experiment, Table 2 shows the Clock power is constant, i.e., 0.010 W at temper-
ature 25 and 50 °C. Signal power is 0.026 W at 25 °C and 0.021 W at 50 °C
temperature. BRAMs power is 0.144 W at 25 °C and 0.050 W at 50 °C temper-
ature. Leakage power is 0.044 W at 25 °C and 0.079 W at 50 °C for HSTL-I
technology.

Fig. 3 Classification of
power

Table 1 Power consumption on 2.0 GHz frequency with LVCMOS

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.010 0.026 0.114 0.451 0.044 0.646

50 0.010 0.023 0.050 0.222 0.077 0.382

Table 2 Power consumption on 2.0 GHz frequency with HSTL-I

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.010 0.026 0.144 0.649 0.044 0.843

50 0.010 0.021 0.050 0.502 0.079 0.662
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As shown in Tables 1 and 2, IOs consume maximum power from these tables of
LVCMOS and HSTL-I, comparing at 25 °C temperature the power consumption of
clock, signal, BRAMs, and leakage power is same but IOs power is different, i.e.,
HSTL-I technology consumes IOs power around 1.43 times consumes power by
LVCMOS technology. LVCMOS technology consumes less power as compared to
HSTL-I technology. At 25 °C with Artix-7 family at 2.0 GHz LVCMOS is better
as compared to HSTL-I technology. From Tables 1 and 2 of LVCMOS and HSTL-I
technology at 50 °C clock power and BRAMs power is same. But signal, IOs, and
leakage power are different. At 50 °C, HSTL-I technology consumes total power
around 1.7 times of LVCMOS technology. Hence, it is clear that at frequency range
of 2.0 GHz, the best less power consumption technology between HSTL-I and
LVCMOS is LVCMOS.

3.2 Power Consumption on 2.1 GHz Frequency

3.2.1 LVCMOS

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 2.1 GHz as of Intel I-3-5015U processor. According to our
experiment, Table 3 shows the clock power is constant, i.e., 0.010 W at tempera-
ture 25 and 50 °C. Signal power is 0.028 W at 25 °C and 0.024 W at 50 °C
temperature. BRAMs power is 0.120 W at 25 °C and 0.053 W at 50 °C temper-
ature. Leakage power is 0.044 W at 25 °C and 0.077 W at 50 °C for LVCMOS.

3.2.2 HSTL-I

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 2.1 GHz as of Intel I-3-5015U processor. According to our
experiment, Table 4 shows the clock power is constant, i.e., 0.010 W at tempera-
ture 25 and 50 °C. Signal power is 0.027 W at 25 °C and 0.022 W at 50 °C
temperature. IOs power is 0.665 W at temperature at 25 °C and 0.511 W at 50 °C
temperature. BRAMs power is 0.120 W at 25 °C and 0.053 W at 50 °C temper-
ature. Leakage power is 0.044 W at 25 °C and 0.079 W at 50 °C for HSTL-I
technology.

From Tables 3 and 4, it is shown that IOs consume maximum power of
LVCMOS and HSTL-I. On comparing at 25 °C temperature, the power

Table 3 Power consumption on 2.1 GHz frequency with LVCMOS

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.010 0.028 0.120 0.474 0.044 0.676

50 0.010 0.024 0.053 0.233 0.077 0.397
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consumption of clock, BRAMs, and leakage power is same but signal and IOs
power are different, i.e., HSTL-I technology consumes total power around 1.28
times consumes total power by LVCMOS technology. LVCMOS technology
consumes less power in comparison with HSTL-I technology. At 25 °C with
Artix-7 family at 2.1 GHz, LVCMOS is better as compared to HSTL-I technology.
From Tables 3 and 4 of LVCMOS and HSTL-I technology, 50 °C clock power
and BRAMs power are same. But signal, IOs, and leakage power are different. At
50 °C, HSTL-I technology consumes total power around 1.7 times of LVCMOS
technology. Hence, it is clear that at frequency range of 2.1 GHz, the best less
power consumption technology between HSTL-I and LVCMOS is also LVCMOS.

3.3 Power Consumption on 2.5 GHz Frequency

3.3.1 LVCMOS

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 2.5 GHz as of Intel I-3-5157U processor. According to our
experiment, Table 5 shows the clock power is constant, i.e., 0.012 W at tempera-
ture 25 and 50 °C. Signal power is 0.033 W at 25 °C and 0.028 W at 50 °C
temperature. BRAMs power is 0.143 W at 25 °C and 0.063 W at 50 °C temper-
ature. IOs power is 0.564 W at 25 °C and 0.277 W at 50 °C temperature. Leakage
power is 0.044 W at 25 °C and 0.078 W at 50 °C for LVCMOS.

3.3.2 HSTL-I

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 2.5 GHz of Intel I-3-5157U processor. According to our
experiment, Table 6 shows the clock power is constant, i.e., 0.012 W at tempera-
ture 25 and 50 °C. Signal power is 0.032 W at 25 °C and 0.026 W at 50 °C
temperature. IOs power is 0.729 W at temperature at 25 °C and 0.546 W at 50 °C

Table 4 Power consumption at 2.1 GHz frequency with HSTL-I

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.010 0.027 0.120 0.665 0.044 0.866

50 0.010 0.022 0.053 0.511 0.079 0.675

Table 5 Power consumption at 2.5 GHz frequency with LVCMOS

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.012 0.033 0.143 0.564 0.044 0.796

50 0.012 0.028 0.063 0.277 0.078 0.458
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temperature. BRAMs power is 0.143 W at 25 °C and 0.063 W at 50 °C temper-
ature. Leakage power is 0.044 W at 25 °C and 0.079 W at 50 °C for HSTL-I
technology.

From Tables 5 and 6, it is shown that IOs consume maximum power of
LVCMOS and HSTL-I. On comparing at 25 °C temperature, the power con-
sumption of clock, BRAMs, and leakage power is same but signal and IOs power
are different, i.e., HSTL-I technology consumes total power around 1.2 times
consumes total power by LVCMOS technology. LVCMOS technology consumes
less power as compared to HSTL-I technology. At 25 °C with Artix-7 family at
2.5 GHz LVCMOS is better as compared to HSTL-I technology. From Tables 5
and 6, LVCMOS and HSTL-I technology at 50 °C clock power and BRAMs power
are same. But signal, IOs, and leakage power are different. At 50 °C, HSTL-I
technology consumes total power around 1.58 times of LVCMOS technology.
Hence, it is clear that at frequency range of 2.5 GHz, the best less power con-
sumption technology between HSTL-I and LVCMOS is also LVCMOS.

3.4 Power Consumption on 2.9 GHz Frequency

3.4.1 Using LVCMOS

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 2.9 GHz as of Intel I-5, 3380M processor. According to our
experiment, Table 7 shows the clock power is constant, i.e., 0.014 W at tempera-
ture 25 and 50 °C. Signal power is 0.038 W at 25 °C and 0.033 W at 50 °C
temperature. BRAMs power is 0.166 W at 25 °C and 0.073 W at 50 °C temper-
ature. IOs power is 0.659 W at 25 °C and 0.322 W at 50 °C temperature. Leakage
power is 0.045 W at 25 °C and 0.078 W at 50 °C for LVCMOS.

Table 6 Power consumption at 2.5 GHz frequency with HSTL-I

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.012 0.032 0.143 0.729 0.044 0.96

50 0.012 0.026 0.063 0.546 0.079 0.727

Table 7 Power consumption at 2.9 GHz frequency with LVCMOS

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.014 0.038 0.166 0.659 0.045 0.917

50 0.014 0.033 0.073 0.322 0.078 0.579
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3.4.2 Using HSTL-I

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 2.5 GHz of Intel I-5, 3380M processor. According to our
experiment, Table 8 shows the clock power is constant, i.e., 0.015 W at tempera-
ture 25 and 50 °C. Signal power is 0.040 W at 25 °C and 0.032 W at 50 °C
temperature. IOs power is 0.826 W at temperature at 25 °C and 0.519 W at 50 °C
temperature. BRAMs power is 0.177 W at 25 °C and 0.078 W at 50 °C temper-
ature. Leakage power is 0.045 W at 25 °C and 0.080 W at 50 °C for HSTL-I
technology.

From Tables 7 and 8, it is shown that IOs consume maximum power of
LVCMOS and HSTL-I. On comparing at 25 °C temperature, the power con-
sumption of only leakage power is same and all clock, BRAMs, signal and IOs
power are different, i.e., HSTL-I technology consumes total power around 1.2 times
consumes total power by LVCMOS technology. LVCMOS technology consumes
less power in comparison with HSTL-I technology. At 25 °C with Artix-7 family at
2.9 GHz LVCMOS is better as compared to HSTL-I technology. From Tables 7
and 8, LVCMOS and HSTL-I technology at 50 °C all power parameters are dif-
ferent. At 50 °C, HSTL-I technology consumes total power around 1.38 times of
LVCMOS technology. Hence, it is clear that at frequency range of 2.9 GHz, the
best less power consumption technology between HSTL-I and LVCMOS is also
LVCMOS.

3.5 Power Consumption on 3.1 GHz Frequency

3.5.1 Using LVCMOS

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 3.1 GHz as of Intel I-5, 3340U processor. According to our
experiment, Table 9 shows the clock power is constant, i.e., 0.015 W at tempera-
ture 25 and 50 °C. Signal power is 0.041 W at 25 °C and 0.035 W at 50 °C
temperature. BRAMs power is 0.177 W at 25 °C and 0.078 W at 50 °C temper-
ature. IOs power is 0.7 W at 25 °C and 0.344 W at 50 °C temperature. Leakage
power is 0.045 W at 25 °C and 0.078 W at 50 °C for LVCMOS.

Table 8 Power consumption at 2.9 GHz frequency with HSTL-I

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.015 0.040 0.177 0.826 0.045 1.103

50 0.015 0.032 0.078 0.519 0.080 0.804
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3.5.2 HSTL-I

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 3.1 GHz as of Intel I-5, 3340U processor. According to our
experiment, Table 8 shows the clock power is constant, i.e., 0.015 W at tempera-
ture 25 and 50 °C. Signal power is 0.040 W at 25 °C and 0.032 W at 50 °C
temperature. IOs power is 0.826 W at temperature at 25 °C and 0.032 W at 50 °C
temperature. BRAMs power is 0.177 W at 25 °C and 0.078 W at 50 °C temper-
ature. IOs power is 0.826 W at 25 °C and 0.519 W at 50 °C temperature. Leakage
power is 0.045 W at 25 °C and 0.080 W at 50 °C for HSTL-I Technology.

From Tables 9 and 10, it is clear that IOs consume maximum power of
LVCMOS and HSTL-I. On comparing at 25 °C temperature, the power con-
sumption of clock, BRAMs, and leakage power is same but signal and IOs power
are different, i.e., HSTL-I technology consumes total power around 1.12 times
consumes total power by LVCMOS technology. LVCMOS technology consumes
less power as compared to HSTL-I technology. At 25 °C with Artix-7 family and
3.1 GHz LVCMOS is better as compared to HSTL-I technology. From Tables 9
and 10, LVCMOS and HSTL-I technology at 50 °C clock power and BRAMs
power is same. But signal, IOs, and leakage power are different. At 50 °C, HSTL-I
technology consumes total power around 1.46 times of LVCMOS technology.
Hence, it is clear that at frequency range of 3.1 GHz, the best less power con-
sumption technology between HSTL-I and LVCMOS is also LVCMOS.

3.6 Power Consumption on 3.5 GHz Frequency

3.6.1 Using LVCMOS

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 3.5 GHz as of Intel I-7, 3370K processor. According to our
experiment, Table 11 shows the clock power is constant, i.e., 0.017 W at temper-
ature 25 and 50 °C. Signal power is 0.046 W at 25 °C and 0.039 W at 50 °C

Table 9 Power consumption at 3.1 GHz frequency with LVCMOS

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.015 0.041 0.177 0.7 0.045 0.977

50 0.015 0.035 0.078 0.344 0.078 0.550

Table 10 Power consumption at 3.1 GHz frequency with HSTL-I

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.015 0.040 0.177 0.826 0.045 1.103

50 0.015 0.032 0.078 0.519 0.080 0.804
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temperature. BRAMs power is 0.2 W at 25 °C and 0.088 W at 50 °C temperature.
IOs power is 0.79 W at 25 °C and 0.388 W at 50 °C temperature. Leakage power is
0.045 W at 25 °C and 0.6799 W at 50 °C for LVCMOS.

3.6.2 HSTL-I

In this experiment, we analyze the power consumption of 64-bit RAM memory at
clock frequency of 3.5 GHz as of Intel I-7, 3370K processor. According to our
experiment, Table 12 shows the clock power is constant, i.e., 0.017 W at temper-
ature 25 and 50 °C. Signal power is 0.045 W at 25 °C and 0.036 W at 50 °C
temperature. IOs power is 0.890 W at temperature at 25 °C and 0.634 W at 50 °C
temperature. BRAMs power is 0.200 W at 25 °C and 0.088 W at 50 °C temper-
ature. IOs power is 0.890 W at 25 °C and 0.634 W at 50 °C temperature. Leakage
power is 0.045 W at 25 °C and 0.080 W at 50 °C for HSTL-I Technology.

From Tables 11 and 12, it is clear that IOs consume maximum power of
LVCMOS and HSTL-I. On comparing at 25 °C temperature, the power con-
sumption of clock, BRAMs, and leakage power is same but signal and IOs power
are different, i.e., HSTL-I technology consumes total power around 1.09 times
consumes total power by LVCMOS technology. LVCMOS technology consumes
less power as compared to HSTL-I technology. At 25 °C with Artix-7 family and
3.5 GHz LVCMOS is better as compared to HSTL-I technology. From Tables 11
and 12, LVCMOS and HSTL-I technology at 50 °C clock power and BRAMs
power are same. But signal, IOs, and leakage power are different. At 50 °C, HSTL-I
technology consumes total power around 1.4 times of LVCMOS technology.
Hence, it is clear that at frequency range of 3.1 GHz, the best less power con-
sumption technology between HSTL-I and LVCMOS is also LVCMOS.

Table 11 Power consumption at 3.5 GHz frequency with LVCMOS

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.017 0.046 0.2 0.79 0.045 1.098

50 0.017 0.039 0.088 0.388 0.6799 0.611

Table 12 Power consumption at 3.5 GHz frequency with HSTL-I

Temp (°C) CLK Signal BRAMs IOs Leakage Total

25 0.017 0.045 0.2 0.890 0.045 1.198

50 0.017 0.036 0.088 0.643 0.080 0.856
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4 Conclusion

LVCMOS is the most energy-efficient IO standard compared to HSTL.
Energy-efficient memory design is possible if we replace HSTL with LVCMOS.
Our design is compatible with the latest processor developed by leading micro-
processor developer of the world like Intel, Motorola. Among different component
of dynamic power, clock power is the least and IOs power is maximum in mag-
nitude. Dynamic power reduction is larger than static power. We have also tested
the thermal stability of our RAM by operating this design with two different
temperatures of 25 and 50 °C. HSTL consumes approx. 40–60% more power
compared to LVCMOS.

5 Future Scopes

In this work, we are using LVCMOS and HSTL IO standards in energy-efficient
design of RAM. In future, we can go for other memory circuits like register, ROM,
and CAM. There is also open scope to design energy-efficient memory using dif-
ferent IO standards like transistor–transistor logic, mobile DDR, high-speed
unterminated logic, high-speed transceiver logic, stub series terminated logic,
gunning transceiver logic, and peripheral component interconnect. Now, our target
design is 28 nm technology-based Artix-7 FPGA. We can migrate to 3-D IC,
System on Chips (SoCs), and other programmable logic devices and re-implement
same memory on that. In future, we shall design high-speed memory that will be
able to operate with frequency of 1 THz and beyond.

References

1. Lee, D.: Area efficient ROM-embedded SRAM cache. IEEE Trans. Very Large Scale Integr.
(VLSI) Syst. 21(9) (2013)

2. Lee, D., Fong, X.: R-MRAM: a ROM-embedded STT MRAM cache. IEEE Electron Device
Lett. 34(10) (2013)

3. Sasagawa, R., Fukushi, I., Hamaminato, M., Kawashima, S.: High-speed cascode sensing
scheme for 1.0 V contact-programming mask ROM. In: Proceedings of the IEEE Symposium
on VLSI Circuits Digest of Technical Papers, pp. 95–96 (1999)

4. Sweety, B.D., Pandey, B., Singh, D., Aaseri, R.: IO standard based green multiplexer design &
implementation on FPGA. In: IEEE 5th International Conference on Computational
Intelligence and Communication Network (CICN), 27–29 Sept 2013

5. Kalra, L., Bansal, N., Saini, R., Bansal, M., Pandey, B.: LVCMOS I/O standard based
environment friendly low power ROM design on FPGA. In: International Conference on
“Computing for Sustainable Global Development”, 11th–13th Mar 2015

Design of Energy-Efficient Random Access Memory Circuit … 105



6. Khare, K., Ku, S.H., Donaton, R.A., Greco, S., Brodsky, C., Chen, X., Chou, A., DellaGuardia,
R., Deshpande, S., Doris, B., Fung, S.K.H., Gabor, A., Gribelyuk, M., Holmes, S., Jamin, F.F.,
Lai, W.L., Lee, W.H., Li, Y., McFarland, P., Mo, R., Mittl, S., Narasimha, S., Nielsen, D.,
Purtell, R., Rausch, W., Sankaran, S., Snare, J., Tsou, L., Vayshenker, A., Wagner, T.,
Wehella-Gamage, D., Wu, E., Wu, S., Yan, W., Barth, E., Ferguson, R., Gilbert, P., Schepis,
D., Sekiguchi, A., Goldblatt, R., Welser, J., Muller, W.H., Agnello, P.: A high performance
90 nm SOI technology with 0.992 lm2 6T-SRAM cell. In: Proceedings of the IEEE IEDM
Digest of Technical Papers, Dec 2002, pp. 8–11

106 T. Agrawal and V. Srivastava



Stub Series Terminal Logic-Based
Low-Power Thermal-Aware Vedic
Multiplier Design on 40-nm FPGA

Arushi Aggarwal, Bishwajeet Pandey, Sweety Dabbas, Achal Agarwal
and Siddharth Saurabh

Abstract In this paper, we have proposed SSTL-based low-power energy efficient
design on Vedic multiplier. SSTL is an acronym for Stub Series Terminated Logic.
The paper presents the proficiency of Antyayor Dasakepi Vedic technique for
multiplication that strikes a disparity in the real procedure of multiplication by
itself. It allows comparable production of biased products and eliminates unnec-
essary steps of multiplication. The projected algorithm is represented using Verilog
language, a hardware description language. Also, we analyzed how this integrated
design is affected when it is operated in different regions under different tempera-
tures: 10, 25, 40, 55, 70 °C. It is observed that at different ambient temperatures
from 10 to 70 °C, there is 37.95, 58.85, 36.03, 34.84, 33.51% reduction in leakage
power for SSTL2_1 as compared to SSTL2_II, SSTL15_DCI, SSTL18_DCI, there
is 8.37, 8.39, 8.47, 8.50, 7.47% reduction in MAT for SSTL15_DCI as compared to
SSTL2_II, SSTL2_I, SSTL18_DCI, and there is 17.29, 3.84, 6.72, 5.124, 4.135%
reduction in JT for SSTL18_DCI as compared to SSTL2_II, SSTL15_DCI,
SSTL2_I.
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1 Introduction

In the near beginning of twentieth century on or after ancient Indian Vedas Vedic
mathematics was rediscovered. Prehistoric Indian system of mathematic has been
resulted fromvariousVedic sutras. The predictablemathematical algorithms canbe cut
down and evenoptimized by the exercise ofVedicmath [1]. A system’s performance is
in general resoluted by the pace of the multiplier as it is one of the very important
modules in elevated speed recital systems such as IIR and FIR filters, microprocessors,
digital signal processors (DSPs), and in many other systems. Multipliers consume
considerable power and have long latency [2]. Hence, high-quality multiplier
designing rises the effectiveness and proficiency of a system to a great extent. Vedic
multiplier is one such soaring pace, low area multiplier construction.

1.1 Antyayor_Dasakepi_Sutra

This sutra signify numerals, the last digits of which are summed up to provide 10;
i.e., this sutra is implemented by burgeoning of numbers; for example 62 * 28,
45 * 45, 37 * 23 make a note that in every scenario the sum of the last digit of
second number to the last digit of the first number is 10. In advance, the numbers
leftward to the last digits remain same. The right-hand part of the answer is obtained
by multiplying the last digits. For example,

In 66 * 64, there is 6 + 4 = 10. Therefore Ekadhikena of 6 = 7;

66 � 64 ¼ ð6 � 7Þ=ð6 � 4Þ ¼ 42=24 ¼ 4224:

In order to make the design thermal-aware [3] and energy efficient [4, 5] both,
we have selected the most energy efficient IO standard in SSTL family available on
FPGA [6–8]: SSTL2_1, SSTL2_11, SSTL15_DCI, SSTL18_DCI. We have used
various abbreviations such as JT for junction temperature, MAT for maximum
ambient temperature, IO for input–output, LP for leakage power, SSTL for Stub
Series Terminal Logic.

2 Power and Thermal Analysis of Vedic Multiplier

2.1 Analysis of MAT, Junction Temperature,
and Leakage Power

There is 18.59, 1.77, and 80% reduction in power, MAT, and JT temperature,
respectively, as we range down ambient temperature from 10 to 70 °C for
SSTL2_1 IO standard. Graphical representation is shown in Table 1 and Fig. 1.
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There is 17.79, 1.66, and 79.61% reduction in power, MAT, and JT temperature,
respectively, as we range down ambient temperature from 10 to 70 °C for
SSTL2_11 IO standard [3]. Graphical representation is shown in Table 2 and
Fig. 2.

There is 17.57, 1.522, and 79.50% reduction in power, MAT, and JT temper-
ature, respectively, as we range down ambient temperature from 10 to 70 °C for
SSTL15_DCI IO standard. Graphical representation is shown in Table 3 and Fig. 3.

There is 13.15, 1.71, and 76.81% reduction in power, MAT, and JT temperature,
respectively, as we range down ambient temperature from 10 to 70 °C for
SSTL18_DCI IO standard. Graphical representation is shown in Table 4 and Fig. 4.

Table 1 Analysis of leakage
power, JT, and MAT for
SSTL2_1

(°C) Power MAT JT

10 1.950 73.1 15.3

25 2.032 72.9 32.5

40 2.132 72.6 45.8

55 2.255 72.3 61.1

70 2.406 71.8 76.5

0

50

100

10oC 25oC 40oC 55oC 70oC

POWER MAT JTFig. 1 Graphical
representation of MAT, JT,
LP for SSTL2_1

Table 2 Analysis of leakage
power, JT, and MAT for
SSTL2_11

(°C) Power MAT JT

10 2.116 72.2 15.7

25 2.198 72.0 31.0

40 2.299 71.7 46.2

55 2.422 71.4 61.6

70 2.574 71.0 77.0

0

50

100

10oC 25oC 40oC 55oC 70oC

POWER MAT JT
Fig. 2 Graphical
representation of MAT, JT,
LP for SSTL2_11
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3 IO Standards

3.1 Power Analysis

At different ambient temperatures from 10 to 70 °C, there is 37.95, 58.85, 36.03,
34.84, 33.51% reduction in leakage power for SSTL2_1 as compared to SSTL2_11,
SSTL15_DCI, SSTL18_DCI as shown in Table 5 and Fig. 5.

Table 3 Analysis of leakage
power, JT, and MAT for
SSTL15_DCI

(°C) Power MAT JT

10 2.148 78.8 15.8

25 2.230 78.6 31.1

40 2.331 78.34 46.3

55 2.454 78.0 61.7

70 2.606 77.6 77.1

0

20

40

60

80

100

10oC 25oC 40oC 55oC 70oC

POWER MAT JT
Fig. 3 Graphical
representation of MAT, JT,
LP for SSTL15_DCI

Table 4 Analysis of leakage
power, JT, and MAT for
SSTL18_DCI

(°C) Power MAT JT

10 3.143 75.8 18.5

25 3.228 75.6 33.8

40 3.333 75.3 49.1

55 3.461 75.0 64.4

70 3.619 74.5 79.8

0

20

40

60

80

100

10oC 25oC 40oC 55oC 70oC

POWER MAT JT
Fig. 4 Graphical
representation of MAT, JT,
LP for SSTL18_DCI
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3.2 Thermal Analysis

At different ambient temperatures from 10 to 70 °C, there is 8.37, 8.39, 8.47, 8.50,
7.47% reduction in MAT for SSTL15_DCI as compared to SSTL2_11, SSTL2_1,
SSTL18_DCI as shown in Table 6 and Fig. 6.

At different ambient temperatures from 10 to 70 °C, there is 17.29, 3.84, 6.72,
5.124, 4.135% reduction in JT for SSTL18_DCI as compared to SSTL2_11,
SSTL15_DCI, SSTL2_1 as shown in Table 7 and Fig. 7.

Table 5 Leakage power
analysis for various IO
standards

(°C) SSTL2_1 SSTL2_11 SSTL15_DCI SSTL18_DCI

10 1.950 2.116 2.148 3.143

25 2.032 2.198 2.230 3.228

40 2.132 2.299 2.331 3.333

55 2.255 2.422 2.454 3.461

70 2.406 2.574 2.606 3.619

0

1

2

3

4

10oC 25oC 40oC 55oC 70oC

SSTL2_1 SSTL2_11 SSTL15_DCI SSTL18_DCIFig. 5 Graphical power
analysis for various IO
standards

Table 6 Thermal analysis in
terms of MAT for various IO
standards

(°C) SSTL2_1 SSTL2_11 SSTL15_DCI SSTL18_DCI

10 73.1 72.2 78.8 75.8

25 72.9 72.0 78.6 75.6

40 72.6 71.7 78.34 75.3

55 72.3 71.4 78.0 75.0

70 71.8 71.0 77.6 74.5

65

70

75

80

10oC 25oC 40oC 55oC 70oC

SSTL2_1 SSTL2_11 SSTL15_DCI SSTL18_DCIFig. 6 Graphical thermal
analysis in terms of MAT
for various IO standards
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4 Conclusion

At different ambient temperatures from 10 to 70 °C, there is 37.95, 58.85, 36.03,
34.84, 33.51% reduction in leakage power for SSTL2_1 as compared to SSTL2_11,
SSTL15_DCI, SSTL18_DCI, there is 8.37, 8.39, 8.47, 8.50, 7.47% reduction in
MAT for SSTL15_DCI as compared to SSTL2_11, SSTL2_1, SSTL18_DCI and
17.29, 3.84, 6.72, 5.124, 4.135% reduction in JT for SSTL18_DCI as compared to
SSTL2_11, SSTL15_DCI, SSTL2_1.

5 Future Scope

The execution is done successfully on Virtex-6 (40-nm) FPGA. A wide span is
there to execute this device and construct power investigation on 28-nm FPGA and
45-nm FPGA like Virtex-7, Kintex-7, and Spartan-6 Field Programmable Gate
Array devices. In order to examine the intend made, in terms of control and tem-
perature using other I/O standards such as low voltage complementary metal oxide
semiconductors (LVCMOS), digitally controlled impedance (DCI) and high-speed
transistor logic (HSTL) are other extents to expand the implementation and put
forward another squat power designs.

Table 7 Thermal analysis in
terms of JT for various IO
standards

(°C) SSTL2_1 SSTL2_11 SSTL15_DCI SSTL18_DCI

10 15.3 15.7 15.8 18.5

25 32.5 31.0 31.1 33.8

40 45.8 46.2 46.3 49.1

55 61.1 61.6 61.7 64.4

70 76.5 77.0 77.1 79.8

0

20

40

60

80

100

10oC 25oC 40oC 55oC 70oC

SSTL2_1 SSTL2_11 SSTL15_DCI SSTL18_DCI
Fig. 7 Graphical thermal
analysis in terms of JT for
various IO standards
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LVCMOS-Based Low-Power
Thermal-Aware Energy-Proficient Vedic
Multiplier Design on Different FPGAs

Arushi Aggarwal, Bishwajeet Pandey, Sweety Dabbas, Achal Agarwal
and Siddharth Saurabh

Abstract In the paper, we’ll be discussing about amalgamating thermal-aware
intent in energy-proficient Vedic multiplier on different FPGAs. LVCMOS is a
contraction for low-voltage complementary metal-oxide semiconductor. Here, we
are implementing this Vedic multiplier design via three LVCMOS I/O standards
they are: LVCMOS12, LVCMOS18, and LVCMOS25 which are accessible among
45, 40, and 28-nm FPGA. To check the thermal-aware of our design on the Vedic
multiplier, we are analyzing the design at diverse room temperatures 20, 30, and
45 °C. Vedic Mathematics is one of the oldest processes of arithmetic that has a
distinctive method of performing a calculation based on different Sutras. The
techniques showed in this paper is Yavadunam Tavadunikrtya, and the recital study
of these techniques is obtained as: for LVCMOS_18, as the multiplier design is
migrated from 45 to 28-nm intent, there is 88.29% diminution in Leakage control of
Vedic multiplier at constant temperature of 20 °C, for LVCMOS_15, as the Vedic
multiplier intent is moved from 45 to 90-nm intent, there is 89.54% diminution in
Leakage control of Vedic multiplier at constant temperature of 30 °C.
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1 Introduction

Multiplication is an imperative aspect in mathematical operations and is also used in
a number of applications. As multipliers take extensive time for implementation, so
there is a requirement of hasty multipliers to hoard the implementation time [1]. We
are implementing this design of Vedic multiplier via three LVCMOS I/O standards
they are: LVCMOS12, LVCMOS18, and LVCMOS25 which are accessible among
various sizes, i.e., 45, 40, and 28-nm FPGA (Fig. 1).

To check the thermal awareness of our Vedic multiplier [2–5], we are analyzing
the design at three variant room temperatures, i.e., 20, 30, and 45 °C. According to
the sutra Yavadunam Tavadunikrtya whatsoever is the deficit take away that from
the numeral and inscribe alongside the square of that deficit [6]. This sutra can be
related to attain square of numbers close up to the base of power 10.

1.1 Example 1: Square of 8?

Here, base is 10.
The solution will be divorced into two parts by the symbol: ‘/’.
Deficit is 10 − 8 = 2. Multiply the deficit by itself or square it 22 = 4. As the

deficiency is 1, subtract it from the number, i.e., 8 − 2 = 6. Now, place 8 on left
and 1 on right side of this line or slash, i.e., 6/4.

Therefore, 64 is answer.

1.2 Example 2: Square of 992?

Here, base is 1000.
Deficit will be 1000 − 992 = 8. Square it: 64. Deficit subtracted from 994 gives

992 − 8 = 984. Answer: 984/064 [because base is 1000].

LVCMOS_12

LVCMOS_15

LVCMOS_18

Fig. 1 Different
LVCMOS IO standards
available in FPGA
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We have used various abbreviations such as JT for junction temperature, MAT
for maximum ambient temperature, IO for input output, LP for Leakage Power, and
LVCMOS for low-voltage complementary metal-oxide semiconductor.

2 Power Scrutiny via Scaling Thermally

In order to make it energy efficient and thermal aware both we are LVCMOS IO
Standards available on FPGA [7–9].

2.1 Power Scrutiny Using LVCMOS_12 I/O Standard

Using LVCMOS_12, there is 1.98, 5.23, and 87.96% reduction in Leakage Power
on 28, 45, and 40 nm in that order as displayed in Table 1 and Fig. 2, as we range
down atmospheric temperature from 45 to 20 °C. The graphical representation is
shown in Fig. 2.

Table 1 Analysis of leakage
control for LVCMOS_12 on 3
different FPGAs

28 nm 45 nm 40 nm

20 1.582 0.181 1.587

30 1.591 0.184 1.646

45 1.614 0.191 0.191

0
0.2
0.4
0.6
0.8
1

1.2
1.4
1.6
1.8

28 45 40

20 30 45
Fig. 2 Leakage Power on
variant ambient temperature
using LVCMOS12

LVCMOS-Based Low-Power Thermal-Aware Energy-Proficient … 117



2.2 Power Scrutiny Using LVCMOS15 IO Standard

Using LVCMOS15, there is 9.71, 4.90, and 8.33% diminution in Leakage Power on
28, 40, and 45 nm in that order as shown in Table 2, when we level down ambient
temperature from 45 to 20 °C. The graphical representation is shown in Fig. 3 and
Table 3.

2.3 Power Scrutiny via LVCMOS12 I/O Standard

Using LVCMOS18, there is 7.75, 4.01, and 7.60% diminution in Leakage Power on
28, 45, and 40 nm as displayed in Table 4, as soon as we range the ambient
temperature from 45 to 20 °C. The graphical representation is shown in Fig. 4.

Table 2 Scrutiny of Leakage
Power for LVCMOS_15 on 3
different FPGAs

28 nm 45 nm 40 nm

20 0.251 0.194 1.825

30 0.259 0.197 1.885

45 0.278 0.204 1.991

0

0.5

1

1.5

2

2.5

28 45 40

20 30 45
Fig. 3 Leakage Power on
different ambient temperature
using LVCMOS15

Table 3 Analysis of MAT,
JT, LP for LVCMOS_33 IO
standard

(°C) MAT JT POWER

10 38.5 56.5 22.658

25 38.4 71.6 22.731

40 38.1 86.9 22.855

55 37.7 102.3 23.055

70 37.1 117.9 23.360

There is 3.63, 52.00, and 3.005% reduction in MAT, JT, and
POWER when we range down temperature from 70 to 10 °C
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2.4 Power Scrutiny via LVCMOS I/O Set on 20 °C

For LVCMOS18, as we migrate this Vedic multiplier design is changed from
45-nm design to 28-nm design, there is 88.29% diminution in Leakage control of
the design at a constant temperature of 20 °C as shown in Table 5. The graphical
representation is shown in Fig. 5.

Table 4 LVCMOS-rooted
Leakage Power study of
Vedic multiplier

28 nm 45 nm 40 nm

20 0.321 0.239 2.041

30 0.329 0.242 2.102

45 0.348 0.249 2.209

0

0.5

1

1.5

2

2.5

28 45 40

20 30 45
Fig. 4 Leakage Power on
different ambient temperature
using LVCMOS_18

Table 5 LVCMOS-rooted
Leakage Power study of
Vedic multiplier

LVCMOS_12 LVCMOS_15 LVCMOS_18

28 1.582 0.251 0.321

45 0.181 0.194 0.239

40 1.587 1.825 2.041

0

0.5

1

1.5

2

2.5

LVCMOS_12 LVCMOS_15 LVCMOS_18

28 45 40
Fig. 5 Power on different
ambient temperature on 20 °C
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2.5 Power Scrutiny via LVCMOS I/O Set on 30 °C

For LVCMOS15, as we migrate this Vedic multiplier design from 45-nm design to
90-nm design, there is 89.54% diminution in Leakage control of the design at
constant temperature of 30 °C as shown in Table 6. The graphical representation is
shown in Fig. 6.

2.6 Power Scrutiny via LVCMOS I/O Set on 45 °C

For LVCMOS12, as we migrate this Vedic multiplier design from 45-nm design to
90-nm design, there is 88.16% diminution in Leakage control of the design at
constant temperature of 40 °C as shown in Table 7. The graphical representation is
shown in Fig. 7.

Table 6 LVCMOS-rooted
Leakage Power study of
Vedic multiplier

LVCMOS_12 LVCMOS_15 LVCMOS_18

28 1.591 0.259 0.329

45 0.184 0.197 0.242

40 1.646 1.885 2.102

0

0.5

1

1.5

2

2.5

LVCMOS_12 LVCMOS_15 LVCMOS_18

28 45 40
Fig. 6 Power on different
ambient temperature on 30 °C

Table 7 LVCMOS-rooted
Leakage Power study of
Vedic multiplier

LVCMOS_12 LVCMOS_15 LVCMOS_18

28 1.614 0.278 0.348

45 0.191 0.204 0.249

40 0.191 1.991 2.209

0

0.5

1

1.5

2

2.5

LVCMOS_12 LVCMOS_15 LVCMOS_18

28 45 40
Fig. 7 Power on different
ambient temperature on 45 °C
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3 Conclusion

We observe that, for LVCMOS_18, as the design of Vedic multiplier is moved
from 45-nm design to 28-nm design, there is 88.29% diminution in Leakage control
of the design at constant temperature of 20 °C, for LVCMOS_15, when our design
of Vedic multiplier is changed from 45-nm design to 90-nm design [4], there is
89.54% diminution in Leakage Power of the design when temperature is constant at
30 °C, for LVCMOS_12, when our design of Vedic multiplier is changed from
45-nm design to 90-nm design, there is 88.16% diminution in Leakage control of
the design at constant temperature of 45 °C.

4 Future Scope

The Vedic multiplier design has various applications in different fields as in digital
signal processing (DSP), IIR, and FIR filters, etc. High recital and speed is an
inherent attribute of Vedic Mathematics [5]. As a result, we can design many
complete systems such as ALUs, math coprocessors by means of time established
protocols and method of Vedic math. The intent is being executed on 28, 40, and
45-nm field programmable gate array. The intent could also be established using 65,
90, and 20-nm prospect FPGAs.
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Timing Constraints-Based
High-Performance DES Design
and Implementation on 28-nm FPGA

Vandana Thind, Sujeet Pandey, D. M. Akbar Hussain, Bhagwan Das,
M. F. L. Abdullah and Bishwajeet Pandey

Abstract In this work, we are going to implement DES algorithm on 28-nm
Artix-7 FPGA. To achieve high-performance design goal, we are using minimum
period, maximum frequency, minimum low pulse, minimum high pulse for different
cases of worst-case slack, maximum delay, setup time, hold time, and data skew
path. The cases on which analysis is done are like worst-case slack, best-case
achievable, timing error, and timing score, which help in differentiating the amount
of timing constraint at two different frequencies. We analyzed that in timing
analysis, there is maximum of 19.56% of variation in worst-case slack, 0.29%
change for best-case achievable, 41.17% change in timing error, and 64.12%
change in timing score for two different frequencies. From this work, we also
notified the delays during various signals; accordingly, we have designed our own
algorithm with strong security encryption.

Keywords Timing constraints � DES algorithm � 28-nm FPGA
Pin-out report � Mapping report � Minimum period � Maximum performance
Static timing analysis
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1 Introduction

In this particular paper, we have worked on the pin-out report and timing analysis of
DES algorithm at two different frequencies, i.e., 2.4 and 3.6 GHz. This analysis
gives us detailed report about timing delay, slack, worst-case achievement, timing
score, and timing errors. Slack is the difference between the required time and
arrival time of signal between each connection. Worst-case achievement means
maximum delay countered in our algorithm. The timing score refers to the total
value constitutes the timing analysis for all constraints and by how much the
constraints are failing in picoseconds where the “sum” (in picoseconds) has not met
any timing constrained value at each unique endpoint. Timing score is calculated by
the fact: It is equal to the sum of absolute value of all worst-case negative slack of
each failing unique endpoint in picoseconds. Timing error is variation in original
signal with given period of time. In this research work, we have done analysis on
pin-out report, which contains detailed report about the placement of input/output
data pins and operating/reference voltages on the bank of Artix-7 FPGA. We have
also notified the static timing analysis, which is useful for evaluating the perfor-
mance of each path, where certain violations are considered like setup time vio-
lation, when the input signal reaches late, i.e., after the clock signal is active, and
hold time violation means the input signal reaches earlier than the expected time. In
static timing analysis, we have considered two paths: setup and hold, where the
analysis of data path delay and clock skew path for different checks like min period,
min low pulse, min high pulse, setup, and hold is done. Min period is the time
constraint on the clock net which generates a check for delays. From all the
analyses, we notified the percentage change in all the timing constraints of different
checks. This also shows us if we change frequency for DES algorithm how much
variation we get.

2 Related Work

A researcher had analyzed the algorithm in perspective of total time and power
utilized by DES algorithm [1], whereas we have done complete analysis on timing
constraints of time delay, slack, worst-case achievement, timing score, and timing
error [1]. One designer had researched on security of key bits in 16-rounded DES [2],
and we have researched on complete detail of DES algorithm’s pin-out report using
high-performance software Xilinx [2]. Another researcher had worked on the past
and future scope in addition with environmental effects [3], whereas we have done
analysis on effect of timing conditions on DES algorithm at two different frequencies,
i.e., 2.4 and 3.6 GHz [3]. Some researcher had tested the optimization of 4-rounded
DES algorithms [4], whereas we have tested DES algorithm with 16-rounded DES
algorithms [4]. One scientist had done analysis on the implementation of crypto-
graphic algorithms on FPGA [5–7] with speed grade-4 [8] whereas we have done our
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analysis on Artix-7 FPGAwith speed grade-3 [8]. Some other researcher had focused
on bit slice architecture of DES algorithm [8], whereas here we have done complete
analysis on registers and HDL synthesis of DES algorithm.

3 Pin-out Report

Pin-out report specifies the location of pseudo-component on the module when a net
connects from one pin on module to a pin on another module. This report gives the
detail about data of particular bit to be placed on which particular pin according to the
logic of algorithm. For this particular DES algorithm, detailed pin-out report is given
in the following tables. Input/output bank number is type of layout of IC with
basically consisting of pin where we can provide different voltages to our board
without any complication. These tables basically show us position of different data
bits of plaintext, ciphertext, VCCO, reference voltages, and mixed signal voltages.

In Table 1, 64-bit plaintext is placed on different pin numbers, which are situated
on different input/output banks, i.e., banks 35 and 14 of Artix-7 FPGA.

Table 2 gives the detailed pin-out report for 64-bit ciphertext which is basically
encrypted output data of DES algorithm. We get ciphertext from banks 35 and 15.

Table 3 gives positions of pins which act as input as operating voltages which is
provided to different sections of our Artix-7 FPGA board. Maximum of 1.50 VCCO
is provided to DES algorithm.

Table 1 Pin-out report for 64-bit input data of DES algorithm

Pin number Signal name Data of bit I/O bank number

A4 Plaintext 61 35

B2,B3 Plaintext 62,64 35

D2,D3 Plaintext 51,30 35

E2,E3 Plaintext 58,54 35

F4 Plaintext 25 35

G2,G6 Plaintext 52,60 35

H5 Plaintext 56 35

J2,J4 Plaintext 57,26 35

K17,K18 Plaintext 63,27 14

L6,L13,L14,L15,L16,L18 Plaintext 36,53,28,59,31,32 14

M14,M16,M17,M18 Plaintext 29,43,44,33 14

N14,N15,N16,N17 Plaintext 39,45,46,41 14

P14,P15,P17,P18 Plaintext 40,1,47,42 14

R10-R13,R15-R18 Plaintext 24,55,34,35,2,5,48,37 14

T9-T16,T18 Plaintext 22,23,13,20,3,4,6,38 14

U3,U4,U12-U14,U16-U18 Plaintext 49,50,14,21,18,11,9,10 14

V10-V17 Plaintext 16,17,15,19,7,8,12 14
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Table 2 Pin-out report for 64-bit output data of DES algorithm

Pin number Signal
name

Data of bit I/O bank
number

A1,A3,A5,A6,A11,
A13-A16,A18

Ciphertext 51,54,59,64,32,41,44,39,42,46 35,15

B1,B4,B6,B7,B11-14,
B16-18,B15

Ciphertext 53,40,61,63,33,30,29,28,55,52,43 35,15

C4,C7,C12,C14-17 Ciphertext 38,57,31,27,50,16,17 35,15

D4,D8,D12,D13,D15,
D17,D18

Ciphertext 2,62,37,36,47,10,18 35,15

E5-7,E15-18 Ciphertext 34,56,58,45,1,7,22 35,15

F3,F13-16,F18 Ciphertext 48,35,60,3,6,24 35,15

G14,G16-18 Ciphertext 8,4,14,21 15

H14-17 Ciphertext 5,13,49,11 15

J13-15,J17,J18 Ciphertext 12,15,25,20,23 15

K13,K15,K16 Ciphertext 9,26,19 15

Table 3 Pin-out report for
different operating voltages in
DES algorithm

Pin number Signal name I/O bank number Voltages

B10 VCCO_16 35 1.50

A17 VCCO_15 15 1.50

B10 VCCO_16 16 ANY

C3 VCCO_35 35 1.50

C13 VCCO_15 15 1.50

D6 VCCO_35 35 1.50

D16 VCCO_15 15 0.75

F2 VCCO_35 35 1.50

G5 VCCO_35 35 1.50

G15 VCCO_15 15 1.50

J1 VCCO_35 35 1.50

K4 VCCO_34 34 ANY

K14 VCCO_15 15 1.50

L17 VCCO_14 14 ANY

N3 VCCO_34 34 ANY

N13 VCCO_14 14 ANY

P6 VCCO_34 34 ANY

P16 VCCO_34 14 ANY

R9 VCCO_0 0 ANY

T2 VCCO_34 34 ANY

T12 VCCO_14 14 ANY

U5 VCCO_14 14 ANY

U15 VCCO_14 14 ANY
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Table 4 reports us that 0.75 V is used as reference voltages, and maximum of six
pins is provided with reference voltages. Table 5 mentions four mixed signals like
clock, reset, address, chip select bar used in DES algorithm. Bank numbers used for
these signals are 35 and 34.

4 Timing Analysis

This research notifies us details about time constraint of slack, worst-case
achievement, best-case achievable, timing errors, and timing score. In this particular
research, we have taken into consideration different checks like setup, hold, min-
imum period, minimum low, and high pulse, where we analyzed the percentage
change of above-mentioned cases, at two different frequencies, i.e., 2.4 and
3.6 GHz.

Tables 6 and 7 give the amount of worst-case slack, best-case achievable, timing
errors, and timing score for setup, hold, min period, min low pulse, and min high
pulse checks. It is basically a timing analysis on DES algorithm at two different

Table 4 Pin-out report for
reference voltages provided to
DES algorithm

Pin number Signal name I/O bank number Voltages

D7 VREF 35 0.75

F6 VREF 35 0.75

L5 VREF 34 0.75

M13 VREF 14 0.75

R5 VREF 34 0.75

U11 VREF 14 0.75

Table 5 Pin-out for mixed
signal used in DES algorithm

Pin number Signal name I/O bank number

D5 CLK 35

F5 RST 35

V2 ADDRESS 34

U2 CHIP SELECT BAR 34

Table 6 Timing constraint of DES algorithm at 2.4 GHz frequency

Check Worst-case
slack

Best-case
achievable

Timing
errors

Timing
score

Setup −2.105 ns 2.521 ns 1440 1,405,879

Hold −0.121 34 1633

Min period −1.176 ns 1.592 ns 1025 599,192

Min low pulse −0.584 ns 1.000 ns 1024 598,016

Min high pulse −0.584 ns 1.000 ns 2048 11,906,032
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frequencies: 2.4 and 3.6 GHz. Percentage change in above-mentioned cases is
detailed below, along with figures carrying the comparison of time constraint of
different cases at different frequencies.

4.1 Worst-Case Slack in Timing Analysis of DES Algorithm

Figure 1 shows the changes of time constraint of different cases at two frequencies,
i.e., 2.4 and 3.6 GHz. Percentage change of worst-case slack in setup check, hold
check, min period, min low pulse, and min high pulse is 9.97, 49.38, 10.57 and
19.56 respectively.

4.2 Best Achievable Time in Timing Analysis of DES
Algorithm

Figure 2 shows that there is no percentage change in setup, hold, and min period
checks for both frequencies, but there is 0.29% of change in min low pulse and min
high pulse check.

Table 7 Timing constraint of DES algorithm at 3.6 GHz frequency

Check Worst-case
slack

Best-case
achievable

Timing
errors

Timing
score

Setup −2.315 ns 2.521 ns 1440 1,678,687

Hold −0.081 20 586

Min period −1.315 ns 1.592 ns 1025 741,667

Min low pulse −0.726 ns 1.003 ns 1024 744,062

Min high pulse −0.726 ns 1.003 ns 2048 1,488,124

Fig. 1 Comparison of
worst-case slack at two
different frequencies
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4.3 Timing Errors in Timing Analysis of DES Algorithm

Figure 3 shows that only hold check varies by 41.17% and rest of checks remain
unchanged.

4.4 Timing Scores in Timing Analysis of DES Algorithm

Figure 4 shows that from two different frequencies setup, check changes by
16.25%, hold check varies by 64.12%, min period check changes by 19.21%, and
both min low pulse check and min high pulse check vary by 19.62%.

Fig. 2 Comparison of
best-case achievable time at
two frequencies

Fig. 3 Comparison of timing
errors for two different
frequencies

Fig. 4 Comparison of timing
scores for two different
frequencies
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5 Static Timing Analysis

In static timing analysis, we examined the difference in setup paths and hold paths.
We have taken three sources and destinations; considering them, we have varied
slack, data path delay, and skew clock path. Following tables show different reading
of setup paths and hold paths at two different frequencies: 2.4 and 3.6 GHz. In these
analyses, a total of 3840 paths, 1440 endpoints, 5232 connections were analyzed by
Xilinx software.

5.1 Setup Paths in Static Timing Analysis

From this observation, we found that setup path basically faces setup time violation,
which means the signal arrives at destination too late than the time it should reach
there. In Tables 8 and 9, we have done analysis on slack, data skew delay, and skew
clock path, for three paths with maximum values.

Table 8 accords us with report for static timing analysis on setup path at
2.4 GHz frequency, where maximum slack has maximum data path delay and skew
clock is almost the same for all three paths but in very less terms.

Table 9 subsidizes that when static timing analysis was done at 3.6 GHz fre-
quency, for minimum slack, it is observed that data path delay (DPD) is minimum
and skew clock path (SCP) is maximum.

This analysis for both frequencies is shown in Fig. 5.

Table 8 Static timing analysis on setup paths at 2.4 GHz frequency

Source Destination Slack Data path delay Skew clock path

Reg1_26 Reg1_22 −2.105 2.225 −0.261

Reg1_24 Reg1_22 −2.031 2.151 −0.261

Reg1_25 Reg1_22 −1.815 1.935 −0.261

Table 9 Static timing analysis on setup paths at 3.6 GHz frequency

Source Destination Slack Data path delay Skew clock path

Reg1_10 Reg1_10 −2.219 2.200 −0.261

Reg1_8 Reg1_30 −2.089 2.069 −0.262

Reg1_8 Reg1_16 −2.274 2.254 −0.262
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5.2 Hold Paths in Static Timing Analysis

Similar to setup path, hold path also suffers hold time violation which means that
the clock signal changes earlier as soon as the clock signal gets active. Here also,
analysis has been done on two different frequencies as shown in Table 10.

On observing Table 10, we see that in hold path, for maximum slack, there is
minimum data path delay and maximum skew clock path.

Table 11 notifies that at 3.6 GHz frequency, for hold paths, maximum slack has
minimum data path delay and minimum skew clock path. This analysis for both
frequencies is shown in Fig. 6.

Fig. 5 Slack, data path skew,
and skew clock path of setup
paths

Table 10 Static timing analysis on hold paths at 2.4 GHz frequency

Source Destination Slack Data path delay Skew clock path

Reg1_29 right Reg1_29 left −0.121 0.250 0.371

Reg1_23 left Reg1_23right −0.119 0.251 0.370

Reg1_23 right Reg1_23 left −0.104 0.265 0.369

Table 11 Static timing analysis on hold paths at 3.6 GHz frequency

Source Destination Slack Data path delay Skew clock path

Reg1_4 left Reg1_4 right −0.081 0.289 0.370

Reg1_32right Reg1_32left −0.051 0.356 0.407

Reg1_15left Reg1_32right −0.042 0.364 0.400
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5.3 Component Switching Limits

Component switching analysis insures us that the operating voltage is supplied to
the device within the range specified by the device. In this particular analysis, we
analyzed the slack, limit, and check values.

From Tables 12 and 13, we noticed that for both frequencies, slack, value, and
limit do not vary for min low and high pulse check; there is variation in values
when we increase the frequency, i.e., 2.4–3.6 GHz; therefore, percentage change in
this value is 19.6, 33.65, and 0% for slack, value, and limit, respectively.

6 Timing Report

In timing report, we examined the clock information report which tells us that at
clock signal CLK, clock buffer loads the signal of quantity 1024. It also shows that
speed grade of design is −3 and minimum period of design is 1.980 ns where
maximum frequency is 504.974 MHz, minimum input arrival time before clock is
2.213 ns, minimum output required time after clock is 0.640 ns.

Fig. 6 Slack, data path skew,
and skew clock path of hold
paths

Table 12 Component
switching report at 2.4 GHz
frequency

Check Slack Value Limit

Min period −1.176 0.416 1.592

Min low pulse −0.584 0.208 0.500

Min high pulse −0.584 0.208 0.500

Table 13 Component
switching report at 3.6 GHz
frequency

Check Slack Value Limit

Min period −1.315 0.277 1.592

Min low pulse −0.727 0.138 0.500

Min high pulse −0.727 0.138 0.500
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7 Mapping Report

Mapping report gives us the analysis of timing constraint, of placement and routing
of components on FPGA.

In Tables 14 and 15, we analyzed the mapping report of DES algorithm at two
different frequencies, i.e., 2.4 and 3.6 GHz. In this analysis, we noticed the amount
of worst-case slack, best-case achievement, timing error, and timing score for five
different checks. Mapping report gives us report of timing analysis which is done
directly from the placement and routing of the components on the board.

7.1 Worst-Case Slack in Mapping Report of DES Algorithm

In Fig. 7, we analyzed that worst-case slack is 26.8% and there is no change for
hold check. Min period check, min low pulse check, and min high pulse check vary
by 10.5 and 19.5 respectively.

Table 14 Mapping report of DES algorithm at 2.4 GHz frequency

Check Worst-case slack (ns) Best-case
achievement

Timing error Timing score

Setup −0.379 0.795 ns 960 138,768

Hold 0.069 – 0 0

Min period −1.176 1.592 ns 1025 599,192

Min low pulse −0.584 1.000 ns 1024 598,016

Min high pulse −0.584 1.000 ns 2048 1,196,032

Table 15 Mapping report of DES algorithm at 3.6 GHz frequency

Check Worst-case slack (ns) Best-case
achievement

Timing error Timing score

Setup −0.518 0.795 ns 1440 334,128

Hold 0.069 – 0 0

Min period −1.315 1.592 ns 1025 741,667

Min low pulse −0.726 1.003 ns 1024 744,062

Min high pulse −0.726 1.003 ns 2048 1,488,124
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7.2 Best-Case Achievement in Mapping Report of DES
Algorithm

In Fig. 8, infers that best-case achievement varies only for min low pulse check and
min high pulse check, i.e., by 0.299% both. For rest of the check, there is no
variation.

7.3 Timing Errors in Mapping Report of DES Algorithm

In Fig. 9, we analyzed that setup check changes by 33.33% from 2.4 to 3.6 GHz
frequency. For other checks, there is no variation in timing errors.

7.4 Timing Score in Mapping Report of DES Algorithm

In Fig. 10, variation in timing score of setup check is 58.46%, and min period
check, min low pulse check, and min high pulse check vary by 19.21, 19.62, and
19.62%, respectively. There is no change for hold check (Fig. 11).

Fig. 7 Component switching
limit for two different
frequencies

Fig. 8 Variation in
worst-case slack from
mapping report
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8 Generating Clock Report

In this analysis, we analyzed the amount of change in net skew and max skew of
DES algorithm at two different frequencies. The difference between the loads driven
by the net is called skew. Max skew is the timing constraint used to control the
amount of skew on a net (Table 16).

In Fig. 12, we noticed that there is 21.94% change in the net skew and 3.91%
variation in the max skew between two different frequencies 2.4 and 3.6 GHz.

Fig. 9 Variation in best-case
achievement from mapping
report

Fig. 10 Variation in timing
errors from mapping report

Fig. 11 Variation in timing
score from mapping report

Table 16 Comparison of
clock report at two different
frequencies

Clock net (GHz) Fan-out Net skew Max

2.4 407 0.185 1.300

3.6 405 0.237 1.353
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9 Conclusion

We conclude that in timing analysis, maximum changes compared to all timing
constraint are found for min high pulse check, for both frequencies and hold check
does not have best-case achievable.

Timing score is maximum setup check. After this, we did static timing analysis
report, which infers that in setup path performance, for maximum slack, data path
delay is maximum. In hold path performance, for maximum slack, we calculated
maximum delay. In component switching limit, slack is maximum for min period
check. With increase in frequency, low pulse and high pulse decrease. In mapping
report, we can reduce the slack by interchanging worst-case slack of min high pulse
by min period. Hold check does not vary for any of the cases; it remains constant.

10 Future Scope

In this particular research, we have implemented our research of timing constraint
analysis on the Artix-7 FPGA, whereas in near future, we can use vertex-8,
vertex-9, RC5, RC6, RC7, etc. Here, we have done timing analysis by which we
come to know about the changes of different timing constraint on the two different
frequencies; in near future, we can do its power analysis, from where we can
eventually get idea of time and power aspects of DES algorithm. Power and timing
analysis could help us replacing FPGA with any newer IC which would then come
into existence to obtain better results.

Fig. 12 Net skew and max
skew for two different
frequencies
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Input–Output Standard-Based Energy
Efficient UART Design on 90 nm FPGA

Rashmi Sharma, Bishwajeet Pandey, Vikas Jha, Siddharth Saurabh
and Sweety Dabas

Abstract This paper illustrates the behavior of the UART in response to the
various I/O standards. Research has been carried out to find out the most ideal
standard for UART design which would thereby minimize the losses. Increase in
power is seen as the frequency and capacitance for a standard are increased. When a
relative analysis is done for the different I/O standards, it has been found out that
LVCMOS18 consumes the least power and hence is the most efficient I/O standard
for the UART design. Increment in power consumption has been observed within a
percentage of 99.73–40% for a capacitance of 5 pF and 99.64–54.54% for a
capacitance value of 50 pF. XILINX software and Verilog Hardware Description
Language have been used for this purpose. The behavior for various standards has
been studied to get the most energy-efficient design for the UART. This would help
in increasing the output from the UART, thereby proving to be a boon in the field of
electronics where power consumption is a major issue.

Keywords Input � Output � Standard � Energy efficient � UART
90 nm � FPGA

R. Sharma (&) � B. Pandey � V. Jha
Gyancity Research Lab, Gurgaon, India
e-mail: rashmi@gyancity.com

B. Pandey
e-mail: gyancity@gyancity.com

V. Jha
e-mail: vikas.jnct@gmail.com

S. Saurabh
Giant Meterwave Radio Telescope, Khodad, Pune, India
e-mail: siddharthsaurabh1@gmail.com

S. Dabas
Maharaja Surajmal Institute, Janakpuri, India
e-mail: sweety.dabas@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S. K. Muttoo (ed.), System and Architecture, Advances in Intelligent Systems
and Computing 732, https://doi.org/10.1007/978-981-10-8533-8_14

139

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_14&amp;domain=pdf


1 Introduction

We have majorly worked on different input/output standards to get the most
energy-efficient UART design. We have analyzed the results for ten different
standards of FPGA which is the most budding element in the programmable logic
devices. We have studied the behavior of the UART which is the universal asyn-
chronous receiver transmitter corresponding to different I/O standards. The analysis
has been done for the 90 nm technology. UART is used for transforming the
parallel data into the serial forms. The power consumption has been analyzed for
various standards. After the analysis, we concluded that LVCMOS18 consumes the
least power as and when compared to the other standards at different values of
frequencies as well as capacitances. Therefore, this standard is the most energy
efficient.

2 Related Work

A designer had been engaged in research on the LVCMOS and HSTL I/O standards
in terms of impedance matching of the input and the output resistance using a Vedic
multiplier. However, we have emphasized on the comparison of the power con-
sumption by various I/O standards rather than being limited to only one of the many
available I/O standards [1]. Furthermore, another researcher had aimed on
designing an ALU by using the LVCMOS as the I/O standard on 28 nm FPGA
since it had consumed the least power but we are more concerned about the
comparative analysis of different standards on 90 nm technology [2]. Another
analyst had been keenly interested in designing an I/O standard-based processor
register on a very large-scale FPGA, whereas we have analyzed the results for
making an energy-efficient UART [3]. A researcher had worked on simulating a fire
sensor using the I/O standard SSTL, whereas we aim on making of a low-power
UART on 90 nm FGPA [4]. Also, another person researched on designing a par-
allel integrator on the FPGA using the SSTL I/O standard; nonetheless, we have
contemplated ourselves basically on the correlation between the various I/O stan-
dards [5]. To add more, another research scholar worked on the design of a mul-
tiplexer using the FPGA, whereas we have worked on making an energy-efficient
UART design using 90 nm FPGA technology [6]. Additionally, a researcher had
worked on output load capacitance with low power on FPGA, whereas we have
dealt with various standard specifications of the UART design [7].
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3 Objective

The major intent of the research is to analyze the power consumption by the various
I/O standards for a UART design on the FPGA with 90 nm size. We have drawn
various conclusions on the power consumption for each individual I/O standard at
different values of the capacitances and the frequencies (cited in Tables 1, 2, 3, 4, 5,
6, 7, 8, 9 and 10) and have drawn a table as well as comparing the power con-
sumption for all the I/O standards analyzed (Table 11). Every power consumption
in this universe is a form of a wastage. We aim at keeping the power consumption

Table 1 Power dissipation
with HSLVDCI_33

Capacitance 500 MHz 1000 MHz

5 0.212 0.216

50 0.218 0.229

Table 2 Power dissipation
with LVTTL

Capacitance 500 MHz 1000 MHz

5 0.005 0.010

50 0.011 0.022

Table 3 Power dissipation
with LVCMOS18

Capacitance 500 MHz 1000 MHz

5 0.003 0.006

50 0.005 0.010

Table 4 Power dissipation
with PCIX

Capacitance 500 MHz 1000 MHz

5 0.005 0.009

50 0.011 0.022

Table 5 Power dissipation
with GTL

Capacitance 500 MHz 1000 MHz

5 0.067 0.069

50 0.067 0.069

Table 6 Power dissipation
with HSTL_I

Capacitance 500 MHz 1000 MHz

5 0.167 0.169

50 0.167 0.170
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to the minimum. This would lessen the wastage of the resources and in turn would
improve the efficiency of the corresponding device. Therefore, we are finding
optimum range of the frequency, capacitance as well as the I/O standard at which
the UART would consume minimum amount of power to produce the most
desirable output in all respects. These viable conditions would in turn help in
finding as to where would the UART be of prime usage with least extravagancy of
the consumed power (Fig. 1).

Table 7 Power dissipation
with HSTL__IV

Capacitance 500 MHz 1000 MHz

5 0.238 0.240

50 0.238 0.240

Table 8 Power dissipation
with SSTL__II_DCI

Capacitance 500 MHz 1000 MHz

5 1.420 1.422

50 1.421 1.424

Table 9 Power dissipation
with LVDCI_15

Capacitance 500 MHz 1000 MHz

5 0.032 0.035

50 0.033 0.037

Table 10 Power dissipation
with PCI33_3

Capacitance 500 MHz 1000 MHz

5 0.005 0.009

50 0.011 0.022

Table 11 Comparison for various I/O standards

5 pF 50 pF

I/O standard 500 MHz 1000 MHz 500 MHz 1000 MHz

HSLVDCI_33 0.212 0.216 0.218 0.229

LVTTL 0.005 0.010 0.011 0.022

LVCMOS18 0.003 0.006 0.005 0.010

PCIX 0.005 0.009 0.011 0.022

GTL 0.067 0.069 0.067 0.069

HSTL_I 0.167 0.169 0.167 0.170

HSTL__IV 0.238 0.240 0.238 0.240

SSTL__II_DCI 1.420 1.422 1.401 1.424

LVDCI_15 0.032 0.035 0.033 0.037

PCI33_3 0.005 0.009 0.011 0.022
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4 Results

4.1 High-Speed Low-Voltage Digitally Controlled
Impedance

There is an increase of 2.7% in I/O power as the capacitance is scaled up from 5 to
50 pF at a frequency value of 500 MHz. To add more, there is an increase of 5.6%
in I/O power as the capacitance is scaled up from 5 to 50 pF at a frequency value of
1000 MHz for the HSLVDCI_33 logic as depicted in Table 1 and Fig. 2.

4.2 Low-Voltage Transistor Logic

There is an increase of 54.54% I/O power as the capacitance is scaled up from 5 to
50 pF at a frequency value of 500 MHz. To add more, there is an increase of
54.54% I/O power as the capacitance is scaled up from 5 to 50 pF at a frequency
value of 1000 MHz for the LVTTL logic as depicted in Table 2 and Fig. 3.

Compara ve analysis of power 
consump on for UART.

Capacitance varied for 
a par cular standard 

and I/O power 
analyzed.

Frequency varied for a 
par cular standard and I/O 

power analyzed.

I/O standards for UART 
varied and power 

consump on compared for 
each.

Fig. 1 Techniques for analyzing various power consumption parameters
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Fig. 2 Power consumption
for HSLVDCI_33 at different
frequencies
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4.3 Low-Voltage Complementary Metal Oxide
Semiconductor

There is an increase of 40% in I/O power as the capacitance is scaled up from 5 to
50 pF at a frequency value of 500 MHz. To add more, there is an increase of 40%
in I/O power as the capacitance is scaled up from 5 to 50 pF at a frequency value of
1000 MHz for the LVCMOS18 logic as depicted in Table 3 and Fig. 4.

4.4 Peripheral Component Interconnect Extended

There is an increase of 54.54% in I/O power as the capacitance is scaled up from 5
to 50 pF at a frequency value of 500 MHz. To add more, there is an increase of
59.1% in I/O power as the capacitance is scaled up from 5 to 50 pF at a frequency
value of 1000 MHz for the PCIX logic as depicted in Table 4 and Fig. 5.
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Fig. 3 Power consumption
for LVTTL at different
frequencies
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Fig. 4 Power consumption
for LVCMOS at different
frequencies

144 R. Sharma et al.



4.5 Gunning Transceiver Logic

There is no increase/decrease in the I/O power as the capacitance is raised from 5 to
50 pF for the frequency 500 MHz as well as 1000 MHz for the GTL logic as
depicted in Table 5 and Fig. 6.

4.6 High-Speed Transistor Logic I

There is no increase in I/O power as the capacitance is scaled up from 5 to 50 pF at
a frequency value of 500 MHz. To add more, there is an increase of 0.5% I/O
power as the capacitance is scaled up from 5 to 50 pF at a frequency value of
1000 MHz for the HSTL_I logic as depicted in Table 6 and Fig. 7.
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Fig. 5 Power consumption
for PCIX at different
frequencies
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Fig. 6 Power consumption
for GTL at different
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4.7 High-Speed Transceiver Logic IV

There is no increase/decrease in the I/O power as the capacitance is raised from 5 to
50 pF for the frequency 500 MHz as well as 1000 MHz for the HSTL_IV logic as
depicted in Table 7 and Fig. 8.

4.8 Stub Series Terminated Logic_II_Digitally Controlled
Impedance

There is an increase of 0.7% I/O power as the capacitance is scaled up from 5 to
50 pF at a frequency value of 500 MHz. To add more, there is an increase of 1.4%
I/O power as the capacitance is scaled up from 5 to 50 pF at a frequency value of
1000 MHz for the SSTL_II_DCI logic as depicted in Table 8 and Fig. 9.
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Fig. 7 Power consumption
for HSTL_I at different
frequencies
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Fig. 8 Power consumption
for HSTL_IV at different
frequencies
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4.9 Low-Voltage Digitally Controlled Impedance_15

There is an increase of 3% I/O power as the capacitance is scaled up from 5 to
50 pF at a frequency value of 500 MHz. To add more, there is an increase of 5.4%
I/O power as the capacitance is scaled up from 5 to 50 pF at a frequency value of
1000 MHz for the LVDCI_15 logic as depicted in Table 9 and Fig. 10.

4.10 Peripheral Component Interconnect

There is an increase of 54.54% I/O power as the capacitance is scaled up from 5 to
50 pF at a frequency value of 500 MHz. To add more, there is an increase of 59.1%
I/O power as the capacitance is scaled up from 5 to 50 pF at a frequency value of
1000 MHz for the PCI33_3 logic as depicted in Table 10 and Fig. 11.

At 500 pF capacitance, the LVCMOS18 consumes the least power at 500 MHz
as well as 1000 MHz. There is an increase of 95.63, 54.54, 54.54, 85.5, 94.11,
95.83, 99.29, 79.29, and 54.54% in the power consumption for HSLVDCI_33,
LVTTL, PCIX, GTL, HSTL_I, HSTL_IV, SSTL_II_DCI, LVDCI_15, and
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50pF

Fig. 9 Power consumption
for SSTL_II_DCI at different
frequencies
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Fig. 10 Power consumption
for SSTL_II_DCI at different
frequencies
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PCI33_3 I/O standard at a frequency of 1000 MHz Additionally, the power con-
sumption inflates by 97.7, 90.90, 90.90, 92.53, 97, 97.89, 99.64, 84.84, and 90.90%
for HSLVDCI_33, LVTTL, PCIX, GTL, HSTL_I, HSTL_IV, SSTL_II_DCI,
LVDCI_15, and PCI33_3 I/O standard at a frequency of 500 MHz as shown in
Table 11 and Fig. 12.

At 5 pF capacitance, the LVCMOS18 consumes the least power at 500 MHz as
well as 1000 MHz. There is an increase of 97.22, 40, 33.33, 91.3, 94.67, 97.5,
99.57, 82.85, and 33.33% in the power consumption for HSLVDCI_33, LVTTL,
PCIX, GTL, HSTL_I, HSTL_IV, SSTL_II_DCI, LVDCI_15, and PCI33_3 I/O
standard at a frequency of 1000 MHz Additionally, the power consumption inflates
by 98.58, 40, 40, 95.52, 98.2, 98.73, 99.78, 90.62, and 40% for HSLVDCI_33,
LVTTL, PCIX, GTL, HSTL_I, HSTL_IV, SSTL_II_DCI, LVDCI_15, and
PCI33_3 I/O standard at a frequency of 500 MHz as shown in Fig. 13.
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Fig. 11 Power consumption
for PCI33_3 at different
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Fig. 12 Power consumption
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5 Conclusion

We hereby conclude that out of the various I/O standards analyzed here, the
LVCMOS18 standard consumes the least power at 500 MHz as well as 1000 MHz
frequency both for 5 and 500 pF capacitances. The LVCMOS18 standard is
therefore the best one since it curtails the power consumption to the maximum,
thereby manifesting to be the most dominant I/O standard in terms of the efficiency.
Hence, if the UART is designed using this standard at 90 nm FPGA technology, we
are expected to face the least amount of the power dissipation, thereby achieving
maximum amount of efficiency in terms of the power wastage for the UART. This
leads us to a conclusion that the LVCMOS18 standard should be used more often.

6 Future Scopes

For this analysis, we have utilized the FPGA as a PLD which is an IC in two
dimensions. In the times yet to come, we could possibly be using the 3D ICs. Also
here, we have worked upon the 90 nm technology; however, as the time progresses
the chip size gets smaller. Hence, shortly we would be using the shorter chip sizes
just as today industry mostly uses the 28 nm technology. Also, newer input/output
standards would be introduced which would provide a better comparative analysis.
With all this yet to come, the UART would witness a further increase in its effi-
ciency. FPGA could also be replaced by some other hugely advanced IC taking the
research work in the field of the UART a step ahead. UART could as well be
replaced by some other networking devices like routers, gateways, Internet proto-
cols as well as bridges.
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Different Configuration of Low-Power
Memory Design Using Capacitance
Scaling on 28-nm Field-Programmable
Gate Array

Inderpreet Kaur, Lakshay Rohilla, Alisha Nagpal, Bishwajeet Pandey
and Sanchit Sharma

Abstract A real capacitor will have some power dissipation, whereas an ideal
capacitor will not dissipate any power. In this paper, we designed a capacitance
scaling-based low-power RAM design. Our work aims to analyze how the memory
circuit works using capacitance scaling does and varying temperatures. This design
is implemented in Verilog. Usually, for the functioning of a device, the junction
temperature is below 125 °C. If we scale down frequency from 10 to 4.5 GHz, 2.3
and 1 GHz then there is 42.96, 59.03, and 70.4% reduction, respectively, in total
power at 5 pF output load. With the increase in capacitance, there should be the
increase in junction temperature. But the novelty of our work is that we can control
the effect of capacitance scaling on junction temperature with the help of addition
airflow of 500 Linear Feet per Minute (LFM).
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1 Introduction

A field-programmable gate array is an organized set of the gate array. Each gate
array represents a specific reconfigurable logic circuitry. FPGA is used to perform
design and implementation of hardware for a software application. In the place of
various discrete elements, FPGA gives us flexibility by integrating millions of logic
gates in one integrated circuit. Any FPGA must have memory, logic, and recon-
figurable interconnect. FPGA is free from the operating system. It uses dedicated
hardware to process logic. The good thing in FPGA is that different processing
logic will not do a competition to get same resources because they are parallel and
therefore with the addition of any processing component in the circuit puts no effect
on the performance of the other processing part. Wireless sensor and actuators
networks have a direct application of FPGA in both connectivity and communi-
cation. Capacitance is an ability of an object to hold the charge. The capacitor can
hold many electrons for a given voltage is a measure of its capacitance. Figure 1
represents the effect of capacitance scaling on two different parts and its equivalent
on overall system.

2 Related Work

Researcher inserts 128-bit IPv6 address in a RAM and transforms general RAM
into the particular type of RAM, i.e., IOTs Enable RAM [1]. IOTs Enable RAM is
nothing but the Internet of Thing Enable RAM. This work deals with only one
configuration of RAM [1]. Whereas, we are dealing with different types of RAM.
Thermal stability along with power requirement of RAM is another research area
[2]. In this work, we are also analyzing junction temperature, maximum ambient
temperature, and effect of capacitance on both power and heat. RAM can read and

Fig. 1 Expression of
capacitance scaling
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write. There are many input port as well as the output port in RAM. Therefore,
selection of IO standard plays an important role to regulate power dissipation of
RAM [3]. High-speed transceiver logic (HSTL) is used to design energy efficient
RAM [4]. Embedded memory blocks in contemporary FPGA devices exhibit a
range of sizes and control structures [5]. We have to take care of these resources to
control power dissipation of the whole FPGA. Operating frequency and ambient
temperature play an essential role to regulate junction temperature of the device [6].

3 Junction and Ambient Temperatures

In any electronic appliances, the maximum temperature of silicon in any corner is
known as junction temperature. It tells about the durability of a device. It should be
less than 125 °C.

Ambient temperature is usually referred to the standard normal temperature, that
is 21 °C. Device emits heat when the silicon in the device is powered up. The
ambient temperature is directly proportional to junction temperature. Heat will
continue to flow from silicon to the surrounding environment according to first law
of thermodynamics as shown in Fig. 2. The mathematical expression for calculating
junction temperature is TJ = TA + RQJA * power as shown in Fig. 3, where TJ
refers to junction temperature, TA refers to ambient temperature, and RQJA refers to
the junction to ambient thermal resistance.

Fig. 2 Junction and ambient
temperature

Fig. 3 Mathematical
diagram for junction
temperature
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A significant increase in junction temperature leads to unreliability of IC
chip. To determine an efficient airflow for the system, it is vital to calculate junction
temperature of memory circuit keeping SSTL 135 as I/O standards.

4 Stub Series Terminated Logic

4.1 Junction Temperature with SSTL135 I/O Standard
for Auto RAM Style

As the frequency increases, the junction temperature of the device also increases. In
Table 1, at 1, 2.3, 4.5, and 10 GHz the junction temperature is 25.4, 25.6, 25.9, and
26.6 °C, respectively.

4.2 Junction Temperature with SSTL135I/O Standard
for Distributed RAM Style

In Table 2, it is observed that from the frequencies 1–10 GHz, junction temperature
is 25.4, 25.6, 25.9, and 26.6 °C, respectively.

4.3 Junction Temperature with SSTL135 I/O Standard
for Bufgdll BRAM

In Table 3, it is observed that from the frequencies 1–10 GHz, junction temperature
is 25.4, 25.6, 25.9, and 26.6 °C, respectively.

5 Thermal Analysis of Different RAM Styles

5.1 For frequency Range 1–10 GHz

As observed in Table 4, junction temperature for RAM style auto, distributed, and
Bufgdll increases with increases in frequency. At 2.3 GHz, there is 0.78% increase
in junction temperature compared with junction temperature at 1 GHz. At 4.5 GHz,
there is 1.1% increase in junction temperature compared with junction temperature
at 2.3 GHz. At 10 GHz, there is 2.7% increase in junction temperature compared
with junction temperature at 4.5 GHz.
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Figure 4 shows a rise in temperature with frequency. For 1 GHz, junction
temperature is 25.4 °C. For 2.3 GHz, junction temperature is 25.6 °C. For
4.5 GHz, junction temperature is 25.9 °C. For 10 GHz, junction temperature is
26.6 °C.

5.2 Power Consumption for Capacitance 5 pF
and Airflow = 250 Linear Feet per Minute

From Table 5, it can be observed that at 1 GHz power consumed is 0.164 W, while
at 2.3 GHz there is 27.7% increase in power. Similarly, at 4.5 and 10 GHz there is
28.1 and 42.9% rise in power, respectively.

Table 4 Variation of
junction temperature with
SSTL135

Frequency
(GHz)

Auto (°C) Distributed (°C) Bufgdll (°C)

1 25.4 25.4 25.4

2.3 25.6 25.6 25.6

4.5 25.9 25.9 25.9

10 26.6 26.6 26.6

24.5

25

25.5

26

26.5

27

1GHz 2.3GHz 4.5GHz 10GHz

Junc. T

Fig. 4 Variation of junction
temperature at different
frequencies, Junc. T—
junction temperature

Table 5 Variation of power with SSTL135

Frequency (GHz) Capacitance (pF) Airflow Total power (W)

1 5 250 0.164

2.3 5 250 0.227

4.5 5 250 0.316

10 5 250 0.554
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Figure 5 shows power consumption at the frequency ranging from 1 to 10 GHz
at capacitance 5 pF and airflow as 250 Linear Feet per Minute. Power consumed at
1, 2.3, 4.5, and 10 GHz is 0.164, 0.227, 0.316, and 0.554 W, respectively.

5.3 Power Consumption for Capacitance 50 pF
and Airflow = 500 Linear Feet per Minute

From Table 6, it can be observed that at 1 GHz power consumed is 0.167 W, while
at 2.3 GHz there is 26.1% increase in power. Similarly, at 4.5 and 10 GHz there is
31.09 and 43.5% rise in power, respectively.

Figure 6 shows power consumption at the frequency ranging from 1 to 10 GHz
at capacitance 50 pF and airflow as 500 Linear Feet per Minute. Power consumed at
1, 2.3, 4.5, and 10 GHz is 0.167, 0.226, 0.328, and 0.581 W, respectively.

Total Power(W)
Capacitance(pF)0

0.2

0.4

0.6

1GHz 2.3GHz 4.5GHz 10GHz
Total Power(W) Capacitance(pF)

Fig. 5 Consumption of
power for cap. = 5 pF and
airflow = 250

Table 6 Variation of power with SSTL135

Frequency (GHz) Capacitance (pF) Airflow Total power (W)

1 50 500 0.167

2.3 50 500 0.226

4.5 50 500 0.328

10 50 500 0.581

Total Power(W)
Capacitance0

0.2

0.4

0.6

1GHz 2.3GHz 4.5GHz 10GHz

Total Power(W) Capacitance

Fig. 6 Consumption of
power for cap. = 50 pF and
airflow = 500
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5.4 Power Consumption for 1–10 GHz

From Fig. 7, we observe that at 2.3 GHz for IO power reduction is 28.6% whereas
for total power reduction is 26.1%. Similarly, at 4.5 GHz IO power reduction is
32.9% whereas for total power reduction is 31.09%, and at 10 GHz IO power
reduction is 45.07% whereas for total power reduction is 43.5%.

6 Conclusion

The key aim of this work was to design power-efficient memory circuit using
capacitance scaling and thermal analysis. At 25.6 °C and frequency of 1, 10,
100 GHz, we observed 0.78, 1.1, and 2.63% increase in junction temperature,
respectively. Also, we noted that on varying airflow and changing heat sink to high
profile the junction temperature differs accordingly. It is observed that at 4.5 GHz
when the capacitance is 5 pF, airflow is 250, and heat sink is medium profile, the
junction and ambient temperatures are 25.7 and 84.3 °C, respectively. Whereas
when the capacitance is scaled and changed to 50 pF, keeping airflow at 500 and
heat sink at high profile, the junction and ambient temperatures are 25.6 and 84 °C,
respectively. This shows that with scaling the capacitance junction temperature
decreases whereas ambient temperature increases.
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Fig. 7 Power consumption at different frequencies
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7 Future Scope

Here, 28-nm Virtex-6 FPGA is in use. We can redesign this memory circuit on
Xilinx’s 28-nm Artix-7, Altera’s Stratix FPGA, ECP, XP, SCP/M series FPGA of
Lattice, ABAX FPGA of Tabula, FPLIC series FPGA of Atmel, etc. This
thermal-aware approach can be extended to different hardware like router, gateway,
and another device which are specially required for green and thermal-aware
communication.
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Ardudroid Surveillance Bot

Himanshu Verma, Gaurav Verma, Jaswanth Yarlagadda,
Ashish Sharma and Sandeep Banarwal

Abstract A robot is an engine that is controlled and guided by CPU and electronic
programming. With recent advances in mobile technology, mobile phones have
shown incredible range of possible applications. Manipulation of latest robot which
knows how to be proscribed using an android application should be in reach.
Through this work, a robot is developed which is based on android phones that
could be the basic prototype for the ground surveillance robot. Remote buttons are
used in the application that is used to control the motion of the robot through the
use of Bluetooth interface between app and Arduino. This robot is capable of
continuously streaming photographs in the field area and uploading the picture on
our cloud server in an encrypted form so as to make that it cannot be hacked or get
into the wrong hands.

Keywords API’s � Eclipse Juno � Arduino � Surveillance � JAVA
SDK platforms

1 Introduction

The major purpose of our work is to build up an advance mobile robot surveillance
platform that can quickly be deployed in the field with minimal cost and training. In
this work, the readily available commercial parts for the robot chassis as well as
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electronic components are used [1, 2]. The user interface must be carefully designed
to provide an immediate sense familiarity for each use with minimal training. These
days’ smart devices are fetching more attraction as they are power packed with most
recent processors, with enlarged storage space and additional communication
methods [3]. Due to the development in wireless skills, there are numerous cor-
relation techniques worn like GSM, Wi-fi, Zigbee, and Bluetooth to transport data.
Every connection requires a different set of specifications and applications. From
the above four that often implemented in this work, Bluetooth is implemented
because of its suitability to the work and because of its capability. Android is an
open-source platform which has been broadly worn in smart devices and has entire
software parcel consists of an in use system android versions like windows is used
by Microsoft for their phones, core applications, etc [4, 5]. The work has been
divided into two phases: in first phase of work, we have presented and developed
robots controlled by mobile phones. We have developed two modes of operation
for robot to be controlled by phone which are as follows:

Button Control: We have designed an android application in which we have built
buttons to control the motion of robot. If “forward” command is given to the bot, it
will move forward and act according to the corresponding command.
Accelerometer Control: We have used the already developed accelerometer in
your android phones to get the values to decide in which direction the robots will
move and send the values to the Arduino and it act accordingly. If you tilt your
phone forward, then the bot will move forward and so on.

In second phase of work, we had actually started developing our surveillance
robot; till now, we have been clear about the motion of the robot through appli-
cation. The objective to create surveillance bot has been achieved by using two
smartphones, first one mounted on the robot (as it is a prototype, otherwise we can
use Wi-fi camera) that will send images as required by the system. This smartphone
also sends us the GPS location of the bot through our cloud server. Second
smartphone is with the user to control the robot and to receive the images and see
the location of the bot. We have added one more feature to the bot that it will be
uploading the images to our secured cloud server in an encrypted form, and if any
case our robot will be caught, we have our data stored in the cloud and we can
download it and decrypt it. This way we are going to build our surveillance robot,
and we will be providing detail on each of the aspect of the designed robot.

2 Hardware Design

Surveillance robot is designed optimally which provides mobility to the platform, as
well as to the mounted camera-phone on the robot [6, 7]. In order to meet those
requirements, we use following hardware parts.
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2.1 Android Device

The most important part of this work is android device with inbuilt accelerometer
and Bluetooth in it [8]. We have used nexus 4 (mounted on the bot) and nexus 5
(receiving images and controlling the bot) working right now on android version
5.0.1, i.e., lollypop. Android is a mobile OS (operating system) comprises of Linux
kernel and at present urbanized by Google [9]. Android consumer interfaces based
on straight exploitation and is premeditated largely for touch screen cellular devices
such as smartphones, tablet, and computers. If we talk about the hardware platform,
it is based on ARM architectures, i.e., ARM 7 or cortex series in different versions
of 32- and 64-bit variants. In our work, we have used the android inbuilt capability
to find and connect to peers’ device through Bluetooth and also use the inbuilt
accelerometer sensor in the android phone to control the motion of the robots.

2.2 Bot Chassis

To control the motion as described in this work, there are many forms of chassis
available in the market. Chassis used by us in this work is shown in Fig. 1.

2.3 Microcontroller Board (Arduino UNO)

Microcontroller board used in this work is Arduino UNO which controls the robot
and connects through Bluetooth module to sink with the mobile application to get
commands and act accordingly. Arduino being a folks of single-board microcon-
trollers designed to help in building different attractive and interactive projects with
very ease. Interaction with the devices in Arduino environment is very easy such
that we can easily operate sensors and actuators on it. Due to its easy implemen-
tation of IDE (integrated development environment) which is applicable to almost

Fig. 1 Chassis used in the project
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all versions of OS devices, users are free to choose programming language, i.e., C
or C++. So anyone with basic background of programming language of either one
of the above can easily programmed their robots or system to act accordingly and
would able to see their code applying practically (Fig. 2).

2.4 Bluetooth Module

Bluetooth technology is an emerging technology and is used as wireless standards
in field of communication. It uses UHF short-wavelength radio waves (frequency
hopping spectrum technology included) for communication from remote or fixed
devices. Transfer of data takes place in the form of packets and further addressed to
designated Bluetooth channels. Module which we are using in our work is HC-06,
and communication is performed on android-based platform in handset. Such
platform is used to form a connection between our module and application in
device. As Bluetooth serial interface and adapter being its parts, our application
works in two modes, i.e., slave and master mode. TXD and RXD are two important
signals which are used to establish connection such as in serial port communication
devices. Our Bluetooth module can communicate computer and other smartphones

Fig. 2 Arduino UNO board
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with the help of Bluetooth adapter. Basically, master module is used as an reference
module to establish or pair connection with devices with slave module or appli-
cation such that password reinforcement should be in proper order (Fig. 3).

2.5 Motor Driver Board

L293D consists of two H-bridges which is an electronic circuit that can be
described as the circuit which provides enabling voltage that can be provided to
load in direction we want. This circuitry is used in robotics applications to enhance
capability of DC motors to pursue operation in forward and backward motions.
I have used a L293D H-bridge circuit to control the dc motor to be controlled by
Arduino board. It is intended to afford bidirectional currents of up and about
600 mA and voltages around 4.5–36 V.

2.6 DC Motor

To make any mechanical movement is made possible through the use of electric
motors. Motors obtain electrical energy and turn out mechanical energy which in
through provides mechanical movements in different motions. We can see many
examples of usage of electric motors in automobiles, robots, handover control
implements, and many more such applications exist today.

Fig. 3 Arduino and Bluetooth module connection
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3 Electronics of the System

Arduino and Bluetooth are connected through there RX and TX pins to make them
serially communicate and make sure that you will give power supply voltage not
more than 3 V to the Bluetooth module. To connect motor to Arduino, we use
Arduino motor driver shield for this we connect 4 pins from any of the 13 pins to
the driver board to which motors are connected. Connect your TXD pin of Arduino
to RXD pin of Bluetooth module and RXD pin of Arduino to TXD pin of Bluetooth
module (Fig. 4).

Now power the Bluetooth module through Arduino 3 V pin (recommended) and
provide ground through Arduino to the Bluetooth module which completes the
configuration between Arduino and Bluetooth module. Now connect four pins (say
6, 7 and 10, 11) from Arduino to the motor driver board pins M1 and M2 (two
each). Now connect the motors to the driver board in the given pins directly. This
will complete the configuration of Arduino and driver board. Assemble all this
system on your chassis, and see your hardware design completed. In our work, we
did not change our hardware to great extent; there is a very small change that we
have embedded a mobile phone on our chassis to get the images and videos, and for
that, we have to change our chassis only, otherwise all the above-mentioned con-
nections are same. Above the chassis another platform is made to hold the phone at
place, and we kept battery here also to power the Arduino.

Fig. 4 Circuit diagram of work
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4 Software Implementation

We have programmed for android application to control the motion of the robot
through its connection through Bluetooth and also programmed in Arduino on the
basis of the value getting from the application through Bluetooth. We make an app
in Eclipse to pair with Bluetooth module attached to Arduino and send and receive
data serially using Bluetooth of android device. This software uses JAVA coding.
For most reachability and updated functions to use, we code the android app in API
17 and use the SDK manager to download the files required. We have used SDK
manager to download the android directories for the Eclipse, android drivers, and an
emulator to test the app in laptop before using in an android phone. Viewpoint of
Eclipse software can be described as compilation of editor region and views
regarding it. Different windows of Eclipse may have different persona open, but at
one point of time only one viewpoint is right. Appearance of Eclipse window can
be controlled by viewpoint window and can have several editors restricting to
condition that only one window is active at one point of time (Fig. 5).

To design the UI for this work, you need to know how to create text fields,
buttons, layouts and menu. Whole code will be in activity_main.xml. We use View

Fig. 5 Master application
view
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Flipper in xml file to change different frames while user interfaces with the app and
Linear Layout in xml file to place many objects linearly in the layout. We have
used functions like “onCreate”, “setOnClickListener”, “setOnItemClickListener”,
BluetoothAdapter, SensorManager. While talking about the accelerometer part, for
this we have used magnetometer and accelerometer sensors collectively and send
both the data to rotation matrix (pre-defined) to receive the angle of the mobile
phone (Fig. 6).

Magnetometer tells the direction of magnetic field, and accelerometer tells the
acceleration at X, Y, Z axis of the mobile phone at a point in space. Note that the
BluetoothAdapter function does not work in emulator because it is not possible to
virtually simulate Bluetooth in the emulator. But other activities like the layout and
buttons can be tested. Export the app into an android device with minimum version
of 4.2. In our work, we have used another smartphone mounted on the top of the bot

Fig. 6 Slave application
view
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acting as wireless camera and GPS provider. We have to develop another appli-
cation called “slave” app which is going to upload the images in our secure cloud
server after encrypting it using our algorithm and sends us the location of the bot.
The main application “blueandr” is added with extra features to download it on the
user mobile and decrypt it and also shows the current location of the bot. In this
application, I have used Amazon Web services to store data on the cloud. The
credentials used in the app are our private data. For encoding and decoding, I have
used blowfish algorithm. For capture of the photograph, we have used hardware
camera, and for GPS, we have used location manager.

Blowfish algorithm is used for our secure image transmission from one source to
other source. Its code is mentioned in EncryptFile.java of this application. In our

Fig. 7 Steps of blowfish algorithm
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work, selected image has to be passed through the blowfish algorithm twice; that is,
when the selected first image is encrypted and we get the encrypted image, then
again it is passed again through the algorithm and we get our final encrypted image
which gets uploaded and same when we are downloading the image, it has to be
passed twice through the algorithm to get finally decrypted image. This algorithm
comprises of two parts as Data Encryption and key Expansion. Around 448 key
parts are converted into subarrays in key Expansion part. Data Encryption has a role
to play as 16 times of a network iteration is performed. Each of the rounds consists
of permutation dependent on the key and substitution of key and data-dependent.
Generally, operations used in Data Encryption are performed on 32-bit words in
additive and XOR’s circuits (Fig. 7).

5 Conclusion and Significance

The distant manage function by smart handset provides aid and support particularly
for surveillance teams in the outer field. Different pliant types of acquaintances are
intended as endorsement acquaintances to the structure. The GUIs of the applica-
tions are synchronized to the control board, and system is designed such that it is
user-friendly interface. This bot can be used as a surveillance drone on the ground
and be used to get the surveillance of the surrounding without knowing anybody
giving an advantage to the search teams in India to navigate the whole arena and get
a hold of any tricky situation. As this is not as costly as drone, it can be used more
often and it is more effective on ground. By adding an infrared or ultrasonic sensor,
an autonomous mode can be implemented and the robot will drive around col-
lecting data. This application can be run over Wi-fi that make it easier to connect to
a Web site; this will allow to make multiple robots driving around a facility giving a
better surveillance. The phone’s microphone can be used to detect and transmit
audio to alert the user.
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Development of Cross-Toolchain
and Linux Device Driver

Gaurav Verma, Mohammad Imdad, Sandeep Banarwal,
Himanshu Verma and Ashish Sharma

Abstract An embedded system is a combination of hardware and software pro-
gram. Embedded systems have a very wide range varying from a simple 8051
microcontroller device to high-speed processor devices, which are even capable of
running operating systems. Depending on the hardware design and architecture, an
embedded system may run a simple C program or even an operating system. The
trending IOT (Internet of Things) and automation applications require
high-performance systems which can also support high definition graphics. An
embedded OS is a running approach for embedded computer systems. These run-
ning methods are designed to be small, efficient optimized, and strict in using
resources, simply known as RTOS. The machine running an embedded working
system could be very constrained in resources akin to RAM and ROM, and for that
reason programs made for embedded hardware are very distinct in their perfor-
mance. Because of reminiscence obstacles, embedded working programs are
commonly written in meeting language, however for some excessive-finish hard-
ware, some of them are additionally written in additional transportable languages,
like C.

Keywords RTOS � IoT � Cross-compiler � Toolchain
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1 Introduction

A compiler is a program that turns source code into an executable. A particular
compiler compiles the program on a host computer and the executable file it
generate can be executed on unique form of computer [1, 2]. A toolchain is the set
of compiler, linker, libraries plus other tools that are needed to produce the exe-
cutable like shared libraries. A debugger or IDE can also be regarded as part of a
toolchain. A simple application progress toolchain can include a compiler and a
linker to convert the source code into an executable application, libraries to provide
interfaces to the operating system, and a debugger.

2 Cross-Toolchain

Every Linux installation requires these three commands very frequently. Generally,
we get Linux software in the tarball format (tgz). These files have to be decom-
pressed using tar command. If we have a new tarball by the name Linux.tgz, then
we need to type the following commands:

1. $ tar xfv lmnx, tgz
2. $./some-path/configure
3. $make

The end result is a makefile as shown in Fig. 1.

Fig. 1 End result of configure command for binutils is a makefile
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The install section is the part where the executables and other required files
created during ‘make’ and copied into the required final directories. For example,
the executable file that runs may be copied to the/use/local/bin so that all users are
able to run the software. Similarly, all the other files are also copied to the standard
directories in Linux. When make is in execution, all the executables are created in
the temporary directory where we had unzipped original tarball. So when ‘make
install’ is executed, these executables are copied to the final directories.

2.1 Building a Cross-Compiler Toolchain

Building GCC involves fetching the sources, getting them ready for compilation, and
then executing them as per procedure. While building a toolchain, we encountered
some compatibility issueswhichwere due to some versions of toolchain resources that
were unable to work together. So, it is mandatory to use all the packages that support
and are compatible with other packages. But this can only be realized by analyzing
errors while building tools means it is a hit- and trial-based analysis.

Steps required for building a GCC cross-compiler are as follows:

• Download the packages
• Setting the build environment
• Build the binutils
• Getting the kernel headers
• Build a bootstrap GCC
• Using the bootstrap GCC to build the glibc library
• Building the final GCC

Install using cross-toolchain: Firstly, we need to download all the desired pack-
ages for the toolchain [3, 4]. We used the following packages for building our
toolchain:

• Binutils-2.l0.1.tar.gz
• Glihc-213 with glibc-ports-2.9
• GCC-4.3.2 with gmp, mpfr and mpc packages
• Linux kernel 2.6.32.63

After downloading all the required packages, unzip all the packages in toolchain
directory and move gmp, mpc, and mpfr packages to GCC directory and glibc-ports
in glibc, and then followed these steps:

• Choose a target name
• Setting up the directory structure
• Build binutils
• Kernel headers
• Building bootstrap GCC
• Build glibs
• Building the final GCC
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3 Porting Linux on Mini2440

To install Linux, we need a bootloader, image of a Linux kernel (2.6.32 is sup-
ported by mini2440) and image of root file system. The root file system image and
kernel image are no longer available on Friendlyarm.net [5, 6]. Hence, we had to try
various third-party images that were downloaded from different blogs, forums, etc.
Finally, the resources downloaded from bi11.sfonnn worked. We also tried to make
an image of kernel by kernel compilation, but our compiled image was of much
bigger size than the readily available image. So, the board would crash every time
we tried to use our image. The steps for installing Linux are given as follows:
connect serial port of mini2440 to USB port of laptop via serial to USB connector
[7], install virtual machine or take another PC which has Windows-XP, and connect
a USB port from PC to mini2440 board. We need DNW and PuTTY running on our
systems; the DNW tool requires Windows-XP, and no version of PuTTY is com-
patible with Window-XP. So we used PuTTY on our Windows 8 system along with
DNW in Windows-XP which was running on a virtual machine simultaneously.
After all, connections have been made, connect power and switch S2 to NOR as
shown in Fig. 2. Now switch on the power (Figs. 3 and 4).

Fig. 2 Snapshot of NOR boot menu
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Step for creating an image :

• Go in the directory of Linux kernel.
• Run#make menu configure the terminal as shown in Fig. 5.

This menu is used to customize the tools and drivers required in the kernel. After
selection, appropriate option exits the menu (Fig. 6).

• Run#make image after 10–12 min of compilation, it will give the image in
directory arch/arm/boot. This image is a compressed version of kernel.

Fig. 3 Snapshot of DNW tool

Fig. 4 Snapshot of DNW tool when transmit/restore is clicked
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4 Working on Qt Applications

After installation of toolchain, tslib, and Qt-everywhere, we have to manually add
the cross-compiled toolchain along with the version of Qt-everywhere as shown in
Figs. 7 and 8.

After setting up the environment for cross-compilation, we started working on a
simple application, which would control the RGB led’s according to our choice of
color. Unfortunately, we could not get the GPIO pins and network drivers running,
so we had to limit our application to a simple touch screen application. However,
we intend to continue this project further on a beaglebone board (Fig. 9).

Fig. 5 Kernel configuration menu

Fig. 6 Image destination directory
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Fig. 7 Different QT versions for desktop and board application

Fig. 8 Manually added cross-toolchain and other default toolchain in system

Development of Cross-Toolchain and Linux Device Driver 181



5 Implementation of Character Driver

A character driver implements various routines like read, write, and seek [8]. These
routine calls are mapped in a structure type of file_operations. When a system call is
invoked in an application, the control from user space is transferred to kernel space
through a node in file system and these routines are executed as per input given to
the application. But to make a driver functional it needs to be initialized, i.e. it
should be inserted into kernel so that kernel should know about its presence and
manage the control accordingly (Fig. 10).

Fig. 9 Snapshots of application. a (i) The color chooser window on the board, (ii) complete view
of color chooser window. b The color on the center is the color chosen from a(ii)
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6 Sockets

Sockets are one side terminals of a two-way correspondence connection between
two systems over the network. A socket is a combination of an IP address and
a port number. Every 2-way connection can be uniquely identified by socket
addresses. We have used a socket-based application to test driver where different
clients will communicate through sockets and the texts will be handled by our
driver as shown in Fig. 11.

7 Results and Conclusion

In this paper, Qt framework is used for building the applications, which is standard
platform for building high-performance applications for embedded devices [9, 10].
Qt uses standard C++ libraries and has many libraries of its own which are also
written in C++. We also configured a GCC cross-toolchain to understand the
components of a toolchain. A cross-compiler is needed, if we have to build
applications for a system that is different from the system that we are using to build.
The compiler is given the desired target platform. We have configured Qt to
buildcross-compiled applications for our board. Then we installed Qualia,

Fig. 10 Map of interaction at
different levels
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Linux-based operating system on the board. Then libraries have been compiled for
touch screen and Qt and copied them on the board to support cross-compiled
applications. Further, a character driver is implemented in which open, close, read,
and write routines are mapped. Then a socket-based application is developed to test
the driver.
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Design and Implementation of a Green
Traffic Light Controller on FPGA Using
VHDL

Saumil Sachdeva, Sarthak Chowdhury, Sushant Shekhar
and Gaurav Verma

Abstract A traffic light system ensures that the flow of traffic remains smooth and
balanced. For this purpose, a combination of various signs and devices is included
in the system. A traffic light controller can be designed using either a microcon-
troller or a field programmable gate array, but since FPGA’s are more flexible and
fast than a microcontroller, the traffic light controller presented in this paper has
been implemented on FPGA using VHDL. A modern traffic light system needs to
be even more power efficient than the previous versions. So to reduce the power
dissipation, the clock gating technique is applied in the design. Clock gating
enables the clock only for those portions of circuitry that are active, thus reducing
the dynamic power.

Keywords VHDL � FPGA � Traffic light � Clock gating

1 Introduction

Field programmable gate array, as the name suggests, is a programmable device
which can be programmed by a user using a hardware description language such as
VHSIC hardware description language. FPGA consists of a matrix of configurable
logic blocks (CLBs) connected via reconfigurable interconnects [1]. These logic
blocks can then be programmed to perform various complex as well as simple
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functions. A FPGA holds certain advantages over a microcontroller or an
application-specific integrated circuit (ASIC). FPGA is reprogrammable thus
making it more useful than an ASIC. Also as compared with a microcontroller,
FPGA’s are more flexible, that is, functionality can be added or removed from it as
required. Also FPGA’s are hard-wired and have longer lifetime than a microcon-
troller. The traffic light controller was designed using VHDL in Xilinx ISE. It
follows the design flow as shown in Fig. 1.

2 Traffic Light Design

The flow of the TLC design presented in this paper is as shown in Fig. 2. Three
LEDs are used to indicate Red, Yellow and Green lights, whereas a seven segment
is used to implement the counter that runs between each light. At RESET condition,
no traffic light is on. The TLC then starts with RED light being switched on for 10 s
followed by YELLOW light being switched on for 5 s, and then the GREEN light
switched on for 10 s. The process then repeats itself.

Fig. 1 Design flow for VHDL
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3 Clock Gating

Clock gating is a popular technique which can be used for reducing power dissi-
pation in synchronous circuits [2]. Clock gating process uses an enable signal to
enable clock for only those modules that are in use at the time of execution of
process. This reduces the dynamic power consumption without affecting the
functionality of the design. The clock gating technique presented in this process
uses AND gates. In a two-input AND Gate, one input is taken as clock, whereas
other input is an enable signal. Only when the enable signal is high, the clock passes
through the AND gate to the sequential block of the circuit that is in function for the
duration, as shown in Fig. 3.

Initially, without clock gating, the clock was being passed to all blocks Red,
Yellow, and Green even when one of them was not active, as shown in Fig. 4. But
with the application of clock gating, clock was enabled only on those blocks that
were active for the duration, as shown in Fig. 5.

Fig. 2 Design flow for TLC

Fig. 3 Clock Gating using a
two-input AND Gate
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4 XPower Analyser Results

1. Without Clock Gating

Frequency Leakage power
(W)

Active power (W) T. power
(W)Clocks Logics Signals IOs

100 MHz 1.293 0.004 0.000 0.000 0.017 1.316

500 MHz 1.295 0.017 0.002 0.002 0.086 1.402

1 GHz 1.297 0.034 0.003 0.004 0.173 1.510

2 GHz 1.302 0.062 0.006 0.007 0.345 1.729

CLOCK

RED Light

YELLOW 
Light

GREEN Light

Fig. 4 Block-level
architecture of TLC without
clock gating

CLOCK

RED Light
ON

GREEN 
Light OFF

YELLOW 
Light OFF

GREEN 
Light OFF

YELLOW 
Light ON

RED Light 
OFF

GREEN 
Light ON

YELLOW 
Light OFF

RED Light 
OFF

Fig. 5 Block-level architecture of TLC with clock gating
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2. With Clock Gating

Frequency Leakage power
(W)

Active power (W) T. power
(W)Clocks Logics Signals IOs

100 MHz 1.293 0.003 0.000 0.000 0.006 1.303

500 MHz 1.294 0.017 0.002 0.002 0.030 1.344

1 GHz 1.295 0.035 0.004 0.004 0.059 1.397

2 GHz 1.297 0.068 0.07 0.008 0.118 1.498

The Power distribution results of the design implemented on Vertex 6 family
FPGA clearly show us that when clock gating is applied, the power reduces sig-
nificantly. As the frequency range increases, the power reduction is even more
evident. At frequencies of 2 GHz and nearer, there is a reduction of almost 230 mW
of active power.

5 Simulation Results

Simulation of the behavioural model shows the functionality of the traffic light
controller, which is also verified with a Vertex 6 FPGA.

Fig. 6 Output waveforms for TLC

Design and Implementation of a Green Traffic Light Controller … 191



6 Conclusion

There is an ever-increasing demand of low-power devices in current technological
environment, from cell phones to low-power appliances. Thus, traffic lights which
can be found in every corner of the world needs to be converted into low-power
systems too. This paper presents a viable solution to address the above problem. If
applied collectively, the green traffic light could reduce power usage to a huge
extent.
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Suboptimal Controller Design for Power
System Model

Shabana Urooj and Abeer Z. Alalmaie

Abstract This paper proposes a design of a suboptimal controller for a power
system model. The system chosen is of order five and is reduced to models of
orders four and three due to the reason that the implementation of suboptimal
control demands the measurement of all the state variables of the system which is
not practically feasible. The aggregation technique is employed for the reduction of
order of the model. The aggregation matrix can be obtained using continued
fraction expansion technique. The computational complexity is reduced by using
the model order reduction techniques because the resulting suboptimal controllers
are based on models with reduced orders. The performance analysis of the original
system which is of the order of five is carried out in terms of several parameters.

Keywords Aggregation technique � Optimal control � Stability

1 Introduction

The area of system control involves, in most practical situations, a highly complex
and high-order system model. These systems of higher orders are usually repre-
sented in terms of state variables. The solutions of these high-order models become
time-consuming, and it becomes difficult to handle such systems during computer
simulations and controller design. The preliminary design and optimal control
policy of such systems can often be accomplished with great ease using appro-
priately selected lower-order models. The resulting suboptimal model retains all the
important features of the original system. In practice, most of the state variables are
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found to be inaccessible to measurement and thus the implement requires the
realization of a filter or an observer. The suboptimal controllers improve the sta-
bility and the transient performance of the system to almost the same level as that of
the optimal controllers. It is observed that the use of suboptimal controllers results
in a simplified structure because the number of states to be measured is much less
than those in the optimal controllers [1]. To tackle this problem, it is desirable to
design suboptimal controllers for linear time-invariant systems so as to yield a
system performance within an acceptable degradation limit [2]. The model reduc-
tion techniques are of fundamental importance for the design of controllers in
control engineering [3] and filters for harmonic convergence [4]. Thus, using
aggregation-based techniques, a suboptimal controller design is proposed for linear
time-invariant systems. Simulation and modeling of dynamic systems is a task of
primary importance in engineering, and differential equations are one of the most
effective tools of modeling such systems. The mathematical model obtained using
the first principle approach is often very complicated and time-consuming for
computation and thus of very little use in practice. However, certain important
aspects of these systems, in some cases, can be represented using models of sig-
nificantly lower orders. This technique of obtaining a lower-order model, so that
some important features of the system are retained, is known as model order
reduction [5]. In the design of control systems, the sensitivity considerations are
often very important [6]. In the area of control engineering when a controller is set
for an optimal performance, the control system is highly sensitive to variations in
the parameters which thus requires a controller setting that is not fully optimal with
respect to the system performance but which compromises or makes a trade-off
between sensitivity and the performance [7]. An analytical method has been pre-
sented to derive an optimal feedback control subject to sensitivity constraints [8]
assuming small parameter variations. “Robust” control schemes have been pro-
posed to resolve the sensitivity problem [9, 10]. In this approach, steady-state
output regulation and asymptotic stability are obtained under variations in plant and
feedback gain parameters.

2 Aggregation Technique

An aggregated model of a system is referred to the case when the system is
described by a coarser set of variables.

This method is used to obtain a lower-order model of dynamic system with a
state vector of higher dimensions. The model is derived by aggregating the original
system’s state vector into lower dimension vector. The aggregation technique can
be represented in terms of pictorial representation [11].
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Consider continuous linear time-invariant time dynamic system given by [12]

_XðtÞ ¼ AXðtÞþBUðtÞ ð1Þ

YðtÞ ¼ CXðtÞ ð2Þ

where

A = n � n system matrix.
X = n � n state vector.
U = m � m control input vector.
Y = p � p output vector.

Comparing the standard form given in Eqs. 1 and 2 with the original/nominal
case data given by state variable representation as

_x1

_x2

_x3

_x4

_x5

2
6666664

3
7777775
¼

�0:188 0 0:227 0 0

0 0 1 0 0

�1:815 �0:570 �0:5 1 0

0 0 0 0 1

0 0 �1 �20 �12

2
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3
7777775
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3
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þ

1

0

0

0

0

2
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3
7777775
U

y½ � ¼ 0:49 �0:233 0 0 0½ �

x1

x2

x3

x4

x5

2
6666664

3
7777775

Now assuming X is directly observed and system is controllable, whereas the
original system is of large dimension and an un-aggregated system. The original
system is obtained by substituting the value of matrices A, B, X, and U in Eq. 1.

3 Results and Discussion

Consider an aggregated linear time-invariant model for same large-scale system

dZ=dt ¼ FZ þGU ð3Þ

where Z is dimensional aggregated state vector.
F and G are k � k and k � m dimensional constant matrices, respectively.
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The aggregation condition of the system model is

Z ¼ QX ð4Þ

where Q = k � n constant aggregation matrix of A.
K < n, and rank Q is assumed to be k.
The aggregated control matrix G is given by

G ¼ QB ð5Þ

FQQT ¼ QAQT ð6Þ

The matrix for the reduced-order model is given by

F ¼ ðQAQTÞðQQTÞ�1 ð7Þ

The system performance is studied based on response plots of different state
variables using MATLAB scripts and computation of eigenvalues for open-loop
and closed-loop systems for the original and aggregated model system.

The calculated aggregated matrix is

F ¼
�2:3012 0:9539 0:8482
�2:8517 1:1510 1:2417
�4:1819 1:7000 0:6344

2
4

3
5

G ¼
25:1025

0
0

2
4

3
5

Gain matrix K for the original system is

K ¼ 1:8592 �0:4069 �0:8693 �0:4749 �0:0380½ �

The gain matrix KK for the aggregated system is

KK ¼ 1:2063 �1:5616 �0:9653½ �

The response plots of power system model are shown in Figs. 1, 2, 3, 4, 5 and 6.
The original system is aggregated to two reduced-order models: One is aggregated
from fifth to fourth, and other is aggregated from fifth- to third-order model.
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Fig. 1 Uncontrolled response of power system model

Fig. 2 Controlled response of power system model
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Fig. 3 Uncontrolled response of aggregated power system model reduced from fifth to fourth
order

Fig. 4 Controlled response of aggregated power system model reduced from fifth to fourth order
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Fig. 5 Uncontrolled response of aggregated power system model reduced from fifth to third order

Fig. 6 Controlled response of aggregated power system model reduced from fifth to third order
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4 Conclusion

The suboptimal controller is obtained for a large system which improves the sta-
bility and transient performance of the system. A sensitivity analysis is carried out
for single parameter variation in inertia constant “M”, damping constant “D”, and
time constant “Tdo”. In case of inertia constant “M”, the stability of original system
is increased for +50% perturbation in both the cases and the same is with 4 � 4
aggregated open-loop system, but for closed-loop system model, the stability is
increased for −50% perturbation in 3 � 3 aggregated system, and in open-loop
system, the stability is increased for +50% of the original value and vice versa for
closed loop. In case of damping constant “D”, the open-loop original system is
more stable toward −50% perturbation, whereas closed-loop original system is
tending toward stability at +50%, and in the aggregated cases, 4 � 4 and 3 � 3, the
stability is increased toward +50% for closed loop and vice versa. For time constant
“Tdo”, the nominal system model is more stable at −50% perturbations and the same
is observed for aggregated 4 � 4 and 3 � 3 system model. The stability of reduced
models is not guaranteed even if the original system is stable. Open-loop and
closed-loop aggregated responses are shown for the original system as well as for
the reduced models.
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Designing and Simulation of S-Shaped
Dielectric Resonator Antenna
with Air Gap

Ranjana Singh and Amit Kumar

Abstract Different results and effect on resonance frequency due to “air gap”
present between DRA and ground are presented in this paper. This structure is
inspired by rectangular DRA as rectangular DRA provides two aspect ratios. The
proposed structure is a miniaturized, low-profile antenna having bandwidth of
4.1 GHz (5.8–9.9 GHz) and resonant frequency is 7.31 GHz. Simulation is done
using CST Microwave Studio Suite-10, showing proposed structure has high
radiation efficiency, improved gain of 5.735 dB with VSWR 1.18 at resonant fre-
quency. Proposed antenna is excited using micro-strip line having width of only
4 mm. An air gap is introduced between S-shaped DRA and ground, and results are
compared when air gap is removed (micro-strip is inserted into DRA). Proposed
structure is investigated and examined at different parameters ensuring that pro-
posed antenna is a low profile and is a good candidate for wireless systems like
WLAN, WiMAX, 4G systems, and some wireless radio system.

Keywords Aspect ratio � Dielectric resonator antenna (DRA) � Radiation
efficiency � Impedance bandwidth (IBW) � VSWR

1 Introduction

Dielectric resonator antennas (DRAs) have been widely investigated in microwave
frequency bands because of their attractive features like small size, high radiation
efficiency, lightweight, low temperature coefficient of frequency, wide impedance
bandwidth, zero conduction losses, and no excitation of surface waves [1–5]. They
are available in different shapes like rectangular, cylindrical, and spherical, and they
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support multiband, narrowband, and wideband usage. Rectangular DRAs offer
maximum design flexibility than cylindrical and spherical DRAs as rectangular
DRAs have two aspect ratios providing second degree of freedom, i.e., width/height
and length/height can be chosen independently [6]. Several methods and techniques
have been introduced to increase the IBW such as stack DRAs [7], using collinear
parasitic element [8] and so on. Many structures like P-shaped DRA [9] and
H-shaped DRA [10] have been studied for wideband applications. But this
S-shaped structure fed by micro-strip with air gap between DRA and ground is
proposed to further improve the IBW (up to *57%) and gain up to 5.73 dB. This
antenna is theoretically designed, and its simulation is done using CST Microwave
Studio. Simulated results are analyzed and discussed in terms of gain, return loss,
IBW, radiation pattern and also effect of air gap on these results are presented in this
paper.

2 Overview and Antenna Configuration

In rectangular DRA, fields are similar as in rectangular waveguide, and propagation
modes are divided into TE and TM modes, but due to mounting of DRA over
ground only TE–TEx, TEy, and TEz modes are excited. The resonant frequency of
these modes is a function of DRA dimensions [6]. The resonance frequency of
rectangular DRA can be calculated using equation [6]:

fo ¼ c
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
ðer � 1Þ ½k

2 tan2
dkx
2

� �

þ kx�
� �

s

Thus, wave number for free space can be calculated as:

ko ¼ 2pfo
c

:

Studies on effect of introduction of air gap between DRA and ground have found
that there can be significant change in resonance frequency and Q-factor, and this is
also used as a method for better matching of the impedance of DRA with the
feeding [11–15]. Practically, air gaps can be implemented by inserting foam spacer
whose dielectric constant is equivalent to 1 [6]. The schematic diagram of proposed
structure is shown in Fig. 1 in which height of antenna is 5.23 mm in z-direction.

Length is 18 mm in x-direction with breadth of 16 mm in y-direction. Dielectric
constant is taken 13. Figure 2 shows the evolution of proposed antenna by
removing two rectangular slots p � q � h providing it S shape. When the volume
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of DRA is reduced, Q-factor is reduced resulting in increment in impedance
bandwidth. Optimized dimensions of antenna are given as:

• Ground plane: 31 � 27.5 � 2 mm3

• Substrate: 31 � 27.5 � 2.68 mm3

• Micro-strip: 4 � 12.5 � 1.6 mm3

• Both slots: 13 � 2 � 5.23 mm3

Ground and micro-strip are perfect conductors, whereas substrate is of
Rogers TMM (loss-free) having dielectric constant 4.5. Frequency range is chosen
from 5 to 11 GHz.

3 Simulated Results and Parametric Discussion

Simulated results of both the cases (i) when air gap is present and (ii) when air gap
is not present are examined and discussed in this section. Figure 3 shows the graph
of return loss (in dB) versus frequency (in GHz).

Fig. 1 Configuration of S-shaped DRA

Fig. 2 Different views of proposed structure
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S11 also known as return loss is the ratio of reflected power (Pr) to the incident
power (Pi), defined as:

Return loss ¼ reflected power Prð Þ=incident power Pið Þ

Generally, a value for return loss of −10 dB and below is acceptable. According
to simulated result, resonance frequency is 7.31 GHz at which S11 is −21.45 dB
means only 0.716% of incident power is reflected back by the terminating equip-
ment, but when air gap is removed, S11 is −16.30 dB at resonance frequency
6.086 GHz means 2.34% power is reflected back. IBW is calculated according to
the equation given below:

IBW ¼ bandwidth=resonance frequency

When air gap is present, IBW is near about 57%. Figure 4 is the radiation pattern
of proposed structure at resonance frequency showing gain is 5.735 dB with
radiation efficiency −0.3502 dB. Whereas these values are reduced in the absence
of air gap. Gain is dropped to 2.924 dB.

Figure 5 is the polar plot of far-field radiation pattern for both cases. When air
gap is present, direction of main lobe is 94° with angular width of 65.6°, but this
angular width of main lobe is dropped to 54.8° when air gap is removed. We can
see the radiation is mainly concentrated to above-mentioned main lobe unlike the
radiation pattern in Fig. 5b which is without the air gap.

Fig. 3 a Return loss (dB) when air gap is present, b return loss (dB) when air gap is not present
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The distribution of H field and E field in proposed structure is shown in Fig. 6a,
b.

The H-field and E-field distribution shows that the pattern is uniform throughout
the structure and converging to the simulation point showing the excitation of single
mode only. Ideally, for perfect matching, input impedance should be 50 X.

Fig. 4 Far-field radiation pattern for both cases (respectively)

Fig. 5 Polar plot of far-field radiation pattern at resonance frequency, a 7.31 GHz, b 6.068 GHz

Fig. 6 a H-field distribution and b E-field distribution
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Figure 7 is representing the comparison of input impedance of both cases,
according to simulated result at resonance frequency 7.31 GHz impedance is
48.81 X and at 6.086 GHz its 43.57 which clearly demonstrates that impedance is
better matched when air gap is present.

Voltage standing wave ratio (VSWR) is the measure of how perfectly antenna is
matched with transmission line. It is expressed as VSWR = (1 + C)/(1 − C), where
C is reflection coefficient or return loss. From Fig. 8, it is found that VSWR is 1.18
at resonance frequency 7.31 GHz.

Figure 9 is the plot of return loss (S11 parameter) versus frequency showing
different resonance frequencies as the gap between DRA and ground is varied. This
variation in gap and its result at various parameters are concluded in Table 1.

The comparison of proposed DRA on above-mentioned parameters proves that
the DRA has a better response to the air gap of 1.6 mm rather than without air gap.

Fig. 7 Graph of input impedance (ohms) versus frequency (GHz)

Fig. 8 VSWR of proposed structure
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4 Conclusions

The proposed DRA has a bandwidth of 4.1 GHz ranging from 5.8 to 9.9 GHz with
a gain of 5.735 dB at resonant frequency 7.31 GHz. This range lies in IEEE C-band
suitable for telecommunication and radar application. This can also be a good
candidate for WLAN, WiMAX, 4G systems, and some wireless radio system. The
structure can further be minimized and enhanced using other DRA structure like
triangular DRA.

5 Future Scope

The proposed design size can be reduced by using materials with high dielectric
constants, using shorting walls and shorting pins. Planar designs with different
radiator shapes can be used in which the IBW reaches 70%. These shapes include
circular (BW from 2.25 to 17.25 GHz), elliptical (BW from 1.17 to 12 GHz),
trapezoidal (80% BW), and roll monopoles (more than 70% BW) [16].

Fig. 9 Return loss (dB) versus frequency (GHz) with variation in thickness of air gap (t in mm)

Table 1 S11-parameter and impedance bandwidth at different thickness of air gap

Air gap (mm) Reflection coefficient (dB) Resonant frequency (GHz) IBW (%)

1.6 −21.43 7.31 57

2.6 −13.08 7.0 36

3.6 −8.88 6.8 NIL

4.6 −6.55 6.5 NIL
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Trajectory Generation for Driver
Assistance System

Rupali Mathur, Deepika Rani Sona, Rashmi Ranjan Das
and Praneet Dutta

Abstract Our project involves the generation of a path for modern driver assistant
systems. It provides a cognizance of the objects ahead of the driver, which can play
a major role in preventing accidents. Our algorithm is inspired from the data sets
involving displacement and time. This provides the accurate position and velocity
of the vehicle. To define the trajectory, polynomial equations can be used to explain
this. The velocity and acceleration can be calculated according to coefficients of the
polynomial equation. The number of coefficients determines the degree of the
polynomial. By making use of a simulator, the trajectory generated can be studied.
The objective of detection and trajectory generation is to provide a system that
alerts the driver to the hurdles ahead so he/she is better placed to avoid a collision
while the vehicle is moving.

Keywords Driver assistant system � Position estimation � Localization
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1 Introduction

As the number of vehicles rises, the road becomes increasingly accident prone.
A boom in the market for high-speed cars also known as Sport-Utility Vehicles
(SUVs) has encouraged increased dangerous driving at speeds over 80 km/h. The
resultant rise in road accidents has spurred manufacturers to develop and improve
safety systems. The driver assistant system (DAS) acts as a secondary or co-driver
for a vehicle. The system was developed to minimize the large number of road
accidents occurring on a daily basis due to poor driver alertness. Research is
ongoing to obtain better response and accuracy. Recently, a vehicle equipped with
an advanced driver assistant system (ADAS) was announced by Honda. It senses
the objects, vehicles as well as nearby walkers on the pavement. The car was called
Honda CR-V was released in 2014. The CR-V stands for Compact Recreational
Vehicle. It boosts the following four technologies that can easily mimic the func-
tionality of a robotic vehicle:

• Lane Keeping Assistant—Similar to the functionality of a line following robot.
• Adaptive Cruise Control—This intelligently adjusts the vehicular speed to keep

an appropriate distance from the vehicle ahead.
• Collision Mitigation Braking System—Utilizing an Ultrasonic Sensor, it offers

the capability to avoid objects in the path of the vehicle.
• Rearview Camera—Image processing algorithms are used to decided the route

for a self parking system.

Adaptive cruise control, collision mitigation have been explained in this paper
through the example of a robotic car. At lower levels, this can be implemented via a
prototype model of an object avoiding robot car (including an ultrasonic sensor).
Reading the data obtained from this an optimal path can be designed in order for the
robot to avoid obstacles in its path. The distance obtained can be easily converted
into velocity and into acceleration over time [1–3] (Fig. 1).

Fig. 1 Honda CR-V
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2 Block Components and Process Implemented

2.1 Sensors

In this paper, the HC-SR04 ultrasonic sensor is used for measuring the distance. It
consists of four pins. The given pins are TRIGGER, ECHO, VCC, and GND. The
pins for communication of this sensor are TRIGGER and ECHO. The working
principle of is graphically illustrated in Fig. 2.

The sensor’s signal is sent through the TRIGGER pin. Whenever a given
travelling pulse strikes an object, it is reflected and read by the ECHO pin. This
pulse obtained can be manipulated and from these calculations, the distance can be
derived. By utilizing these distance values at specific points with respect to time, the
speed of the wave can be computed. The given specifications of this sensor are: a
continuous voltage of 5 V, current of 15 mA, a frequency 40 Hz, an output signal
of 0.5 V, a sentry angle not exceeding 15°, a sentry distance 2–300 cm, an accuracy
within 0.3 cm, a TRIGGER signal (input). It also consists of a TTL Impulse (10 ls
duration), and also an ECHO signal (TTL PWL signal) [2] (Fig. 3).

Fig. 2 Block diagram

Fig. 3 Diagram of sensor operation
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2.2 Radar

The full form of radar is radio detection and ranging. In this case, radio is signified
by the wave directed by the transmitter. On the other hand, detection takes place
through the obstacle in the path of the transmitted wave. Finally, ranging is cal-
culated taking into account the travelled distance of the wave. The result of the
radar is derived by the use of a servomotor on which the given sensor is mounted.
The angle of the sensor is varied from 0° to 180°. The distances obtained are given
in Table 1 [3, 4].

When the distance falls below 10 cm, it points to the presence of an obstacle.
Cubic and quantic polynomials can help plot the corresponding trajectory plot. The
radar formation can be represented by Fig. 4.

The corresponding cubic polynomial for the trajectory is represented by the
equation q0t

2 + q1t + q2. This gives the distance and velocity of the object. For
defining the initial acceleration of the body, the quintic polynomial is used. The
trajectory of the object is graphically shown in Fig. 5 [5–7].

2.3 Intervehicle Communication

This block consists of a communication system which transmits and receives the
signal via its sensors. The given data obtained are in the form of low and high
signals passed on to the controller board. This in turn relays these signals to the
motors of the vehicle, for forward or backward movement. The communication
setup for our project is divided into four parts:

Table 1 Radar output Angle formed Measure distance (cm)

0 8

30 200

60 5

90 365

120 425

150 7

Fig. 4 Generation of radar
formation
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Arduino Board. ATmega328 Board is used primarily as a prototyping board. Its
advantage involves the ease of programming and the interfacing between the sensor
and the motor (Tables 2 and 3).

Fig. 5 Trajectory path

Table 2 Features of the Arduino board

Microcontroller used ATmega328

Voltage (operating) 5 V

Recommended input voltage 7–12 V

Range of input voltage 6–20 V

Number of digital input/output pins 14 (PWM output provided by 6)

Number of input pins (analog) 6 pins

DC current of the I/O pin 40 mA

DC current for the pin drawing 3.3 V 50 mA

Memory (flash) 32 KB (ATmega328) Bootloader uses 0.5 KB

Static RAM 2 KB

Electrically erasable programmable ROM 1 KB

Clock frequency 16 MHz

Length 68.6 mm

Width 53.4 mm

Net mass 25 g
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Ultrasonic sensor. Four pins are present in this:

Supply voltage of 5 V
Trigger pulse input
ECHO pulse output
Ground pin (0 V)

Interfacing. The sensors are integrated with the Arduino board in this step. The given
output values are received as distance measurements. Using this setup, the results are
tabulated below. These results are used to control the vehicle while the signal guides
the motor in moving forward, backward, right, or left (Figs. 6 and 7).

Two algorithms are written to explain the working and planning of the trajectory
path. One algorithm explains the superficial working for obstacle avoidance while
the other shows in detail the working of the robot car.

Table 3 Ultrasonic sensor electrical parameters

Working DC voltage 5 V

Operational current 15 mA

Frequency 40 Hz

Maximum range 4 m

Minimum range 2 cm

Angle of measurement 15°

Trigger signal 10 ls

TTL pulse (ECHO) Output signal

Input TTL Lever signal and the range in proportion

Fig. 6 Setup for distance measurement
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3 Algorithms

When the program starts, the sensor is activated and starts sending pulses. If the
distance sensed by the set up falls short of 10 cm, a signal is sent to the controller to
move forward, backward, right, or left according to the programming pattern ini-
tially set.

This program is designed such that if the sensor senses a distance less than
(Fig. 8).

10 cm, moves backward initially and then stops. It proceeds to scan the envi-
ronment again. Based on the new findings, it takes the decision to move right or
left. If the threshold is exceeded as per normal operations, the robot will move
forward in that direction. In this way, an iterative scanning loop takes place to
compute the distance. Using a loop statement in our program, an accurate com-
parison can be also performed [5, 6, 8].

4 Result

The goals in the design of the object avoidance vehicle were to simulate the
adaptive cruise control technique and collision mitigation properties. The given
vehicle trajectory has been shown below. The behavior of a DAS when confronted

Fig. 7 Initial algorithm
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with an obstacle has been calculated and simulated using a zigzag plot shown
below. This motion shows the path taken by the robot car to avoid obstacles. This is
depicted in Fig. 9.

Fig. 8 Algorithm for work model

Fig. 9 Trajectory path formed
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5 Conclusion

The setup displays the accuracy obtained through use of an ultrasonic sensor. This
sensor provides a wider range of data and a fast response time. The results are
gathered within microseconds and relayed to the controller. The speed and accel-
eration of the vehicle are hence regulated.

6 Future Scope

Research for reducing the cost and heightened accuracy of DAS is particularly
crucial as extension to our work. Further planning may be done for implementation
of the system in smaller cars. Autonomous cars could be a long-term objective for
the development of DAS [7, 9–11].
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Performance Enhancement of MRPSOC
for Multimedia Applications

V. Kavitha and K. V. Ramakrishanan

Abstract There are several techniques to reconfigure the instruction set processors.
One such technique is multi-reconfigurable instruction set processor system on chip
(MRPSOC). Integration of MRPSOC and multigrain parallelism is done to improve
the performance of SOC. By using MRPSOC, the performance of the system is
increased. Multimedia application computing can be accelerated by using multi-
grain parallelism. By implementing this integrated processor, extra features can be
added to MRPSOC. Multiple data is packed in a single register which forms a
vector; this vector of multiple data is fetched to MRPSOC at a time.
Since MRPSOC is a combination of MPSOC and RISP processor, instruction-level
parallelism can be implemented in MRPSOC. After the execution of operations in
MRPSOC, the multiple outputs can be stored at different memory locations of same
memory system simultaneously. This proposal is aimed to design MRPSOC
interfaced with data-level parallelism, instruction-level parallelism, and memory
transfer-level parallelism. Form this paper, it is concluded that by using both
MRPSOC and multigrain parallelism in common platform, high-speed computation
can be achieved for multimedia applications. Proposed design takes 28% less time
to complete the task compared to MPSOC. Further completion time will be reduced
for tasks having repetitive instructions.
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lelism � Multi-reconfigurable instruction set processor system on chip (MRPSOC)

V. Kavitha (&) � K. V. Ramakrishanan
Jain University, Bengaluru, India
e-mail: reddy.kavithav@gmail.com

K. V. Ramakrishanan
e-mail: ramradhain@yahoo.com

© Springer Nature Singapore Pte Ltd. 2018
S. K. Muttoo (ed.), System and Architecture, Advances in Intelligent Systems
and Computing 732, https://doi.org/10.1007/978-981-10-8533-8_22

219

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_22&amp;domain=pdf


1 Introduction

General purpose processors (GPP) are processors which can be programmed to
perform functions as per the requirements of the users. They are used in PCs,
workstations, etc [1]. The most important properties are their speed, flexibility,
low-cost design, and easy availability because of the large number of manufac-
turers, programmability, easy availability of software development tools, and a very
large instruction set. In many applications such as digital processing and embedded
systems where many of their functionalities are not needed, GPPs are not used due
to their large size and high cost. A major drawback of GPPs is their inefficient
high-performance computing [2, 3].

With the advent of embedded systems for application-specific uses, various types of
microcontrollers were developed and introduced by different manufacturers to meet the
market needs [4]. They reduced the size and development costs as the instruction sets
were specific to the microcontrollers and saved time for the development [5].

Application-specific integrated circuits (ASICs) are customized for particular appli-
cations. Present-day ASICs have grown from 5000 gates to over a million gates [6].
They include besides microprocessors, memory blocks such as ROM, RAM,
EEPROMs, and other building blocks. They are now commonly called as system on
chip (SOC) [7]. The non-recurring (NRE) cost of an ASIC is very high and is preferred
if the requirement is for large numbers and small sizes needed in the consumer market.
Recently, application-specific instruction processors (ASIPs) were developed to perform
tasks more efficiently. They reduced the production costs, simplified manufacturing
processes, and are characterized by low power consumption. Instruction set is deter-
mined by the specific application. It uses general purpose registers or configuration
registers. Instruction set in ASIP consists of two parts, viz. static and configurable [8].
Static logic defines minimum instruction register architecture (IRA), and configurable
logic is used to introduce additional instructions depending on the application. Critical
portion of an application is executed by custom function unit (CFU). It provides high
programmability and flexibility. However, it gives rise to increasing algorithm com-
plexity and high NRE cost [9]. As the algorithm complexity increases, completion time
increases. We need to develop techniques to reduce the execution time without com-
promising on the performance.

2 Proposed System

To improve the performance and to reduce the compilation time, MRPSOC is
integrated with multigrain parallelism (data-level parallelism, instruction-level
parallelism, and memory transfer-level parallelism) [10]. Figure 1 describes the
block diagram of proposed system. Data-level parallelism is included to fetch the
data to MRPSOC; multiple data can be fetched at a time. MRPSOC processor is the
main block of the system where all the operations are done [11].
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MRPSOC is the combination of MPSOC and RISP. RISP contains RFU units.
The performance of the system is improved by using MRPSOC, since complex
sections of program can be run on RFU unit and execution of program can be done
simultaneously on ALU and RFU [12, 13]. ALU operations will be done in
MRPSOC. Memory transfer-level parallelism is mainly used to store the resultant
data in parallel. To store the result simultaneously, multiple numbers of memory
transfer requests should be arranged in parallel before computing. To transfer the
data between main memory and local storage, direct memory access (DMA) is
used.

2.1 Reconfigurable Instruction Set Processor

Software flexibility and hardware efficiency are combined in RISPs [14]. To
overcome the problems which are seen in ASIPs, RISPs are used. RISPs are similar
to ASIPs; here, the most repetitive as well as time-consuming parts of an appli-
cation are run on dynamic, adoptive functional unit called as reconfigurable func-
tional unit (RFU). A RISP mainly contains a microprocessor core and
reconfigurable logic. Processor core of RISP supplies programmability, and
reconfigurable functional unit adopts specific application to the processor.
Interfacing reconfigurable logic with base processor includes related issues like data
transfers to and from the reconfigurable logic, and also coordination between the
two elements. Design of reconfigurable logic should take care of issues like RFU
granularity, interconnection between logic and processor.

Fig. 1 Block diagram of integrated MRPSOC and multigrain parallelism
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2.2 Architecture of RFU

In particular, the design of RFU consumes large area. In this design, efforts are
made to decrease the size of RFU without affecting the performance. In the path of
processing data after the ALU unit, RFU structure is placed mainly to transfer the
data at a faster rate. Multiple functional units (FUs) are included in RFU structure
which can be organized as matrix. The granularity of RFU is also decided which
may be coarse-grain accelerators or fine-grain reconfigurable accelerators. This will
be depending on the type of application. Except the instructions like load, store,
multiplication, and division, the RFU supports almost all the MIPS instructions.
Input data is given to the file register in RFU and then resultant is written back to
the same file register itself (Fig. 2).

Fig. 2 RFU structure [1]

222 V. Kavitha and K. V. Ramakrishanan



2.3 Methodology for MRPSOC

Methodology for MRPSOC is described in two steps. In the first step, processing
elements are executed in parallel. In the next step, complex parts of the task are run
on RFU unit. Methodology for MRPSOC is designed by using task codes, by direct
acyclic graph, and by the constraints of RFU. For every task, this methodology
determines which processor to select and corresponding configuration bits.
Methodology for MRPSOC is described in four steps (Fig. 3):

Fig. 3 Methodology for MRPSOC [1]
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2.3.1 Profiling Step

This is the first step where the codes of the applications are run by direct acyclic
graph on homogenous MPSOC without RFU. Identification of hot spots and exe-
cution time of particular application can be found by profiling task. Usage of any
reachable solution can be done in profiling step since this step is independent of
proposed methodology.

2.3.2 Identifying Step

The task which is on critical path is identified in this step. Iterative improvement
process is used in this step. Tasks are scheduled in all iterations. For scheduling
tasks, DCP algorithm is used. By using DCP algorithms concept, the tasks which
are on critical path are identified. Absolute earliest short time (AEST) and absolute
latest short time (ALST) are the two concepts which are used by DCP algorithm.
If AEST is equal to ALST, then task is identified as critical one.

2.3.3 Optimization Step

If custom instructions are selected for critical task, then execution time can be
reduced. But generating custom instructions itself is a complex procedure. This
procedure includes searching patterns of the instruction set in a large space mainly
to improve performance. So automatic tools are required to generate custom
instructions or else it is difficult to generate custom instructions (CIs).

2.3.4 Assignment Step

When the selection of CIs and generation of configuration bits are finished,
assignment of task to different processor is done by DCP algorithm with new
execution time. For the critical task, the algorithm assigns processor to task parent;
if task is not critical, then for any available task, the appropriate processor is
assigned. Best CIs and the most critical tasks are selected by the algorithm in all
possible iterations. But the task scheduling is affected by optimization routine
custom instructions used by this will minimize completion time taken by the tasks.

2.4 Algorithm for MRPSOC

• The first step is profiling step. Here, the codes of the application are run by
direct acyclic graph (DAG) on homogeneous MPSOC.

• Identification of hot spots and execution time of application are found in pro-
filing step.
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• All the tasks are initialized after profiling step.
• Then, initialized tasks are selected for scheduling.
• The task which is on critical path is identified in this step. Iterative improvement

process is used in this step.
• If the task is on critical, then extract the custom instructions.
• After extraction of CIs, choose the best CIs through the entire task. The size of

CIs should not exceed.
• Then, generation of bit streams for configuring RFUs is done by considering

RFU limitations.
• For the selected task execution time is modified, then add the selected CIs to the

task.
• This task is assigned to the best processor with new execution time.
• Then, scheduling of the task is completed for available CIs and memory.
• If the selected task is not on critical path, then by using DCP algorithm, the task

is directly assigned to the best processor and scheduling of the task is completed.

2.5 Data-Level Parallelism

Data-level parallelism is one of the types of parallel computing present in multiple
processors. On various parallel computing nodes, the data is distributed so that the
processor need not wait for the data. Packaging of multiple data elements into single
register which forms a vector can be done to exploit the data-level parallelism. At a
time, the processor can run operation on the vector which is formed by data-level
parallelism. Multiple ALUs can also be provided to further exploit the parallelism.
If scalar-to-vector conversation of data is done, then efficiency of data-level par-
allelism increases.

2.6 Instruction-Level Parallelism

MRPSOC processor exploits instruction-level parallelism. In consecutive instruc-
tions, the data dependence or control dependence is not present. Parallel execution
of multiple instructions is possible. Using the superscalar technology, exploitation
of instruction-level parallelism is done by the processor. Execution speed is
increased by using instruction-level parallelism since it allows to process more than
two instructions at a time.

Concurrently, all the tasks are executed at a time. For example, (Fig. 4).

A ¼ n�nð Þþ m�mð Þþ o�oð Þ
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2.7 Memory-Level Parallelism

Pending operations can be done at a time by using memory-level parallelism.
Pending of operations usually occurs due to any cache missing or buffer missing.
By the technique of pre-fetch, memory transfer-level parallelism is achieved.
Pre-fetching can be done in two ways: It may be either initiated by hardware or
initiated by software. Software pre-fetching is used in this project. Identification of
given application which needs a specific set of data is the basic step of software
pre-fetching. By using pre-fetch, less time is consumed for instruction execution.

3 Simulation Results

In this paper, the computation speed of enhanced MRPSOC processor is examined
with the set of instructions. The implemented processor is compared with MPSOC
to show that integrated processor executes the instructions with 28% less com-
pletion time than MPSOC.

3.1 Simulation of MPSOC

The MPSOC takes four instructions to reset the processes that are running before. To
start the execution of any processor, this is the first step. After initialization, the exe-
cution starts at pc = 5 where first instruction is fetched at 33 ns. As shown in Fig. 5a.

Fig. 4 Example for instruction-level parallelism
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Fig. 5 a Initializing the instructions and fetching the instruction (at pc = 5) in MPSOC,
b example of an instruction to show MPSOC can take two instructions at a time, c execution
completion time in MPSOC, d example of an instruction to show integrated processor can take
more than two instructions at a time, e execution completion time in integrated processor,
f comparison of MPSOC and integrated processor with respect to completion time
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In case of MPSOC, only two operands can be given to the processor at a time.
For example, consider instruction which is executing at 63 ns. Here, opcode is ‘3’
so addition operation is done. Operands are ‘A’ and ‘B’ where the value of A = 2
and B = 0. The resultant is stored in register R3. As shown in Fig. 5b.

The execution time taken by MPSOC is 173 ns after executing all the instruc-
tions which is shown in Fig. 5c. After completion of every instruction, the result is
stored in registers which is also shown in Fig. 5c.

3.2 Simulation of Integrated Processor (MRPSOC
and Multigrain Parallelism)

In case of integrated processor, it is possible to give more than two operands. For
example, consider instruction which is executing at 51 ns. Here, opcode is ‘3’ so
addition operation is done. In this example, operation is done on four operands.
Operands are ‘A’, ‘B’, ‘D’, and ‘E’ where the value of A = 1, B = 0, D = 1, and
E = 1. The resultant is stored in register R3. So we can conclude that by paral-
lelism, this processor is able to take more than four inputs (Fig. 5d).

The execution time taken by implemented processor is 126 ns after executing all
the instructions which is shown in Fig. 5e. After completion of every instruction,
the result is stored registers which is also shown in Fig. 5e. By the analysis of
Fig. 5d, e, we can conclude that time taken by implemented processor is less than
MPSOC. Due to the presence of MRPSOC, the execution speed is more in case of
implemented processor when compared to MPSOC.

The above graph (Fig. 5f) shows the comparison between implemented pro-
cessor and MPSOC. To execute all the instructions, MPSOC takes 175 ns whereas
designed processor in the project takes 126 ns. So by analysis of the results, it is
proven that integrated processor has faster speed than MPSOC.

4 Conclusion

In this paper, multigrain parallelism is integrated with MRPSOC. This adds extra
feature to MRPSOC. Even though dispatch time of MRPSOC is less compared to
MPSOC, still computation speed can be improved by using parallelism. Results
clearly show that compared to MRPSOC processor, the designed processor is able
to fetch more than two inputs simultaneously. Fetching rate is fast since at a time
multiple data is fetched to the processor. Completion time of designed processor is
very less compared to earlier processors. In system C, the code is written and
compilation is done in Perl compiler. Cygwin is the software where the results of
output can be seen.
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A New CPU Scheduling Algorithm Using
Round-robin and Mean of the Processes

N. Sujith Kumar Reddy, H. Santhi, P. Gayathri and N. Jaisankar

Abstract This paper aims to develop the round-robin (RR) process scheduling
algorithm, to get optimized waiting and turnaround time with less number of
context switching for the given process. RR algorithm is the most adopted algo-
rithm in modern computing as it overcomes the problem of starvation in first-come
first-serve (FCFS) and short job first (SJF). In this article, an improved round-robin
algorithm is proposed by calculating the mean of the given processes namely Check
Mean with round-robin (CMRR), which reduces the average waiting time
(AWT) and average turnaround time (ATT) of the given processes. The drawback
of the present round-robin algorithm is that it turns to FCFS in case of large time
quantum values which results in higher waiting and turnaround time of the pro-
cesses. This method gives the most optimized values for scheduling the given
processes reducing waiting and turnaround time comparatively. This method is
more efficient if the processes burst time is in ascending order. It also reduces the
number of context switches increasing the throughput.
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1 Introduction

Operating system (OS) mainly helps user in interfacing with the memory and the
CPU; in other words, it helps the user to interact with the computer hardware. Due
to the advancement of operating systems, multiprogramming operating systems
emerged [1, 2]. A process has the program code and the current activity, which
resides in the main memory. The processes wait in ready queues for their turn of
CPU utilization. In single processor systems, only one program can run at a par-
ticular time, whereas a multiprogramming OS runs several programs simultane-
ously, hence eliminating the shortcomings faced when using single processor
systems. Given below are the five main criteria for CPU scheduling [3]:

1. CPU Utilization: CPU should be used all times to get good results. In general, a
system is called lightly loaded if its utilization is 40% and it is called heavily
loaded if it is 90% or above.

2. Throughput: The number of processes that are executed completely per unit
time is the throughput of the system. It may vary from hours to seconds for
heavy and light process, respectively.

3. Waiting Time: The time for which a process waits for execution is regarded as
the waiting time.

4. Turnaround Time: The time taken by the CPU to completely execute a process
is called the turnaround time of that particular process.

5. Response Time: A CPU turnaround time may not be good criteria, and then
response time is used as parameter.

Few important scheduling algorithms are explained below [4–7]:

1. First-Come First-Serve (FCFS): This algorithm will execute the process which
comes first in the ready queue(FIFO); it moves to the second process only after
the complete execution of the first process, thus making a large waiting time and
turnaround time. There will be less number of context switches since they are
not optimized. However, it is very easy to understand and implement this
algorithm.

2. Short Job First (SJF): In this scheduling algorithm, the processes are executed
in the increasing order of their burst time, thereby overcoming the disadvantage
of FCFS. Although a severe problem is faced when there are processes with
large burst time in the ready queue, such process may not get a chance to be
executed leading to “Starvation.” This algorithm gives the most optimized
values in all parameters like waiting, turnaround, and context switching.

3. Priority Scheduling: This scheduling assigns every process with a priority
number. CPU then executes the processes in decreasing order of priority
regardless of their burst time. The advantage of this process is that it executes
higher priority processes first making the job easier. This type of scheduling
may also lead to starvation.
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4. Round-robin Scheduling (RR): In this algorithm, the problem of starvation is
eliminated, making it an advance scheduling algorithm. Here, a time quantum is
set which permits the process to utilize the CPU to its full extent, thereby giving
equal importance in the ready queue. Starvation is hence eradicated due to
periodic context switching making it popular. The results may not be optimized
when compared to SJF. Even though the results are large, the throughput of the
system is increased. Moreover by increasing the time quantum, this algorithm
turns to FCFS.

The scheduling algorithms are divided into two categories: preemptive and
non-preemptive. FCFS and Priority Scheduling are non-preemptive in nature,
whereas round-robin is preemptive. SJF can either preemptive or non-preemptive.
Literature review, terminology, related works, proposed model, flowchart, imple-
mentation with examples, discussion conclusion and future scope are followed.

2 Literature Overview

2.1 Terminology

The following are the keywords [2] used in this journal.

• Ready Queue: The queue in which all the processes wait before execution is
called as ready queue.

• Multiprogramming: When several processes are run simultaneously on a single
processor, it is called multiprogramming

• Average Waiting Time: Average waiting time is the ratio of the total waiting
time to the number of processes. Efficiency is inversely proportional to the
average waiting time.

• Average Turnaround Time: Average turnaround time is the ratio of the total
completion time to the number of processes. Efficiency is inversely proportional
to the average turnaround time.

• Context Switching: The process of switching the process from one to another is
called context switching.

Ex: P1 ! P2 ! P1, here there are two context switches.

• Mean: The ratio of total sum of observations by the number of observation is
called the mean.

• Time Quantum (T): It is simply called as the time slice.
• Gantt Chart: It is a horizontal bar graph designed by Gantt for graphical illus-

tration of the data.
• Throughput: The total number of tasks completed in a particular time period

gives the throughput of the system.
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2.2 Related Works

In [8] journal, the authors have proposed a new model named AN with dynamic time
quantum with an idea of adjusting the time quantum comparing with the burst time
of the process. In [3], a new scheduling algorithm using round-robin and Priority
Scheduling was proposed which overcomes the problem of starvation as RR algo-
rithm is implemented. In [9], a nonlinear mathematical model for optimum time
quantum is used, such that decreasing waiting and turnaround time of the process to
be executed. In [10], new algorithms for scheduling were demonstrated with
examples namely IMRRSJF, SARR, ERR by comparing with FCFS, SJF, and RR.

3 Proposed Model

The proposed architecture works by calculating the mean of the given processes. It
overcomes the problem of starvation as it is inspired by round-robin process [11–15].

3.1 Assumptions

• There are “Ni” number of process with same arrival time waiting in ready queue
(where i = 1, 2, 3,… n).

• The burst time of all the process is known.
• A uni-processor is given.

3.2 Algorithm

1. Initially calculate the mean (add burst time of all the given processes by total
number of processes).

2. Let the calculated mean be “M” (parameter).
3. Arrange the processes in increasing order of burst time.
4. Set M as the time quantum.
5. Give chance of execution in order and calculate the remaining burst time

(RBT) of the process, then check:

a) If RBT <= M give an another chance of execution with M time quantum.
b) Else, processes should again wait in the ready queue with their remaining

burst time.

234 N. Sujith Kumar Reddy et al.



6. Switch to next process and repeat the previous step until all the processes are
executed once.

7. After all the processes are given one chance repeat steps 5, 6, and 7 until all the
processes are executed completely (Fig. 1 explains the flow of algorithm).

3.3 Proposed Work Flow

See Fig. 1.

Fig. 1 Flow of the proposed CMRR algorithm
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4 Illustrative Examples and Discussion

In this section, there are three solved examples for the proposed algorithm with
results that are compared with other existing scheduling models.

Example 1
There are five given processes in ready queue shown in Table 1:

1. Implementing with round-robin (RR) algorithm with T = 20 ms.

Pro-
cess_

1

Pro-
cess_

2

Pro-
cess_

3

Pro-
cess_

4

Pro-
cess_

5

Pro-
cess_

2

Pro-
cess_

3

Pro-
cess_

4

Pro-
cess_

5

Pro-
cess_

4

Pro-
cess_

5

Pro-
cess_

5

0 11 31 51 71 91 93 108 128 148 160 180 200

AWT: ((0) + (11 + (91 − 31)) + (31 + (93 − 51)) + (51 + (108 − 71) + (148 −
128)) + (71 + (128 − 91) + (160 − 148))/5 = 74.4 ms.

ATT: 114.4 ms.
Number of Context Switches: 11.

2. Implementing with the proposed model (CMRR)

Step 1: Calculate the mean (M) of the given process

MeanM ¼ 11þ 22þ 35þ 52þ 80ð Þ=5½ � ¼ 40 ms

Step 2: Arrange the given process in ascending order of burst time gives: Process_2,
Process_1, Process_3, Process_4, and Process_5.
Step 3: Follow the procedure of proposed algorithm, we get Gantt chart

Process_2
(11)

Process_1
(22)

Process_3
(35)

Process_4
(40)

Process_4
(12)

Process_5
(40)

Process_5
(40)

0 11 33 68 108 120 160 200

Table 1 Processes in ready
queue

Processes with same arrival time Burst time (ms)

Process_1 22

Process_2 11

Process_3 35

Process_4 52

Process_5 80
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AWT: (11 + 0 + 33 + 68 + 120)/5 = 46.4 ms.
ATT: (33 + 11 + 68 + 120 + 200)/5 = 86.4 ms.
Number of context switches: 4.
Table 2 represents the comparative results obtained for various existing

scheduling algorithms as well as the proposed scheduling algorithm. Form the
result, we can observe that the proposed algorithm provides better throughput than
the existing approaches.

Figure 2a–c showing the average waiting time, average turnaround time, and
context switches, respectively.

Example 2
Example 2 with 15 (Table 3) process waiting in ready queue with different burst
time varying hugely. The arrival time of these processes is same and arranged.

MeanM = (10 + 20 + 30 + 40 + 50 + 60 + 70 + 80 + 90 + 100 + 110 + 120+
130 + 140 + 150)/15 = 80 s

0

3

6

8

11

14

0.

20.

40.

60.

80.

RR IRR

Ti
m

e 
(m

s)

0.

30.

60.

90.

120.

150.

RR IRR

Ti
m

e 
(m

s)

RR SARR CMRR(Proposed)

(a) (b)

(c)

Fig. 2 a Average waiting time, b average turnaround time, c context switches

Table 2 Comparative analysis of various scheduling algorithms

Time slice
(ms)

Average waiting
time (ms)

Average turnaround
time (ms)

Context
switches

RR 20 74.4 114.4 11

IRR* 20 50.4 90.4 6

ERR* 20 62.4 102.4 9

SARR* 35 53.4 93.4 6

CMRR
(proposed)

40 46.4 86.4 4
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We will solve this by both RR and CMRR with same time quantum 80 s which
is mean also and check the result.

1. Implementing Round-robin (RR) algorithm with T = 80 s:

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11
0.
0 10 30 60 100 150 210 280 360 440 520 600

P12 P13 P14 P15 P9 P10 P11 P12 P13 P14 P15

600 680 760 840 920 930 950 980 1020 1070 1130 1200

AWT: (0 + 10 + 30 + 60 + 100 + 150 + 210 + 280 + (360 + (920 − 520)) +
(440 + (930 − 520))+ (520 + (950 − 600)) + (600 + (980 − 680)) + (680 +
(1020 − 760)) + (760 + (1070 − 840)) + (840 + (1130 − 920)))/15 = 485.33 s.

ATT: (10 + 30 + 60 + 100 + 150 + 210 + 280 + 360 + 930 + 950 + 980 + 1020 +
1070 + 1130 + 1200)/15 = 565.3 s.

Number of Context Switches: 21.

Table 3 Processes in ready
queue

Process Burst Time(s)

Process_1 10

Process_2 20

Process_3 30

Process_4 40

Process_5 50

Process_6 60

Process_7 70

Process_8 80

Process_9 90

Process_10 100

Process_11 110

Process_12 120

Process_13 130

Process_14 140

Process_15 150

238 N. Sujith Kumar Reddy et al.



2. Implementing CMRR proposed algorithm with the mean of process as T = 80 s

P1 P2 P3 P4 P5 P6 P7 P8 P9 P9 P10

0 10 30 60 100 150 210 280 360 440 450 530

P10 P11 P11 P12 P12 P13 P13 P14 P14 P15 P15

530 550 630 660 740 780 860 910 990 1050 1130 1200

AWT: (0 + 10 + 30 + 60 + 100 + 150 + 210 + 280 + 360 + 450 + 550 + 660 +
780 + 910 + 1050)/15 = 370.66 s.

ATT: (10 + 30 + 60 + 100 + 150 + 210 + 280 + 360 + 450 + 550 + 660 + 780 +
910 + 1050 + 1200)/15 = 450.66 s.

Number of Context Switches: 14.
The above Table 4 is a quick analysis of the results comparing RR algorithm

with proposed algorithm with same value of time quantum giving 80 s.

Example 3
Consider five process with burst time 1, 1, 2, 6, and 10, respectively for process P1,
P2, P3, P4, and P5. The results are will be same in FCFS, SJF, and CMRR which
are most of optimized results (AWT = 3.4 ms; ATT = 7.4 ms; Context Switches =
4) but RR (TQ = 4) gives much waiting and turnaround times. (AWT = 4.2 ms;
ATT = 8.2 ms; Context Switches = 6).

5 Conclusion and Future Scope

The proposed Check Mean round-robin (CMRR) algorithm uses a mean technique
to improve the round-robin (RR) algorithm since it reduces the context switches,
thereby increasing the throughput of the system. This algorithm also reduces the
average waiting time and average turnaround time significantly. It mainly over-
comes the problem of starvation. We know SJF gives the most optimized values in
scheduling, and this algorithm turns to SJF in most of the cases because of using
mean as the time quantum and comparing the remaining time with the mean after
every turn. This algorithm may also be used to obtain optimized values for pro-
cesses in random order under certain conditions.

Table 4 Comparing existing RR and proposed CMRR

Time quantum 80 s RR CMRR

Average waiting time 485.3 370.66

Average turnaround time 565.3 450.66

Context switches 21 14
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Synchronization of Two Chaotic
Oscillators Through Threshold Coupling

A. Chithra and I. Raja Mohamed

Abstract In this paper, the dynamic modeling of two identical oscillators which
are coupled through threshold controller is proposed. Until now, most of the syn-
chronization of chaotic systems found in literature is based on common coupling
methods (unidirectional and bidirectional) that attracted the attention of researchers.
To strengthen this, the idea illustrated here is to show the effectiveness of a new
kind of coupling called threshold controller coupling. Using this, complete and
anticipatory synchronization could be achieved. The system used is of second-order
non-autonomous type. The coupled system is investigated using MATLAB–
Simulink technique. The result shows that based on coupling strength, coupled
system is switched among the basic synchronization, viz. lead and complete.

Keywords Modeling � Synchronization � Threshold controller
Chaotic � MATLAB–Simulink

1 Introduction

Chaos theory has one of the greatest achievement and application in secure com-
munication over two decades. Chaotic system can produce infinite number of
chaotic signals which are non-periodic and is characterized by high sensitive to
parameter value and initial condition. Due to this property and broadband nature of
chaotic signal, which makes particular interest in the concept of synchronization for
the application of secure communication to mask the embedded message or signal
becomes possible.

Synchronized chaos is a phenomenon that occurs when two or more chaotic
systems adjust to common behavior due to coupling. The idea of chaos synchro-
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nization is where one separate identical drive system drives another system under
suitable threshold coupling parameter; then the response system follows the drive
asymptotically. So far, many types of synchronization and coupling methods have
been reported in the literature. In this paper, a new method of achieving complete
and anticipatory synchronization is proposed. The two chaotic systems with
threshold nonlinearity are coupled via threshold controller coupling. To enforce
synchronization, one of the signals is fed to the response side. By simply altering
the coupling threshold value and coupling parameter value, the system goes through
complete synchronization state from unsynchronized state.

2 Literature Overview

The concept of synchronization of chaotic oscillation is extensively studied [1].
Dutch Physicist Huygens discovered the first observation of synchronization in
pendulum clock [2]. Edward Appleton and Balthasar van der Pol showed the
experimental and theoretical study for this phenomenon. Then the synchronization
of chaotic system which used in secure communication systems was first reported
by Yamada and Fujisaka [3] followed by Pecora and Carroll [4]. Since then several
interesting synchronization phenomena have been observed and reported in the
literature. To initiate synchronization, the system should be coupled in a proper
way. Eventually by the nature of coupling, different types of synchronization are
found, viz. generalized synchronization [5], complete synchronization [6], lag and
anticipatory synchronization [7], phase synchronization [8], and global synchro-
nization [9]. Hence to achieve these types of synchronization, the commonly used
coupling methods are unidirectional [10] and bidirectional [11], but rarely cascaded
[12] and delay [13].

The design of flexible nonlinearity exhibiting chaos has not been much explored
in the literature, and only few studies are found in this direction [14, 15]. This
specific type of nonlinearity is used as coupling element in the system. Complete
synchronization has been observed in Chua’s oscillator [16], Lorenz and Rossler
system [17], Duffing system [18], and so on. In this paper, threshold
controller-based second-order chaotic system reported in Int. J. Bifuracat. Chaos; V
20 (2010) is coupled through threshold controller. The advantage of this coupling is
to control the drive and response separately by altering the threshold level of
threshold controller. The system will exhibit complete and anticipatory synchro-
nization when coupling parameter value is increased.

The paper is organized as follows: The dynamic modeling of single and coupled
system through threshold controller is discussed in Sect. 3. Section 4 describes the
simulation result of coupled system. Summary of the result and conclusion is given
finally.
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3 Modeling and Simulation of Chaotic System

3.1 Dynamic Modeling of Single System

Threshold controller-based chaotic oscillator [14] is used to design dynamic
modeling of coupled systems for synchronization. The dynamical differential
equation of second-order non-autonomous system is as follows:

d2x
dt2

¼ �a
dx
dt

� bxþ dGðxÞþ f sinxt ð1Þ

Here a, b, d are constants, x; dxdt are the state variables of the oscillators, and G

(x) is the nonlinear term used in the system called threshold controller. The control
will be triggered whenever the value of dynamical variable exceeds positive (þ x�)
as well as negative threshold (�x�), then it will be reset to threshold value
(x� = 0.7), where

GðxÞ ¼
x�; x[ x�

x; �x� x� x�

�x�; x\� x�

8
<

:
ð2Þ

The standard parameter value is used for this system to make oscillate with
a = 0.5, b = 1.8, d = 3.0, where f is the amplitude of the system and x is the
angular frequency of the system. System starts to oscillate from periodic to chaotic
attractor when the control parameter (f) is varied from 0.1 to 0.55. Chaotic regime is
revealed at f = 0.55 and x = 1.1, where Fig. 1 shows the simulation result of a
single system with its symmetry characteristic curve. Other characteristic confir-
mation of chaos in this system like bifurcation and Lyapunov exponent was
reported in detail [14].

3.2 Coupled Systems Through Threshold Controller

When two identical systems are coupled in such a way, that coupling tends to make
the response to follow the drive system respectively. When coupling parameter
є = 1.7 the states of two systems coincide and vary chaotically in time [11] where
the coincidence of states is preserved with time, the obtained result is complete
synchronization. If є = 1.4, the system exhibits anticipatory synchronization with
slight variation in drive system.
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4 Simulation Result of Coupled System Through
Threshold Controller Coupling

The coupled system is defined in mathematical form as follows:
Drive:

d2x
dt2

¼ �a
dx
dt

� bxþ dGðxÞþ f sinxt ð3Þ

Response:

d2x0

dt2
¼ �a

dx0

dt
� bx0 þ dGðx0Þ þ e1 � e2 � Gðx� x0Þ þ f sinxt ð4Þ

Here є1 and є2 are the coupling parameters, and when є > 0, the system transits
from unsynchronized to anticipatory and to complete or identical synchronization.
Figure 2 shows the MATLAB–Simulink modeling of two identical oscillators’
drive (D) and response (R) through threshold coupling with threshold level at
x� = 1.4, and other parameters values are fixed as same as drive system.

When є1 = 0.55 and є2 = 1.06, the system is in unsynchronized state. Then by
gradually increasing the coupling parameter beyond є1 = 0.95 and є2 = 1.06, the
system exhibits anticipatory synchronization. By further increasing the coupling
parameter value, it shows complete synchronized state at є1 = 1.2 and є2 = 1.06.
Figure 3 shows the time series, phase difference plot of ðx� x0Þ, and the simulation
result is confirmed with time series analysis.

Fig. 2 Simulink modeling of two coupled systems through threshold coupling
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5 Conclusion

In this work, the dynamic modeling of two identical oscillators through threshold
controller using MATLAB–Simulink technique is reported. The proposed system is
based on new kind of coupling called threshold controller. The system exhibits
various types of synchronization like complete and anticipatory synchronization for
increasing value of coupling parameter. Further work regarding experimental proof
with electronic circuit is currently being investigated.
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L3C Model of High-Performance
Computing Cluster for Scientific
Applications

Alpana Rajan, Brijendra Kumar Joshi and Anil Rawat

Abstract High-performance computing clusters (HPCCs) are widely used for
various scientific applications. In a typical scientific research environment, software
applications need large but varying number of processing elements and processor
cores. To maximize throughput of a computing cluster and optimum utilization of
resources, one new model has been proposed. The proposed model visualizes the
computing cluster as loosely coupled cluster of clusters (L3C). Execution time for
scientific applications also varies in terms of lapsed time for execution and CPU
time utilized. The process scheduling algorithm maintains a list of applications to be
executed along with respective number of node/core required. Using the L3C model
and scheduling algorithm, multiple applications are scheduled on the computing
cluster for concurrent execution. Basis for proposing L3C model along with its
details is discussed in the paper. Experimental results of performance evaluation of
HPC clusters were published earlier by the authors and are referred at respective
places. L3C model has certain inherent advantages which are also discussed in the
paper.
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1 Introduction

Use of computing technology for scientific research and development became
popular with the advent of general purpose computers in the mid-sixties. As the
computing technology progressed in terms of computing power and ease of pro-
gramming, complexity of scientific codes also increased, leading to increase in
workload of computing clusters [1]. In the endeavor to achieve high-performance
computing at lower costs, computing clusters were built. Cluster-based computing
deploys multiprocessor machines for executing scientific codes having parallel
components. Interprocessor communication is supported by very high-speed
interconnects. HPCCs are deployed worldwide for scientific applications demand-
ing huge computing power.

Various software tools are available for measuring performance of clusters.
Estimated performance of a cluster is a good indication for the capability of the
cluster to execute computational tasks. High-performance Linpack (HPL)
benchmark is a set of tools for performance evaluation of HPCC [2]. HPL is a de
facto standard for measuring cluster performance; it solves a linear system by
distributing data over a two-dimensional grid of processes. Peak computing power
is quantified as GFlop/s.

Optimum utilization of the available resources is ensured by the architects of the
computing clusters to achieve high throughput. When a cluster is built to run
heterogeneous types of applications, the task becomes more complex and param-
eters affecting the performance are to be balanced for maximizing throughput.

2 Performance of HPCC

Performance of a computing cluster depends on components used to build it and
also on the type application deployment on it. There are various software tools
available for measuring the performance. Estimation of performance indicates the
strength, capability, and power of a computing cluster for processing a
computation-intensive task. With the advancements in technology, introduction of
new system architectures, and also renewed user requirement, it is important that
performance evaluation tools are also updated. In this section, the standard basic
formula used for estimation is briefly described.

Let us say Rpeak is the maximum theoretically calculated computing power of
system, and Rmax is the maximum actual computing power of system. Rmax can be
obtained by using software tools like HPL [2–4], high-performance computing
challenge benchmark. Rpeak can be calculated using the following formula:

Rpeak ¼ PCS� NC� FPOC
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where PCS is processor clock speed in GHz, NC is total number of Cores X, FPOC
is floating point operations/cycle.

3 Scientific Applications on HPCC

Clusters have provided a platform for execution of a wide range of applications,
including supercomputing (highly processor-intensive jobs). While focusing on
scientific applications, use of cluster computing is widely seen for running codes for
weather forecast modeling, life sciences, computational fluid dynamics, simulation
of beam tracking for accelerators, image processing, aerodynamics, astrophysics,
etc. Following subsections briefly cover some popular legacy application and also
include certain specific details on sequential applications and parallel applications.

Legacy Applications: Very large number of scientific codes has been written
over the years, and these codes have existed for decades. They have been altered
and expanded to improve them, and experiments have been conducted using these
codes. Scientific community has been hesitant to replace these codes by rewritten
codes, since the risk of introducing a logical error is high. Even a subtle change may
result in serious consequences.

Sequential Scientific Code: Many scientific codes have been parallelized to gain
on execution time using various programming tools and techniques. Tools have
been developed to auto-parallelize sequential codes, although with limited success.
Certain standard sequential codes are still being used by scientists and researchers.

Parallel Scientific Codes: Parallel scientific codes are either written afresh or are
developed by identifying parts of the code which can be parallelized. Major
improvement in performance of these codes has been achieved by computer sci-
entists and programmers while working in tandem with scientist having required
domain knowledge of the scientific codes [1, 5, 6].

4 Factors Governing Performance for Scientific
Applications

Scientific codes have different characteristics as compared to codes in other
application areas, as they are computationally intensive programs requiring huge
resources in terms of memory, storage, etc. A large number of CPU cycles are
required for completing the computations as the problems being solved are very
complex in nature [7]. Typical characteristics in addition to computational
requirements are computations on large data sets and large number of iterations to
converge to the result. Large numbers of iterations are required before the program
converges to the solution.
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Impact of Number of PEs and Cores: For most of the scientific codes, paral-
lelization is done to optimally distribute the computational part on multiple pro-
cessors in such a way that the overall computational time reduces. The speedup
achieved by parallelization is governed by Amdahl’s law. Theoretically speaking,
very large number of processing elements (PEs) and cores can be used for solving
any complex problem, but there is a limitation due to other limiting factors like
interconnect, interprocess communication overheads, inherent serial part of the
code, etc.

Impact of Interconnect: Interconnect used for building HPCC is an important
factor governing performance of the cluster. Typically, internode communication
takes place using the interconnect network. Parallelized parts of code have to
interact with each other for transferring the input data sets (which are generally
large for scientific computing codes), for combining the output data sets for
preparation of program output and at times for transferring intermediate result sets.
Thus, this interprocess communication becomes one of the major factors governing
performance of cluster. To provide high bandwidth and low latency, many high-end
interconnects like Myrinet and Infiniband are used in HPCCs.

Process Distribution Patterns: Scientific codes being resource hungry applica-
tions, when execute on a computing cluster, will tend to exploit all the available
resources. The performance governing factors like number of processors/cores, size
of memory, type of interconnect, etc., depend on the budget available for building
any computing cluster. After the hardware components are bought and cluster is
built, optimization of algorithm and granularity of parallelism play important role in
improving performance of the application. Many a times source codes of scientific
applications are not available due to various reasons. It may be old legacy appli-
cation or buying source code for commercially available application may be pro-
hibitive in terms of high cost. This leaves little scope for performance improvement
by changing these parameters. There is lot of scope for performance improvement
of HPCC running multiple scientific codes simultaneously by optimally distributing
the processes on available nodes/processors/cores. Process distribution among
available nodes and cores to maximize throughput and in turn improve overall
cluster performance is an area to be explored and investigated.

5 Models for Understanding HPCC Performance
for Scientific Applications

Process Distribution Model: When computation in form of a software application
is to be executed on a cluster, its resource requirement is assessed in terms of
number of cores required, memory required, scratch area requirement, etc. Based on
the assessment of requirement, applicability of available resources is carried out.
Figure 1 shows a cluster having six nodes and each node is having four cores, thus
total 24 cores are available for carrying out computational tasks.
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In this basic model to understand process distribution, processes are created
increasingly from 6 to 36, while keeping the task size constant [8]. The cluster peak
computing power increases as we deploy more cores and processors for the com-
putational task [9]. The peak computing power deliverable by the cluster will be
achieved when maximum number of available cores matches number of processes
created for the computational task. Practically achieved peak computing power in
each case is recorded for analysis and further explorations [8]. Using the ‘process
distribution model,’ complexity or the size of the scientific application can be fixed
for execution on the available resources.

Processor Core Usage Model: The ‘processor core usage model’ has been
conceptualized for a finer understanding of core usage by computational tasks on
clusters. The model can be viewed as two virtual models built over two different
clusters differing basically in interconnect speed and also processor performance.
This approach has been followed for comparative analysis purpose [10]. The model
presented in previous section uses 10 G Ethernet connectivity for internode com-
munication. To carryout comparative performance evaluation, another model built
using Infiniband connectivity for internode communication is proposed. Physical
realization of the model has been achieved by configuring hardware components,
and the model is presented in Fig. 2.

The interconnect used to build this model is 20 Gbps Infiniband. To carryout
comparative analysis, these two models are loaded with same task size and identical
process creation is done for one-to-one comparative analysis [10]. The task size N
in the HPL is varied in moderate range of 10,000–40,000 in steps of 10,000.
A number of processes are created as a set of 1, 2, or 4 for each comparison. By
using the advanced technique of HPL for distributing created multiprocesses among
cores and processors, true results are obtained. For comparative analysis purpose,
identical distribution of tasks on nodes and cores has been carried out on the two
cluster models.

Fig. 1 Process distribution
model—six node cluster with
24 cores
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In these experiments, performance is measured in terms of computing power
delivered, and focus is also drawn on execution time. In both the options of this
model, the created processes are forced for execution on a single processor, thus
enabling interprocess communication bound to be within the processor itself. The
approach uses all the cores available in the processor. The model is also investi-
gated by distributing same size task on cores on different processor.

Figure 3 shown below represents how interprocess communication takes place
using QPI when four processes are distributed on four cores of same processor. C1,
C2, C3, C4 are cores of processor P1, and Proc1, Proc2, Proc3, and Proc4 are
processes of an application spawned on four cores of same processor, thus the
interprocess communication domain is confined to the processor itself.

Fig. 2 Processor core usage model
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If four processes are executed on two cores of two different processors, then the
interprocess communication takes place through the interconnect, as depicted in
Fig. 4. In this case, Proc1 and Proc2 are spawned on C1 and C2 cores of processor
P1, whereas Proc3 and Proc4 are allocated to C1 and C2 cores of processor P2. The
interprocess communication domain is not confined to a single processor, instead it
is through the interconnect. It is very interesting to carryout analytical studies using
this model, and various experimental test runs of HPL provided set of results.
Analysis of the result set revealed the behavior of cluster measured in terms of
execution time for different process patterns expressed in terms of process per node
(PPN). The two models discussed so far gave a clearer understanding of the cluster
performance under varying processor core usage and process distribution.

Fig. 4 Interprocess communication through interconnect

Fig. 3 Interprocess communication through QPI
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Interconnect Impact Model: This model has been conceptualized to investigate
impact of Infiniband interconnect. The model described in previous section is
upgraded using 40 Gbps interconnect, and studies are carried out to compare the
performance of clusters using 20 and 40 Gbps interconnects. Performance mea-
sured with increasing task complexity in case of 20 and 40 Gbps interconnect
speed gives a clear picture of the positive impact of interconnect speed. Problem
size is increased from 10,000 to 100,000 in steps of 10,000, and 24 cores have been
used in three different distributive patterns. Execution time and peak computing
power delivered are recorded [11, 12]. The lower latency offered by Infiniband has
considerably nullified the bottleneck posed by conventional interconnects [12].

The three models described and discussed from operational requirement point of
view have provided a clearer understanding of cluster performance for scientific
applications. In the next section, an optimized and comprehensive model for exe-
cuting multiple scientific applications concurrently on one cluster is proposed and
described.

6 L3C Model of HPCC for Scientific Applications

After carrying out investigations on the three different models for scientific appli-
cations, it is logical to conceptualize an ‘Optimized Model for Scientific
Computing.’ In a typical scientific computing scenario, the cluster is being used
concurrently by multiple users for running their codes. All these scientific appli-
cations being resource hungry applications compete for available resources and at
times result in resource contention, affecting the performance severely. The pro-
posed model for scientific computing applications can be visualized as collection of
multiple virtual clusters.

The current technological trends have enabled deployment of HPCCs having
large number of PEs and cores. Each PE can typically have four, six, and even up to
eight cores. Each node can have one, two, and even up to four PEs. This high
density of PEs and cores in a single node results in availability of large number of
cores for computational tasks. Application may need n number of cores, where
n < N (total no. of cores in the cluster), leaving some nodes unused if only one
application is running. Limitation on usage of cores can come in from multiple
fronts. First, there may be limitation in terms of license of the application for
number of cores on which the task can be actually distributed. Second, the code
may not be scalable beyond a limit and thus may leave certain cores/nodes unused.
These unused cores may fruitfully be utilized by other applications.
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In the proposed model, multiple scientific applications are made to utilize a
subset of cores. For example, if application 1 needs 64 cores while application 2
and 3 require 32 cores each, then these three applications can coexist on the cluster
without any degradation of performance. Concurrent execution of these three
applications will enhance the overall throughput (along with optimum utilization of
available resources) as compared to the situation where they were sequenced for
execution one after another.

This concept of deploying multiple applications concurrently is in no way
limited in terms of number of such applications. The limitation actually comes from
the total number of cores available. All the available cores can be divided in
n number of (n1, n2, n3 …) virtual clusters. Number of cores used by each virtual
cluster could be different (c1 cores by n1 cluster, c2 cores by n2 cluster, and so on) as
long as c1 + c2 + c2 … is not greater than c * n where c * n is total number of
cores in the cluster.

This model can thus be termed as a loosely coupled cluster of clusters (L3C
model). The model allows on-the-fly creation of clusters of varying size as per the
requirement of the applications running concurrently on the cluster. We can visu-
alize the cluster as a loosely coupled cluster of clusters.

Number of ‘virtual clusters’ created in this model depends on number of
applications being deployed and the resources available. Thus, number of virtual
clusters can vary from 1 to many, depending on size and complexity of applications
being run concurrently. One can deploy multiple applications concurrently on the
cluster by dedicatedly assigning/allocating x no. of cores to an application, y no. of
cores to another application, and so on. It is already verified in the model (inter-
connect impact model) presented earlier that the 40 Gbps Infiniband interconnect
ensures very high throughput for inter processor communication. This feature
provided by Infiniband interconnect is exploited in L3C model to allocate cores to
applications irrespective of which processor those cores belong to.

The above diagram depicts the L3C model of HPCC for a typical requirement of
four applications running concurrently on HPCC. Each application requires dif-
ferent number of cores as shown in the Fig. 5. CE1 and CE2 are control elements,
which are responsible for job distribution (scheduling among cores), access to
storage (data and program files), and job submission. In the typical example
depicted above, Scientific Application 1 is deployed on core C1–C64, Scientific
Application 2 uses core C65 to C96, Scientific Application 3 uses another set of
16 cores from C97–C112, and Scientific Application 4 is being run on core C113–
C128.
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7 Implications of L3C Model

Concurrent Execution of Scientific Codes: The L3C model proposes to concur-
rently execute multiple scientific applications or scientific codes on computing
cluster, as long as total number of cores required by all the applications put together
does not exceed the total number of cores available in the computing cluster. If
these multiple tasks are queued up for sequential execution one after another, all
available cores may not be utilized all the time, thus resulting in wastage of
computational power.

Resource Allocation Approach: A set of scientific applications requiring varied
number of cores is listed in Table 1. Estimated execution time is also included in
the table, which is only indicative in nature, since actual execution time depends on
many other factors like size of data set, result convergence methodology,
processing power of the PE, and available memory per core/per PE.

Just for an example, VORPAL, ADF, and WIEN2k_08 can coexist on a com-
puting cluster having 128 cores. Similarly, other combination of applications is also
possible, which solely depends on number of available cores, presuming other
requirements like memory per core, scratch area, etc., are not constrained.

Fig. 5 Loosely coupled cluster of clusters (L3C) model
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Optimizing Allocation of Resource: When multiple scientific applications are
deployed on a computing cluster, they may end at different time, meaning they may
need different execution time. This will surely render some cores free earlier as
compared to cores engaged for applications requiring longer execution time.
Optimization of resources as proposed in L3C model suggests scheduling those
applications from the waiting queue, which can be accommodated without any
overlapping of applications on cores. Thus, as soon as a set of cores is free, another
application can be scheduled to occupy the free cores. The virtual cluster of clusters
as visualized in L3C model thus allows an application requiring very large exe-
cution time to coexist with other applications which require comparatively smaller
execution times. The state of this virtual cluster of clusters will vary dynamically
depending on the scientific applications being executed concurrently at any instance
of time.

8 Conclusions

The L3C model conceptualizes the division of cluster into virtual multiple clusters.
Since the Infiniband interconnect ensures that there is no constrain on the inter-
processor communication, thus allocation of cores to a set of concurrent applica-
tions can be done on the fly as per the demand of application, irrespective of
whether the cores belong to same processor or not. Concurrent execution of the
scientific applications increases HPCC utilization considerably and leads to much
enhanced throughput delivered by the computing cluster.

Scientific applications require varied number of cores. Number of cores required
for an application depends on the problem size being attempted and also on some
other factors like software license, simulation model, etc. This concept of allocating
nodes/cores to a set of applications for concurrent execution is a novel approach for
enhanced utilization of computing resources.

Table 1 Set of scientific applications and certain related details

Name of the scientific application No. of
cores

Estimated
execution time (h)

Amsterdam density functional (ADF) 32 75

WIEN2k_08 32 200

Versatile object-oriented code for relativistic plasma analysis
with laser (VORPAL)

64 400

Virtual laser plasma lab (VLPL) code 64 300

Objective ring beam injection and tracking (ORBIT_MPI) 16 24

Crystal 32 350

LS-Dyna 16 20
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The comprehensive L3C model proposed for scientific applications is a novel
idea ensuring maximum throughput and optimum utilization of computing
resources. The concept of deploying multiple applications concurrently has resulted
in enhanced throughput of HPCC leading to better return on investment (RoI).
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Design and Development of Digital
Energy Meter on FPGA

Kautilya Pachorie, Surabhi Agrawal, Varun Maheshwari,
Bhagwan Das Devulapalli and A. K. Saxena

Abstract Nowadays, microprocessors and microcontrollers are widely used in the
field of modern power system schemes. But these devices are slow due to their
sequential approach. Field Programmable Gate Array (FPGA) works on concurrent
architecture and advantage of reusability. Time delay constraint is a crucial factor in
different applications of modern power system schemes such as relays, energy
meters, and Phasor Measurement Unit (PMU). In this paper, different FPGA-based
modules are implemented which work on pipelined architecture instead of tradi-
tional microprocessors and microcontrollers which are sequential in nature. Time
delay in the sense, process, and communication cycles is reduced due to concurrent
working modules of the FPGA. In this paper, various FPGA modules are imple-
mented on GENESYS XILINX VIRTEX 5 XC5VLX50T FPGA Board for
implementing digital energy meter. Modules are implemented in Very High Speed
Integrated Circuit Hardware Descriptive Language (VHDL) with the help of dif-
ferent Intellectual Property (IP) cores. Test results are presented and communicated
to the hyper-terminal.

Keywords Analog to Digital Converter (ADC) � Concurrent Architecture
FPGA Modules � IP Cores � Zero Crossing Detector (ZCD)

K. Pachorie (&) � S. Agrawal � V. Maheshwari
Faculty of Engineering and Technology, Agra College, Agra, India
e-mail: kautilya1425@gmail.com

S. Agrawal
e-mail: surbhi084@gmail.com

V. Maheshwari
e-mail: varun_agr@yahoo.com

K. Pachorie � S. Agrawal � V. Maheshwari
Department of Electronics and Communication Engineering, Agra College, Agra, India

B. D. Devulapalli � A. K. Saxena
Department of Electrical Engineering, Dayalbagh Educational Institute, Agra, India
e-mail: dbhagwandas@gmail.com

A. K. Saxena
e-mail: aksaxena61@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S. K. Muttoo (ed.), System and Architecture, Advances in Intelligent Systems
and Computing 732, https://doi.org/10.1007/978-981-10-8533-8_26

261

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_26&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_26&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8533-8_26&amp;domain=pdf


1 Introduction

Due to accuracy and stability problems with electromechanical systems now-a-days
microprocessors and microcontrollers are used in different power system schemes.
Microprocessors/microcontrollers are also preferred for their programmability
approach. Reference [1] presents microprocessor-based intelligent electronic meter.
Intelligent electronic meter comprises zero crossing detector, sample and hold
circuits, analog to digital converters. Only 481 samples per second are considered in
the paper. Different electrical quantities such as Root-Mean-Square (RMS) voltage,
RMS current, and average power are calculated. Waveform-based test results are
presented in the paper. Microcontroller-based prepaid energy meter is presented by
[2]. Metering and billing system are presented in this paper. Real-Time Clock
(RTC), Liquid Crystal Display (LCD), and communication modules are presented
for metering system and encoder; smart card and encryption module are imple-
mented for billing system. Voltage, current, active power, and frequency mea-
surement results are presented in the paper. Microcontroller-based impedance relay
is presented in [3]. Data Acquisition Controller, Relay Function Controller, and
Output Decision Controller are used in implementing impedance relay. Five
microcontrollers are used to implement these modules. Sampling frequency is
chosen at 960 Hz. Microprocessor-based overcurrent relay is presented in [4–6].
A microcontroller-based design for the implementation of multiple overcurrent
relays is presented in [7]. However, the processing for each relay is sequential in
time which results in increased computational time and thus adversely affects the
overall performance of the relay.

A new PMU is implemented in [8]. The phasor measurement unit comprises of
signal transformation and synchronized sampling board. The prototype is devel-
oped with the help of data acquisition card AD 512. MATLAB-based test results
are presented in the paper. Reference [9] presents an improved phasor computation
algorithm. The algorithm is based on QNX real-time operating system which
includes measurement module and task module. Sampling rate (4800 Hz) of PMU
is considered in the paper. Digital simulation and laboratory-based test results are
presented in the paper.

The above-mentioned paper presents application of microprocessors/
microcontrollers in different fields of power system schemes. However, approach
is slow due to sequential behavior of microprocessors/microcontrollers. To eradi-
cate the problem, the FPGA with concurrent architecture is employed which pro-
vides the most suitable platform for different power system schemes. In this paper,
different FPGA modules and IP cores have been implemented on
GENESYS XILINX VIRTEX 5 XC5VLX50T FPGA Board for implementing
digital energy meter. These different FPGA modules which work on concurrent
architecture can be widely used in implementing various power system schemes.
Some of the modules are used in implementing concurrent processing overcurrent
relay in [10].
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2 FPGA Architecture and Design Flow

2.1 FPGA and Its Architecture

FPGAs came into existence in the mid-1980s after the successive introduction
starting from the Programmable Logic Devices (PLD’s) in the mid-1970s then
moving forward to Programmable Logic Array (PLA) or Programmable Array
Logic (PAL) also known as Generic Array Logic (GAL) which then after collec-
tively termed as Simple Programmable Logic Devices (SPLDs). Later on, GAL was
improved to Complex PLDs (CPLDs). FPGAs and CPLDs are completely from
each other considering the parameters like built-in features, architecture, basic
features, and including the cost as well. FPGAs are designed to aim at the imple-
mentation of large-size and high-performance circuits [11].

FPGAs are most widely used as an alternative implementation of digital logic in
systems in a simple and effective manner. FPGAs are prefabricated silicon chips
that are programmed electrically to implement any sort of digital design. The first
SRAM-based FPGA was introduced in 1967 by Wahlstrom in which the archi-
tecture allowed both the logic and interconnection configuration using stream of
configuration bits.

The internal architecture of FPGA consists of three major components
(i) Configurable Logic Blocks (CLBs), (ii) Programmable Interconnects, and
(iii) Input/Output (I/O) blocks (Fig. 1).

The CLB’s in an FPGA provides the basic computation and storage elements
used in digital systems. The basic logic element contains some form of pro-
grammable combinational logic, a flip-flop or latch, and some fast carry logic to

Fig. 1 Internal architecture
of FPGA [12]
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reduce area and delay cost to it could be entire processor. In many of the modern
FPGAs, a heterogeneous mixture of different blocks is used which can only be used
for specific functions like dedicated memory blocks, multipliers or multiplexers.

The programmable interconnects in an FPGA provide connections among
configurable logic blocks and I/O blocks to complete a user-defined design. It
consists of multiplexers, pass transistors, and tristate buffers, which forms the
desired connection.

The I/O blocks are used as the medium to interface the configurable logic blocks
and the programmable interconnects to the external components. The I/O pad
and surrounding logic circuitry forming an I/O cell. These cells are important
components of an FPGA and consume a significant portion of FPGAs area (ap-
proximately 40%).

2.2 FPGA Design Flow

First of all design entry is done by adding files to the project and the User
Constraint File (UCF) as well. Design entry includes assignment of constraints such
as area constraint, pin constraint. After the design entry is done, flow is transferred
to the functional verification in which the Register Transfer Level (RTL) simulation
is run and then design is synthesized to implement it. The design implementation
includes translate, map and place and route processes. After the success of all of the
three parts (design entry, design synthesis, and design implementation), the FPGA
device is programmed by first generating a BIT file which programs the FPGA then
creating a JTAG file to be used by the iMPACT that programs the FPGA through
the programming cable (Fig. 2).

3 Advantages of FPGA

The major advantage of FPGA’s over the microcontroller and microprocessor is that
FPGA’s have pipelined architecture which improves its versatility over the
microprocessors and microcontrollers which have sequential approach. Other
advantages of FPGA’s are that these are reprogrammable and reconfigurable
approaches. The time delay is an important factor in different applications of
modern power system schemes such as relays, energy meters, and PMU. Reduced
time delay is obtained with the FPGA due to its pipelined architecture.
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4 Implementation Details

FPGA-based various modules have been implemented for digital energy meter
which can further be used in the field of modern power system schemes such as
relays and PMU.

4.1 ADC Module

All of the FPGA chips work on digital data. This module is designed to change
analog signal into digital signal. ADC modules start converting when chip select is
activated and start of conversion of signal and conversion completes at the end of
conversion. A 12-bit dual-channel analog to digital converter AD7476A is used
[14]. The ADC7476A uses advanced design techniques to achieve very low power
dissipation at high throughput rates.

Fig. 2 FPGA design flow [13]
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4.2 Zero Crossing Detector

This module is used to calculate the phase, time period, and frequency of given
signals. Phase is calculated by finding difference between zero crossing of voltage
and current. Frequency and time period are calculated by finding difference between
two consecutive zero crossings of given signal.

4.3 Counter Module

Different modules are working with different time delays. This module creates
different delays for creating different clocks for ADC, IP cores, and communication
modules. This module counts and collects samples from zero crossing.

4.4 Peak Detector

To measure different types of electrical quantity, it is necessary to find maximum
voltage and current. Thus, a peak detector can be used for determining peak value
of these signals by comparing present samples from ADC to previous sample of
ADC. This module is not developed only for electrical measurements, but it can
also be used in automatic application like air conditioners, water level detectors
with the help of transducers with FPGA.

4.5 Float to ASCII Conversion

To communicate the data, at some other places, it is converted into ASCII format.
After processing different modules, result may be transferred to different places. In
this module, the floating data format is converted in ASCII form and then it can
easily be communicated to LCD and also to hyper-terminal.

4.6 Communication Module

Hyper-terminal is used to display the results in ASCII format with help of serial
communication Universal Asynchronous Receiver and Transmitter (UART) inter-
face. Results are communicated by sending start bit, data bits, and stop bits.
Different baud rate can be selected for communicating data with the help of clock
divider circuits which generates different clock frequencies. This can be achieved
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by different delays in clock divider circuits. Different parameters of digital energy
meter such as VMAX, IMAX, and angle (in degrees) have been communicated on
hyper-terminal.

5 IP Cores

Handling of floating-point numbers is a difficult task in FPGA. Xilinx provides
facility of IP cores to deal or computation of floating-point numbers for different
conversion, arithmetic operation, trigonometric functions, comparator, communi-
cation (ethernet, wireless), etc. The various IP cores used for implementing different
FPGA modules are as follows.

5.1 Floating-Point Core

Floating-Point IP cores are used for different arithmetic operations, viz., multiply,
divide, float to fixed conversion, fixed to float conversion, float to float conversion,
addition, subtraction, square root, and compare.

(1) Fixed to Float Conversion

Input for this core is fixed-point number, and output is floating-point number.
Different custom sizes for inputs and outputs are considered. The binary repre-
sentation of a fixed-point number contains three fields, viz., sign, integer, and
fraction as shown in Fig. (3).

The binary representation of a floating-point number contains three fields, viz.,
sign, exponent, and fraction as shown in Fig. (4).

(2) Float to Fixed conversion

Input for this core is floating-point number, and output is fixed-point number.

Fig. 3 Fixed-point number representation
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(3) Multiply and Divide

Two floating-point numbers can be multiplied and divided with the help of this
core.

5.2 CORDIC

This IP core implements a generalized Co-Ordinate Rotational Digital Computer
(CORDIC) algorithm [15]. Functions performed by this core are vector rotation
(polar to rectangular), vector translation (rectangular to polar), Sin, Cos, Sinh, Cosh,
ATan, Atanh, and square root. Sin and Cos values of angles are used for mea-
surement of different powers and can be used to implement different power system
schemes such as different relay, energy meters, and PMU. When the Sin or Cos
functional configuration is selected, the unit vector is rotated, using the CORDIC
algorithm, by input angle. It generates the output vector (Cos, Sin). The input/
output width is set to 10 bits.

6 Test Results

Peak voltage of the signal is calculated by peak detector module and communicated
to hyper-terminal with RS232 interface. Table 1 shows the percent error between
actual maximum voltage and measured maximum voltage.

Figure 5 shows the graphical representation for Table 1.
Peak current of the signal is calculated by peak detector module and commu-

nicated to hyper-terminal with RS232 interface. Table 2 shows the percent error
between actual maximum current and measured maximum current.

Similar to the voltage graph in Figs. 5 and 6 shows graphical representation of
Table 2.

Fig. 4 Floating-point number representation
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Table 1 Percent error in voltage

S. No. Actual voltage
(max) (in volts)

Measured voltage
(max) (in volts)

Error (in percent)

1 0.75 0.73 2.66

2 1.15 1.12 2.61

3 1.47 1.46 0.68

4 1.86 1.85 0.54

5 1.94 1.90 2.06

6 2.26 2.24 0.88

7 2.60 2.58 0.77

8 2.72 2.73 0.37

9 3.00 3.02 0.67

10 3.04 3.07 0.99

Fig. 5 Actual voltage and measured voltage (calculated on GENESYS XILINX VIRTEX 5
XC5VLX50T FPGA board)

Table 2 Percent error in current

S. No. Actual current
(max) (in Amp.)

Measured current
(max) (in Amp.)

Error (in percent)

1 0.70 0.68 2.86

2 1.06 1.07 0.94

3 1.39 1.36 2.16

4 1.76 1.73 1.70

5 1.84 1.80 2.17

6 2.12 2.10 0.94

7 2.46 2.44 0.81

8 2.56 2.58 0.78

9. 2.84 2.83 0.35

10. 2.88 2.88 0
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Angle between voltage and current is calculated by counting samples between
voltage and current zero crossing with the help of zero crossing detector and
counter module. Angle is also communicated to hyper-terminal with RS232
interface. Table 3 shows percent error between actual angle and measured angle.
After calculating angle CORDIC IP core is used to measure different operations on
these angles.

Figure 7 shows measured maximum voltage (VMAX), measured maximum
current (IMAX), and measured angle [ANGLE (dG)] communicated serially to
hyper-terminal at a baud rate of 38,400 with UART interface.

This paper presents FPGA-based concurrent architecture modules, viz., sense,
process, and communication cycles for implementing Digital Energy Meter.
Table 4 shows the different parameters/modules in different pipelines along with
time delay in the pipelines. Clock divider circuit is implemented on FPGA for
generation of different clocks in sense and communication cycles, whereas process
cycle works on system clock. Delay for generation of different clocks is summa-
rized in Table 4.

Fig. 6 Actual current and measured current (calculated on GENESYS XILINX VIRTEX 5
XC5VLX50T FPGA board)

Table 3 Percent error in angle

S. No. Count between zero crossing
of voltage and current

Actual angle
(in degree)

Measured angle
(in degree)

Error (in
percent)

1 12 17 16.83 1

2 22 30 30.89 2.97

3 32 45 44.92 0.18

4 42 60 58.95 1.75

5 53 75 73.04 2.61

6 64 90 89.12 0.98
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Table 4 shows the time delays and different modules in different FPGA-based
pipelines. The three pipelines, viz., sense, process, and communication, are working
concurrently. Thus, it is observed that the FPGA-based modules consume a total
time of 9.99 ms which is the maximum time taken by the FPGA modules in
concurrent architecture, viz., in the sense cycle. On the contrary, comparing the
microcontroller-/microprocessor-based modules, the total time consumed will be
the sum of the total time consumed during sense, process, and the communication
cycles, i.e. 19.36 ms, as different modules work sequentially. Therefore, total
51.6% time is reduced in FPGA-based concurrent architecture as compared to
microprocessor/microcontroller-based sequential architecture.

Fig. 7 Results communicated to hyper-terminal

Table 4 Table for parameters and time delays in different pipelines

Attributes Sense Process Communication

Parameters/
modules

ADC module, peak detector,
and ZCD for voltage and
current samples

Voltage (VMAX), current
(IMAX), angle and float to
ASCII module

VMAX, IMAX,
angle (degree) on
hyper-terminal

Clock
generation
delay

186 (no delay as it works on
system clock)

1302

Time delay 9.99 ms 1.23 µs 9.37 ms
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Table 4 represents FPGA based sense and communicate cycles consume time
delay in msec whereas process cycle consumes total delay in µsec therefore
additional functionality viz. PMU’s (Phasor measurement Units), Measurement of
different powers i.e. true power, apparent power and reactive power, different relays
and other function of the modern power system schemes can be added in the
process cycle.

Different FPGA modules are implemented on GENESYS XILINX VIRTEX 5
XC5VLX50T FPGA Board. ISE 14.1 software is used for VHDL programming.
Table 5 shows the device utilization summary of the proposed modules.

7 Conclusion

Microprocessors and microcontrollers are the first preference of professionals in the
field of designing Digital Energy Meters. However, these devices have a drawback
of time delay due to their sequential approach. This paper demonstrates imple-
mentation of different types of FPGA modules for implementing Digital Energy
Meter. These modules also work together in pipelined architecture for different
applications of modern power system schemes. The aim of implementing different
modules is to reduce the time delay factor to improve functionality of the Digital
Energy Meter efficiently and effectively. Different FPGA modules are implemented
with the help of different IP cores. Test results are communicated serially to the
hyper-terminal at baud rate of 38,400 with UART interface. Test results show that
the maximum error is less than 3% which shows that the proposed modules are
highly efficient and consistent in developing any power system schemes. Therefore,
the proposed FPGA based concurrent architecture reduces total time delay 51.6% as
compared to microprocessor/microcontroller based modules and additional func-
tionality such as calculation of different powers i.e. true power, apparent power and
reactive power, PMU’s, relays etc. can be added in process cycle to make it more
versatile. Therefore, proposed concurrent architecture-based modules are an

Table 5 Device utilization summary of the proposed modules

S. No. XILINX VIRTEX 5 Used Total available Utilization (in percent)

1 BUGs 3 32 9.37

2 External IOBs 15 480 3.12

3 LOCed IOBs 15 15 100

4 Logic 7168 28,800 24.89

5 Memory 408 7680 5.31

6 Slices 2770 7200 38.47

7 Slice registers 6985 28,800 24.25

8 Flip-flops 6985 –

9 Bonded IOBs 15 480 3.12
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alternative for replacement of microprocessor and microcontroller based modules
which are having their sequential approach. The proposed modules and IP cores can
be used to implement various kinds of modern power system schemes such as
relays and PMU’s.
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Design of a Hypothetical Processor
Using Re-configurable Logic in VHDL

Ravinder Nath Rajotiya

Abstract The twentieth century was century for inventions, and the field of
electronics and computer was at boom. The size of computer drastically reduced to
portable size. Lot of automated EDA tools appeared that simplified the design and
development efforts of the engineers. Evolution of the re-configurable logic devices,
such as PLA, PAL, CPLD, and FPGA, helped the designers to burn the design in
programmable chips and get the functionality of the hardware, and allowed to test
and verify before the product could be custom designed and mass fabricated. This
paper attempts to design an 8-bit processing element that accepts 8-bit data and
produce the desired result. The implementation has been done using the Xilinx ISE
Web Pack, and simulations are carried out using ISE simulator.

1 Introduction

It is well known that transistor, invented by William Shockley, John Bardeen, and
Walter Brattain in 1947, was the best invention of the twentieth century [1].
It permitted the first wave of electronic miniaturization, and it was followed by the
invention of ICs in the same century. All this brought down both the weight and
size [2] of the systems from room to a table and then from table to our palm.

We have seen the things changing at every level from manual and very tedious
design procedures to automated methods with the help of computer-based software
approaches. These days various EDA tools are available to engineers. To address
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the design complexly issue, after the design specifications are complete almost all
the other steps are automated using CAD tools [2]. Now, the user has a choice to
use either the fixed logic devices such as PLD, CPLDs or re-configurable ICs such
as FPGA, MPLDs [3–5]. The choice for selections of a particular IC depends on
many factors including market [4, 6] where one type of market eat the market of
the other type, other factor being the cost and functionality. Also, it is well evident
that the fixed logic ICs functionality remains static during its lifetime, whereas the
programmable IC provides dynamic functionality [7, 8] meaning its functionality
can be changed by reprogramming it and are the only way to achieve the required,
real-time performance without fabricating custom integrated circuits [9]. The top
level of any microprocessor system consists of the ports through which it com-
municates with the real-world environment which may be capturing the data from
real world using transducers or device like keyboard and mouse.

The processor consists of pins for interfacing it with power supply, clock source,
interrupt request, reset, address, data, and control lines so that it can communicate
with the external devices. A processor performs three basic types of functions [1, 2,
10]; internal operations such as arithmetic, logical operation, external (or periph-
eral)-initiated operations in the form of request from the i/o devices, and
microprocessor-initiated operations in the form of fetching instructions and data
from memory, reading or writing data to/from memory or i/o devices. To com-
municate with the devices, the processor identifies the peripheral by generating its
address, transfers data to/from the peripheral by generating proper control signals,
and finally provides necessary timing and synchronization signals. The basic block
diagram of a general-purpose microprocessor is given in Fig. 1. It shows the

Fig. 1 Block diagram of a general microprocessor
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internal architecture [1–3, 5, 10] of a processor consisting of register set, instruction
register, instruction decoder, timing and control unit, ALU, address generator and
interrupt and serial I/O.

The rest of the paper is organized as follows. Section 2 discusses the design of a
hypothetical 8-bit processor and its various components. Section 3 gives the
implementation of the various components in Xilinx ISE Web Pack using VHDL
[3, 11–13] and the simulations of the components, and finally Sect. 4 concludes the
paper.

2 Design of Processor

By definition, a processor is a programmable electronic device that is used to accept
data and process it as per the instructions stored in memory and transfers the result
to output devices or memory [10]. The hypothetical processor in our design consists
of an ALU to operate on the operands, an accumulator used to store one of the
operands to be processed by ALU and also to store the partial result and a tem-
porary register, register file containing four general-purpose registers. We have not
built the control unit whose purpose to generate the timing and control signals for
the instructions read from the memory, instead, the control signals will be assumed
to be available in binary format and will be passed to the system manually at the
simulation time, the instruction register, its decoding and generation of the control
task has not been completed in the present design, and hence the control signals in
the form of various signals will be manually provided at runtime (during
simulation).

2.1 Arithmetic, Logical, and Shift Unit

The AL&S unit performs the arithmetic ADD, SUB, INC, and the logical opera-
tions available are the AND, OR, NOT, NOR, XOR operations. The shifter unit
provides operations such as Parallel Load, Shift Left, Shift Right, Rotate Left,
Rotate Right, Clear the Register, and Set the Register to all 1s. Figure 2 shows the
data path of the arithmetic, logical, and shift unit. Sel_unit signal is used to select
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either the arithmetic unit or the shift unit, and the respective operation in the
selected unit is provided by a three-line sel_op signal.

entity arith_new is

Port ( in_a : in STD_LOGIC_VECTOR (7 downto 0);

in_b : in STD_LOGIC_VECTOR (7 downto 0);

res : out STD_LOGIC_VECTOR (7 downto 0);

sel_op : in STD_LOGIC_VECTOR (2 downto 0);

sel_unit : in STD_LOGIC);

end arith_new;

architecture Behavioral of arith_new is

begin

process (sel_op,sel_unit, in_a, in_b)

begin

-- ADD, SUB, OR, AND,NOT,XOR,NOR, INC operation definitions

end process;

end Behavioral;

Table 1 shows the control signals (Sel_unit and Sel_op) used to select the func-
tional units for performing an operations on the operands (Input_1 and Input-2).

Fig. 2 Data path design of the arithmetic, logical, and shift operations

278 R. N. Rajotiya



2.2 Shifter Unit

The purpose of the shifter unit is to perform the logical shift and rotate operations
and the various operations are shown in Table 2. The VHDL declaration is given
below.

entity shift_unit is

PORT ( reset : IN std_logic;

clk: IN std_logic;

data_in : IN std_logic_vector (7 DOWNTO 0);

sel_unit: std_logic;

sel_op : IN std_logic_vector (2 DOWNTO 0);

parout : OUT std_logic_vector (7 DOWNTO 0));

end shift_unit;

architecture Behavioral of shift_unit is

SIGNAL shift_reg : std_logic_vector(7 DOWNTO 0);

--SIGNAL rot : STD_LOGIC;

begin

PROCESS (clk,reset, sel_op, data_in, shift_reg, sel_unit) BEGIN

if (sel_unit = ’0’) then

IF (reset = ’1’) then

shift_reg <= (others => ’0’);

elsif (clk = ’0’ AND clk’EVENT) THEN

--LOAD,

SHIFT LT, SHIFT RT, ROTATE LT, ROTATE RT, CLR, SET operation definitions

end if;

END PROCESS;

parout <= shift_reg ;

end Behavioral;

Table 1 Arithmetic and logical operations

Sel_unit Sel_op Input-1 Input-2 Result

0 “XXX” “XXXXXXXX” “XXXXXXXX” “ZZZZZZZZ”

1 000 In-1 In-2 R ← in-1 + in-2

1 001 In-1 In-2 R ← in-1 − in-2

1 010 In-1 In-2 R ← in-1 OR in-2

1 011 In-1 In-2 R ← in-1 AND in-2

1 100 In-1 In-2 R ← NOT in-1

1 101 In-1 In-2 R ← in-1 XOR in-2

1 110 In-1 In-2 R ← in-1 NOR in-2

1 111 In-1 “XXXXXXXX” R ← INCREMENT in-1

1 Others “XXXXXXXX: “XXXXXXXX” R ← “ZZZZZZZZ”
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2.3 Register File

The register file provides mechanism for reading and writing operations on various
internal registers of the processor. The data path is shown in Fig. 3. The various
operations are shown in Table 3, the data path provide for the read write operations
on registers, for writing the result to the registers 2-bit sel_dst signal is used for
selecting one of the four registers. For reading the register values for performing
arithmetic, logical, or shift operations, src_A and src_B are used when RD signal is
‘0’. The VHDL entity is given in the following code.

Table 2 Shift and rotate operations

Sel_unit Clock Sel_op Input operation

1 X XXX XXXXXXXX Q ← “UUUUUUUU”

0 1 000 data_in Q ← data_in

0 1 001 data_in Q ← SHIFT LT (data_in)

0 1 010 data_in Q ← SHIFT RT (data_in)

0 1 011 data_in Q ← ROTATE LT (data_in)

0 1 000 data_in Q ← ROTATE RT (data_in)

0 1 000 data_in Q ← CLEAR ‘Q’ to all 0s

0 1 000 data_in Q ← SET ‘Q’ to all 1s

Fig. 3 Register file data path
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The entity for the register file is written below. It declares various ports through
which the register file will communicate with the rest of the circuit.

entity Register_File is

Port ( input1 : inout STD_LOGIC_VECTOR (7 downto 0);

sel_src_1 : in STD_LOGIC_VECTOR (1 downto 0);

sel_dst, sel_src_2 : in STD_LOGIC_VECTOR (1 downto 0);

rd, wr, pr, Clr : in STD_LOGIC;

data_out_A : out STD_LOGIC_VECTOR (7 downto 0);

data_out_B : out STD_LOGIC_VECTOR (7 downto 0));

end Register_File;

3 Simulation

The simulation of various units was carried out under different selection values and
is shown in Figs. 4, 5 and 6.

The arithmetic and logical operations “ADD”, “SUB”, “OR”, “AND”, “NOT,
“XOR”, “NOR”, and “INC” correspond to sel_op signals 000, 001, 010, 011, 100,
101, 110, 111, and the result is seen to be correct and verified for different inputs.
The shift and rotate operations are performed on a single register, and this register
will be implied in the instruction and will be the accumulator. The simulation result
is shown in Fig. 5.

The operations performed on accumulator are Rotate Rt, Rotate Lt, Load, Shift
Lt, Shift Rt, Clear, and Set corresponding to 3-bit sel_op signal values. The sim-
ulation result in Fig. 6 shows that the designed unit performs the desired behavior.

Table 3 Register file operations

Sel_dst Src_A Src_B Pr Clr RD WR Operation

00 0 0 1 Reg-0 ← input data

01 0 0 1 Reg-1 ← input data

0 0 1 Reg-2 ← input data

0 0 1 Reg-3 ← input data

00 00 0 0 0 BUS_B ← Reg-0;
BUS_A ← Reg-0

00 01 0 0 0 BUS_B ← Reg-1;
BUS_A ← Reg-0

00 10 0 0 0 BUS_B ← Reg-2;
BUS_A ← Reg-0

Different values select different combinations of registers for read–write operations

11 11 0 0 0 BUS_B ← Reg-3;
BUS_A ← Reg-3
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Fig. 4 Simulation of arithmetic, logical unit

Fig. 5 Simulation of shifter unit

Fig. 6 Simulation of the register file
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4 Conclusion

The invention of the transistors and subsequently the different re-configurable chips
and the software tools such as HDL (Verilog and VHDL) has simplified the task of
the designers to a great extent. Learning the HDL is not a big issue, but the
programmer needs to be careful in various declarations and usage. The design of the
8-bit processor in this paper was a challenge to the author and as such has some
limitations on its functionality. Some of the limitation as stated in Sects. 1 and 2 is
that it is short of two major components, and these are the instruction decoder and
the timing and the control unit design. We have decoded the instructions manually
and assigned these codes directly to the processing unit. Leaving these the pro-
cessor behaved as desired and was satisfactory.
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Aspects Involved in the Modeling of PV
System, Comparison of MPPT Schemes,
and Study of Different Ambient Conditions
Using P&O Method

Mohammed Aslam Husain, Asif Khan, Abu Tariq,
Zeeshan Ahmad Khan and Abhinandan Jain

Abstract Discussion of almost all major aspects involved in the study and design
of a solar photovoltaic (PV) stand-alone system has been incorporated in this paper.
Detailed modeling of a photovoltaic cell and maximum power point tracker in
MATLAB/Simulink environment has been shown. Initially, the precise model of a
solar cell is made in Simulink, and then, how a solar module, array, and panel are
obtained using that cell is shown clearly. All the existing methods for maximum
power point method of solar PV power have been tabulated, and a comparative
table is included in this article. Finally, a detailed study of the PV system with
perturbation and observation MPPT method has been done.

Keywords SPV array � Insolation � MPPT � P&O � MATLAB simulation

1 Introduction

With the rising call on electrical power, the inadequate storage, and growing rates
of conventional sources, a hopeful substitute is photovoltaic (PV) energy, which is
becoming viable universally because of its free availability and least pollution
concerns. The elementary device of SPV system is solar PV cell. Many SPV cells
are grouped together to form modules. SPV array may be either a module or a group
of modules arranged in series and parallel configurations. The output of SPV
system may be directly fed to the loads or may use a power electronic converter to
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process it. To study the converters and other connected performances, it is neces-
sary to properly model the SPV systems [1]. An effective maximum power point
tracking (MPPT) procedure is essential which is likely to follow MPP during
various conditions of the environment and then compel the PV system to work near
or at maximum power. It is a vital part of PV systems. Numerous techniques of
MPPT along with their comparison are stated in this work.

The main task of this paper is to make aware of the basics required for the study
of solar PV system. For this purpose, starting with the development of simulation
model of SPV cell, module, and array to replicate/match the characteristics with
those of existing SPV systems, selection of proper converter and proper MPPT
scheme has been discussed in detail. Various curves of developed models have been
shown for changed atmospheric conditions. This article presents in detail all the
equations that are used for modeling and study almost all elements involved in a
solar PV system. The main objective of this article is to offer the reader with all
needed material, data, and equations to make photovoltaic models, converter, and
MPPT scheme that can be used in the simulation and implementation of the
hardware circuitry.

2 Mathematical Model of Photovoltaic Cell

2.1 Photovoltaic Cell

The elementary equation from the principle of semiconductors [2–6] that scientif-
ically defines the I–V characteristic of the ideal photovoltaic cell is:

IC ¼ IPh � I0 e
qVC

kTC
� 1

� �
ð1Þ

where Iph is the short-circuit current that is equal to the current due to the photons.

Id ¼ I0 e
qVd
kTc � 1

� �
ð2Þ

Id is the diode current which can be obtained using Shockley’s diode equation (2);
k represents Boltzmann constant, voltage drop across the diode is given by Vd, I0 is
reverse saturation current, TC is reference temperature of the PV cell (25 °C), and
q represents electron charge. Figures 1, 2, and 3 represent the basic diagrams related
to PV cell.
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2.2 Modeling the Photovoltaic Array

Additional parameters are incorporated in the basic equations for obtaining proper
characteristic of a practical PV array as it is composed of numerous linked PV cells
[2].

Though, even when small load R is there, the operating zone of the cell is in
M-N of the curve in Fig. 3, here the PV source behaves as a constant current source
with a value of short-circuit current nearly. Else, for large values of R, the operating

Fig. 2 Establishment of I–V curve of the cell

Fig. 1 One-diode model of the theoretical PV cell

Fig. 3 A typical, current–
voltage, I–V, curve for a solar
cell for different loads and the
three remarkable points: short
circuit (0, Isc), maximum
power point (Vmax, Imax), and
open circuit (Voc, 0)
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region is P-S and the PV source acts as a constant voltage source with a value of
nearly open-circuit voltage.

Overall cell current (I) includes both Ipv and Id, i.e., light-produced current and
diode current, respectively.

IC ¼ Iph � I0 e
q

VC þ ICRS
AKTC

� �
� 1

" #
� VC þ ICRS

RP

� �
ð3Þ

where Iph is the PV array current, I0 is saturation current, Vt = Ns k T/q is the
thermal voltage of the array, Ns = number of series-connected cells,
Rs = equivalent series resistance of the array, and Rp = Equivalent parallel
resistance.

This equation invents the I–V curve shown in Fig. 3. Equation (3) signifies the
practical SPV cell. Here, the five parameters are Iph, I0, Vt, RS, and RP. This equation
can also be used to represent a series-/parallel-connected module by suitably
modifying its parameters [1, 4, 5, 7].

Figure 1 is the representation of Eq. (3) used to define the single-diode PV
model. Several authors have projected more refined prototypes that give improved
accuracy. As a case in [7–10], the authors have used an additional diode signifying
the carrier’s recombination effect. Similarly in [9–11], additional two diodes were
used and much better results were obtained. In this paper, simple single-diode
model is used for the study, as this scheme provides a good settlement concerning
accuracy and simplicity [1, 12–14].

Details provided by the manufacturers are not sufficient, and the data required
for tuning of the model of PV array are not there. Data like reverse saturation
current, ideality factor, shunt and series resistances are not provided. I–V curve
provided by some manufacturers makes the validation and adjustment of the model
possible.

Any electrical power source can be either current source or voltage source, but
PV cell is a hybrid of both. Datasheets give the value of nominal short-circuit
current (Isc, n) and it is the full current obtainable by the practical device. The
supposition Isc � Ipv is used in PV simulations as the real devices have a low value
of series resistance and a high value of parallel resistance. There is linear depen-
dence of light-generated current on the solar irradiation, and its value is also
dependent on the temperature. This is shown in Eq. (4).

Ipv ¼ Ipv;n þK1DT
� � ð4Þ
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where Ipv,n [A] is the light-generated current at the nominal condition (usually
25 °C and 1000 W/m2), T = T − Tn,G [W/m2] is the irradiation on the device
surface, and Gn is the nominal irradiation.

I0 ¼ Isc;n þK1DT

exp Voc;n þKvDT
aVt

� �
� 1

ð5Þ

I0 is dependent on the saturation current density of the semiconductor
(J0, generally given in [A/cm2]) and on the effective area of the cells. J0 depends on
several physical factors such as the life span of minority carriers, the diffusion
coefficient of electrons, and the intrinsic carrier density [11]. Figures 4, 5, 6, 7,
and 8 show the Simulink model of the PV cell and array. The value of the diode
constant “a” lies generally between 1 and 1.5, and this selection depends on various
factors of the I–V model. Few values of “a” were obtained in [15] using empirical
analysis. The value of “a” represents the extent of ideality of diode, and any value
in the above range can be selected initially; then, further modified value can be used
to improve the model [12]. The curvature of the I–V curve is affected by the value
of constant “a”. A proper selection of this constant improves the accuracy of the
model.

The practical solar PV cells have a series resistance Rse and a parallel resistance
Rsh. Rse has greater impact when the operating point is near the voltage source
region, and Rsh has more effect on the current source region. Rsh has a high value
and can be neglected as it is in parallel [6, 14, 16, 17]. Rse has a very low value, and

( )
f
DRDLm 2

1 2−=

Fig. 4 Mathematical modeling implementation for Io

Fig. 5 Mathematical modeling implementation for Ipv
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sometimes it can also be neglected [16, 18]. The value of Rse can be obtained using
the V–I characteristics. Equation (6) can be used to obtain the value of Rsh. This
equation is obtained experimentally and by curve fitting technique.

RSH ¼ 3:6= G� 0:086ð Þ ð6Þ

Fig. 6 Mathematical modeling implementation for model current Im

Fig. 7 PV array modeling
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3 Maximum Power Point Tracking and Converters Used
in PV System

3.1 Need of MPPT and Converters

Many procedures have been suggested for finding MPP. The purpose of any pro-
cedure is to govern the duty ratio (D) of the converter used in such a style that the
load seen by the PV array corresponds with a load against the maximum power that
can be obtained from the panel. For this purpose, a DC–DC converter is mainly
used. Various converters used are given in Table 1 [19].

Figure 9 shows the schematic diagram of a PV system with DC–DC converter
[20–22]. Rin is the input resistance of the converter, and R0 is the output resistance
or load resistance. In Fig. 10, the approximate range of Rin for different DC–DC
converters have been shown; depending upon the value of R0, the correct choice of
converter can be made [21–23].

3.2 MPPT Schemes and Their Comparison

Various MPPT schemes used in PV system and their comparison have been shown
in Table 2. Direct control strategies do not use any prior information of the PV

Fig. 8 Circuitry design for PV array
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panel characteristics and directly seek MPP by sensing the variations of the PV
panel operating points [24], whereas indirect control uses prior records that consist
of information such as the PV panel I–V characteristic for different operating
conditions. In case of probabilistic control, information based on probabilistic study
is used. Complexity includes the algorithm and hardware implementation/circuit
complexity. True MPP should be tracked in case of multiple peaks during partial

Table 1 Various converters used in PV system

Buck converter Boost converter

Buck–boost converter Boost–buck Converter

Cuk converter SEPIC converter

ZETA converter Canonical switching cell converter

Flyback converter Interleaved dual boost converter

Interleaved zero current switching boost
converter

Interleaved zero−voltage switch boost
converter

Interleaved soft switching boost converter Interleaved flyback converters

Fig. 9 Complete PV system representation

Fig. 10 Range of Rin
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shading, and analog or digital circuit can be used to implement the circuitry of
MPPT techniques depending on the skill of user and resources available. Accuracy
of a MPPT technique can be analyzed by obtaining the efficiency of the MPPT
technique. Efficiency [25, 26] of MPPT is given by Eq. (7)

g ¼ Obtained Power
VmpImp

ð7Þ

3.3 DC–DC Boost Converter—Designing

The layout of the converter, represented in Fig. 11, comprises of a source VS (DC),
diode D, inductor L, controllable switch S, filter capacitor C, and R as load.
Figure 12 shows inductor voltage and current waveform of boost converter in
steady state.

As the switch S gets ON, the current through inductor L linearly rises and at the
same time capacitor C is supplying the load current and it gets partially discharged.
As the switch S gets OFF, the diode D gets forward biased and the inductor L starts
supplying the load and also charges the capacitor.

Balance principle of inductor voltage is used to obtain the output voltage in
steady state, which yields:

Vs � Ton þ Vs � Voð Þ � Toff ¼ 0 ð8Þ
Vo

Vs
¼ TSW

Toff
¼ 1

1� D
ð9Þ

Fig. 11 Converter [boost, DC–DC]
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For a particular D (duty), voltage gain of the given can be written as:

Mv ¼ Vo

Vs
¼ 1

1� D
ð10Þ

where Vs = input voltage and Vo = output voltage.
The boost converter will operate in the continuous conduction mode if the

inductance L has a value greater than Lm where

Lm ¼ 1� D2ð ÞDR
2f

ð11Þ

where Lm = minimum value of L required for continuous conduction.
A large filter capacitor (>Cmin) is required to limit the output voltage ripple due

to discontinuous current supplied to the output RC circuit. Cmin is the minimum
value of the filter capacitance required to give the output current to the load when
D is OFF, and this is given by Eq. (12).

Cmin ¼ DVo

VrRF
ð12Þ

where Vr = ripple voltage.

Fig. 12 Steady-state inductor
voltage and current waveform
of boost converter
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4 Perturbation and Observation Technique

Maximum power point depends on the extent of insolation and on the temperature
of the PV cell. To attain the desired MPP, a good algorithm is needed, which should
be fast, has to be real time, and should adjust MPP with the change in temperature
and insolation. Many algorithms for achieving MPP are proposed and are available,
but the most operative and mostly used is called the perturbation and observation
method [27].

P&O method works by giving a small disturbance by decreasing or increasing
the voltage of array and then analyzing the power variation due to the above
disturbance. When MPP is achieved, the system voltage oscillates around VMPP.
Figure 13 summarizes the P&O method control.

There is power loss associated with the oscillation at MPP, and its value depends
on the step change in voltage of the PV panel. The noise level due to switching of
the converter can be reduced by increasing the amplitude of the modulating signal,
and thus, signal-to-noise ratio improves. But this increases the oscillation at MPP
and causes more power loss. The flowchart used for this purpose is given in Fig. 14.

5 Model of Used Flowchart in Simulink

This model is represented in Fig. 15. Vin and Iin are taken as input for the P&O
block, and duty cycle is obtained as the output. P&O block has been taken V and
I as an input and then sends it to sample and hold block, which is used as a delay
block because in actual measurement, the system has a measurement delay;
therefore, it will be used for mentioning this delay. Moreover, at the output of the
sample and hold circuit, the present-state voltage signal is V(n). After this step,
signal goes to memory block, where hold and delay operation takes place.

Fig. 13 Perturbation and
observation (P&O) control
action
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Likewise, the product of Vin and Iin will be processed to provide p where Pn and
Pn−1 represent power at the current cycle time and power at the pervious cycle time
of MPPT, respectively. Subtracting Pn and Pn−1 is created ΔP, and subtracting Vn

and Vn−1 is created ΔV. In the next step, by using product block and multiplying
ΔV and ΔP, if both have a same sign, the output will be positive and if the sign of
one of these two signals were negative, the output will be negative. Afterward by
the use of switch block, based on input second, it goes over the input one or to the
input three. Data inputs are first and third inputs, and control input is the second
input. The next step if ΔP * ΔV < 0 output of the switch will be negative and
ΔD will be negative by multiplying the output of switch by a constant value of
perturbation step and in the next step value of D will be added to the previous value,
which is stored in memory block and will be decreased and vice versa. This new
value of D will be sent to the next block for creating PWM signal.

Fig. 14 Flowchart of perturbation and observation
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6 Simulation Result

Different I–V, P–V, P–t, and V–t characteristics for varying insolation and tem-
perature have been obtained and shown in Figs. 16, 17, 18 and 19 for the model
whose parameters are shown in Table 3.

Figure 20 shows the simulation result of whole PV system incorporating
P&O-based MPPT for varying insolation for the model of Table 4. In Fig. 20, at
time t = 60 s, the insolation changes from 1000 to 500 W/m2 while the temperature
is maintained at 25 °C; simultaneously, the output of panel varies and MPP tracking
is achieved.

Fig. 15 Simulink model for P&O MPPT algorithm
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Fig. 16 P–V curve shows the comparison for Nss = 3, Npp = 1, Nss = 2, Npp = 1, Nss = 1,
Npp = 1

Fig. 17 I–V curve for Nss = 2, Npp = 3 at different insolation

Aspects Involved in the Modeling of PV System, Comparison … 299



Fig. 18 I–V curve for Nss = 2, Npp = 3 at different temperatures

Fig. 19 P–V curve for Nss = 2, Npp = 3 at different temperatures
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Table 3 Parameters of the
model at nominal operating
conditions

Imp 7.61 A

Vmp 26.3 V

Pmax,m 200.143 W

Isc 8.21 A

Voc 32.9 V

10, n 9.825 � 10−8 A

Ipv 8.214 A

a 1.3

Rp 415.405

Rs 0.221

Fig. 20 Simulation result for varying insolation for model of Table 4
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7 Conclusion

This paper has explored the method used to mathematically model the photovoltaic
arrays. Direct method has been suggested to apt the mathematical V–I curve to the
significant points without guessing or estimating any parameters. This projected
method is very useful for finding the parameters of the five-parameter model of a
solar PV module. This paper gives all the equations that represent one-diode PV
model, the process needed to attain the factors required by the governing equations,
and reproduction of maximum power point tracker.

This paper offers all the compulsory information to develop a one-diode PV
model and maximum power point tracker for examining and simulating a photo-
voltaic array. The proposed simulated PV model can be used for further analysis of
PV stand-alone, in micro-grid and grid synchronized systems.
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A Novel Approach for Data
Classification Using Neutrosophic
Entropy

Kanika Bhutani and Swati Aggarwal

Abstract Fuzzy classification is very necessary because it has the ability to use
interpretable rules. It has got control over the limitations of crisp rule-based clas-
sification. This paper mainly deals with classification using fuzzy probability and
Neutrosophic probability. Classification based on Neutrosophic probability
employs Neutrosophic logic, Neutrosophic probability, and Neutrosophic entropy
for its working and is compared with classification based on fuzzy probability on
the basis of parameters such as probability and ambiguity in the results.
Classification based on fuzzy and Neutrosophic probabilities is implemented on
appendicitis dataset from knowledge extraction based on evolutionary learning.

Keywords Classification � Fuzzy probability � Fuzzy entropy � Neutrosophic
probability � Neutrosophic entropy

1 Introduction

Classification is defined as a process in which various objects are acknowledged,
distinguished, and inferenced [1]. There are many techniques which are used for
classification of data that give a realistic solution for all feasible inputs [2]. Fuzzy
mapping of input and following fuzzy handling is a current research region which
has been effectively applied to various areas from control theory to artificial
intelligence [3, 4].

Fuzzy logic is of great interest because of its ability to deal with non-statistical
ambiguity. In decision analysis, uncertain information is treated probabilistically in
numerical form. An another methodology in which a more realistic hypothesis is
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made is fuzzy probability in which it is known imprecisely as fuzzy and is
exemplified by the perceptions of possibility labeled as very probable, improbable,
not very probable, etc. [5] Uncertainty due to fuzziness is sometimes correlated with
probabilistic uncertainty [6]. For example, in case of coin, the occurrence of head
supports the fuzzy event HIGH more than a tail does. Entropy is uncertainty. It
permeates discourse and systems. It connects with information and learning. Fuzzy
entropy was introduced by Luca and Termini [7]. Fuzzy entropy is the entropy of
fuzzy sets representing the information of uncertainty. Let E be a set to point
mapping such that E:Fð2xÞ ! ½0; 1�. Here, E is a fuzzy set defined on fuzzy sets.
E is an entropy measure if it satisfies the four rules [7]:

EðYÞ ¼ 0 iff Y 2 2x Y non fuzzyð Þ; ð1Þ

EðYÞ ¼ 1 iff mY xið Þ ¼ 0:5 for all i; ð2Þ

EðYÞ�EðZÞ if Y is less fuzzy than Z, i.e. if mYðxÞ�mZðxÞ when mZðxÞ� 0:5
and mYðxÞ�mZðxÞ when

mZðxÞ� 0:5; ð3Þ

EðYÞ ¼ EðYCÞ� ð4Þ

Here, Y is a subset of set E. mYðxÞ is the membership of element x in set Y. Yc is
the complement of Y.

Neutrosophic probability is simplification of the traditional and imprecise
probabilities. Let X be a Neutrosophic space, and R a r-Neutrosophic algebra over
X [8]. A Neutrosophic measure v is defined for Neutrosophic set Z 2 R by

v:X ! R3 ð5Þ

v Zð Þ ¼ m Zð Þ;m neutZð Þ;m antiZð Þð Þ ð6Þ

where antiZ = opposite of Z and neutZ = neutral(indeterminacy) neither Z nor
antiZ. v is a function that satisfies the property of null set and countable additivity.
m(Z) means measure of determinate portion of Z, m(neutZ) is measure of indeter-
minate portion of Z, and m(antiZ) is determinate portion of antiZ [8].

So, flipping a coin on a cracked surface, there is a chance that coin gets struck on
its edge and then the sample space is:

{Head, Tail, indeterminacy}.
The Neutrosophic probability for head and tail is described as:

NP Headð Þ ¼ NP Tailð Þ\ 1
2

ð7Þ
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Generally, P Headð Þ ¼ P Tailð Þ ¼ 1
2, but here indeterminacy is involved which is

also having some probability so the probability of head and tail is less than half.
Neutrosophic entropy was introduced by Majumdar and Samanta [9]. Let NðXÞ be a
Neutrosophic soft set on X. An entropy is a function EN :NðXÞ ! ½0; 1� that satisfies
the following rules [9]:

ENðYÞ ¼ 0 if Y is crisp set, ð8Þ

ENðYÞ ¼ 1 if ðTYðxÞ; IYðxÞ;FY ðxÞÞ
¼ ð0:5; 0:5; 0:5Þ for all x 2 X;

ð9Þ

ENðYÞ�ENðZÞ if Y � Z; i:e:; TYðxÞ� TZðxÞ;
FYðxÞ�FZðxÞ and IYðxÞ� IZðxÞ for all x 2 X;

ð10Þ

ENðYÞ ¼ ENðYCÞ for all Y 2 NðXÞ: ð11Þ

The remaining of the paper is organized as follows: Sect. 2 gives the details of
dataset used. Section 3 describes the fuzzy probability and fuzzy entropy for
classifying dataset. Section 4 elaborates the Neutrosophic probability and
Neutrosophic entropy for classifying dataset. Section 5 presents implementation of
fuzzy and Neutrosophic probabilities and entropy on appendicitis dataset. Section 6
presents discussion of results. Section 7 outlines the conclusion and future work.

2 Dataset Details

In this research, appendicitis dataset from knowledge extraction based on evolu-
tionary learning (KEEL) [10] is selected for fuzzy classifier and Neutrosophic
classifier. The dataset has different seven attributes which are multiplied by 100 for
simplicity, so all the attributes are in the range of 0–100.

Different attributes to be experimented:

Attribute 1—WBC1
Attribute 2—MNEP
Attribute 3—MNEA
Attribute 4—MBAP
Attribute 5—MBAA
Attribute 6—HNEP
Attribute 7—HNEA

Classes to be classified:
0 means the patient is not suffering from appendicitis.
1 means the patient is suffering from appendicitis.
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Appendicitis dataset contains 106 instances out of which 96 instances are used
for training and 10 instances for testing. Ninety percent of the instances are used for
training, and 10% of the instances are randomly selected for testing.

3 Classification Based on Fuzzy Probability

Fuzzy probability is a component of standard information theory. It shows vague
probabilities with ties to concepts of random sets. It shares the frequent attribute of
all imprecise probability models, and the uncertainty of an event is characterized
with a set of possible degree in terms of probability or with bounds on probability.

3.1 Basic Criteria for Determining Fuzzy Probability

Classification based on fuzzy probability is done on the basis of fuzzy logic. As
overlapping is expected in fuzzy logic, suitable rules are designed for all the
appendicitis dataset attributes and output classes. It can be observed that the outputs
produced after defuzzification in inference system can be of three types as shown in
Fig. 1.

Case 1: If the output lies in the range of 0–a, then it supports HIGH fuzzy event for
class A and LOW fuzzy event for class B.

Case 2: If the output value lies in the overlapping range, then there is some degree of
indeterminacy. There is imprecise value of LOW and HIGH fuzzy events, so
Neutrosophic probability is applied in this region to get more realistic results.

Fig. 1 Criteria for assigning
fuzzy values
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Case 3: If the output lies in the range of b–c, then it supports HIGH fuzzy event for
class B and LOW fuzzy event for class A.

After assigning fuzzy linguistic variables to all the outputs in a particular class,
fuzzy probability is calculated for fuzzy events as

FPðHIGHÞ ¼
Pn

i¼1 liðHIGHÞ
n

ð12Þ

where HIGH is the fuzzy linguistic variable of a class, n is the total number of
samples available in the class, and FP(HIGH) is the fuzzy probability of fuzzy
variable HIGH.

Similarly, fuzzy probability for all the fuzzy events is calculated in a particular
class.

3.2 Basic Criteria for Determining Fuzzy Entropy

In fuzzy entropy, all the instances of appendicitis dataset are considered as sets and
entropy is calculated by the rules given by Luca and Termini. If the fuzzy output
value is 0.5, then entropy will be 1. If the fuzzy output value belongs to power set of
[0, 1], then entropy is 0. Entropy of two instances can be compared using Eq. (3).
As it is fuzzy entropy, it will always provide the value in the range of 0–1.

4 Classification Based on Neutrosophic Probability

In real life, indeterminacy can be seen everywhere. If a die is tossed on a cracked
surface, then there is no clear face to see. Thus, it is indeterminacy. If weather
reports say that the probability of rain tomorrow is 70%, then it does not mean that
the probability of not raining is 30% because there are some hidden weather factors
that the reporters are not aware of. So, there is some ambiguity that leads to
indeterminacy. Indeterminacy occurs due to defects in creation of physical space or
defective making of physical items involved in the events.

Thus, Neutrosophic probability considers both random variables and indeter-
minacy variables. Neutrosophic probability is a specific case of Neutrosophic
measure. It is an approximation of an event together with estimation of indeter-
minacy involved [8, 11]. Neutrosophic probability that an event X occurs is

NPðXÞ ¼ ch Xð Þ; ch neutXð Þ; ch antiXð Þð Þ ¼ T ; I;Fð Þ ð13Þ

A Novel Approach for Data Classification Using Neutrosophic … 309



It can also be represented as

NP Xð Þ ¼ ch Xð Þ; ch indetermXð Þ; ch X
� �� � ð14Þ

T is the chance that X occurs denoted by chðXÞ, I is the indeterminate chance
related to X denoted by chðindetermXÞ, and F is the chance that X does not occur
denoted by chðXÞ.

4.1 Basic Criteria for Determining Neutrosophic Probability

Neutrosophic probability works on the same concept like fuzzy probability, but
after defuzzification, output value is represented in the triplet format, i.e., truthness,
indeterminacy, and falsity [12]. Designing of Neutrosophic components is shown in
Fig. 2 [13].

The following steps are followed for classifying data using Neutrosophic
probability:

(1) First of all, create the training and testing sets for every class. Here, 96
instances are used for training and 10 instances are used for testing.

(2) Neutrosophic probability is expressed in terms of three components:
Neutrosophic truth, indeterminacy, and falsity component.

(3) Neutrosophic truth component is designed as follows:

(a) Memberships functions are designed for all the variables, i.e., input and
output variables such that no overlapping exists between the two mem-
bership functions.

(b) Suitable rules are created using rule editor.

Fig. 2 Block diagram of Neutrosophic components
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(4) Neutrosophic indeterminacy component is designed as follows:

(a) Memberships functions are designed for all the variables, i.e., input and
output variables such that no overlapping exists between the two mem-
bership functions. Indeterminacy and falsity components are designed only
for overlapping regions of two membership functions.

(b) Suitable rules are created using rule editor.

(5) Neutrosophic falsity component using training set is designed in the same way
as it is done for indeterminacy component, but height of every membership
function is 0.5.

(6) After training is done, all the components are tested independently using the
testing data.

(7) At the end, Neutrosophic probability(t + i + f) will be categorized into com-
plete, incomplete, or paraconsistent probability.

4.2 Basic Criteria for Neutrosophic Entropy

The entropy can be calculated as [14]

ENðYÞ ¼ 1
n

Xn
i¼1

1� 1
b� a

Zb

a

TY ðxiÞ � FYðxiÞj j IYðxiÞ � IYðxiÞj jdx
0
@

1
A ð15Þ

Here, ENðYÞ is the Neutrosophic entropy of any instance. N is the total number
of instances. TYðxiÞ is the truth component value, IYðxiÞ is the indeterminate
component value, and FYðxiÞ is the falsity component value. a and b are the lower
and upper limits.

5 Implementation of Fuzzy Probability and Neutrosophic
Probability on Appendicitis Dataset

The designing of fuzzy and Neutrosophic components for appendicitis dataset is
described as:

(1) The input variable 1 range from 0 to 100 is composed of trapezoidal mem-
bership functions as shown in Fig. 3.

(2) Similarly for all other attributes, input membership is defined.
(3) Design output membership for two classes, i.e., 1 and 0 represented by A and

B as shown in Fig. 4.
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Fig. 3 Membership function for input 1

Fig. 4 Membership function for output class
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(4) The rule base of the fuzzy component contains 35 if-then rules. The rule base of
Neutrosophic truth, indeterminate, and falsity component contains 40, 11, and
11 rules.

6 Experiments and Results

Table 1 shows the rules formed and training and testing samples for fuzzy and
Neutrosophic components.

Table 2 shows the details of the testing instances for fuzzy component on
appendicitis dataset.

Here, if the membership value is 0.5, then the entropy is 1. If it lies in the power
set of [0, 1], i.e., other than 0.5, then the entropy is 0. Table 3 shows the details of
testing instances using Neutrosophic probability and entropy.

Here, entropy is calculated using Eq. (15). If the Neutrosophic value of instance
is crisp, then the entropy is 0, otherwise it is 1. Authors have analyzed the following
cases from Table 3:

(a) If t + i + f = 1, then it means it is complete probability; i.e., it is normalized
probability which can be seen in second instance of class B.
Consider a real-world situation; there are two parties A and B; on the basis of
previous records, if both parties have 50% chance of winning, then NP(A wins
over B) = (0.5, 0, 0.5) = 1.

Table 1 Details of training and testing data

Component Training samples
used

Testing samples
used

Number of
rules

Fuzzy 96 10 35

Neutrosophic truth 96 10 40

Neutrosophic
indeterminate

96 10 11

Neutrosophic falsity 96 10 11

Table 2 Details of testing instances using fuzzy probability and entropy

Appendicitis
classes

Instance Output Analysis of the output Fuzzy
probability

Entropy
(E)

Class A [21.3 55.4
20.7 0 0
74.9 22]

HIGH Both cases indicate clear
belongingness to class A

FP(HIGH) = 1
FP(LOW) = 0
FP(L/H) = 0

0

[5.8 58.9
8.7 58.3
19.6 57.6 6]

HIGH 0

(continued)
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Table 2 (continued)

Appendicitis
classes

Instance Output Analysis of the output Fuzzy
probability

Entropy
(E)

Class B [39.6 46.4
32.2 61.1
50.6 36.6
27.4]

HIGH Six cases indicate clear
belongingness to class B
Two cases generated
results lying in
overlapping zone of
class A and class B

FP
(HIGH) = 0.75
FP(L/
H) = 0.25
FP(LOW) = 0

1

[53.8 73.2
54.9 5.6 5.8
88.2 55.8]

HIGH 1

[32.9 66.1
33.4 15.3
11.2 67.4
30.4]

L/H 0

[75.1 82.1
79.7 29.2
39.2 74.7
70]

L/H 0

[68 71.4 67
1.4 1.7 85.1
68.1]

HIGH 1

[51.6 76.8
54.4 13.9
13.9 66.7
46.2]

HIGH 1

[47.1 83.9
53.1 11.1
10.4 84.5
48.1]

HIGH 1

[62.2 75
63.5 26.4
30.6 78.7
60.1]

HIGH 1

Table 3 Details of testing instances using Neutrosophic probability and entropy

Appendicitis
classes

Instance Truth
probability

Indeterminate
probability

Falsity
probability

Neutrosophic
probability (t, i, f)

Entropy
(EN)

Class A [21.3 55.4
20.7 0 0 74.9
22]

0.08 0.5 0.5 t + i + f = 1.08 0

[5.8 58.9 8.7
58.3 19.6
57.6 6]

0.08 0.5 0.5 t + i + f = 1.08 0

(continued)
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(b) If t + i + f < 1, then it means it is an incomplete probability; i.e., there exists
some indeterminacy. It can be seen in third and fourth instances of class B.
Consider a real-world situation; there are two parties A and B; if both parties do
not perform well, then there is 20% chance of winning of A or B. On the basis
of previous records available, there is 30% chance of both parties having equal
votes.
Therefore, NP(A wins over B) = (0.2, 0.3, 0.2) < 1.

(c) If t + i + f > 1, then it means it is paraconsistent probability. It means there is
some inconsistent data which can be seen in many cases discussed above.
Consider a real-world situation; there are two parties A and B; according to their
previous history, A is 70% favorable to win. But according to last year election
results, B is showing better performance so B has 80% chance to win. Other
people think that A was generally better than B, so there is 10% chance that
both parties will get equal votes (tie).
Therefore, NP(A wins over B) = (0.7 + 0.8 + 0.1) > 1.

Table 3 (continued)

Appendicitis
classes

Instance Truth
probability

Indeterminate
probability

Falsity
probability

Neutrosophic
probability (t, i, f)

Entropy
(EN)

Class B [39.6 46.4
32.2 61.1
50.6 36.6
27.4]

0.4216 0.5 0.5 t + i + f = 1.4216 0

[53.8 73.2
54.9 5.6 5.8
88.2 55.8]

0.20 0.4 0.4 t + i + f = 1.0 1

[32.9 66.1
33.4 15.3
11.2 67.4
30.4]

0.2901 0.25 0.25 t + i + f = 0.7901 1

[75.1 82.1
79.7 29.2
39.2 74.7
70]

0.42 0.25 0.25 t + i + f = 0.92 1

[68 71.4 67
1.4 1.7 85.1
68.1]

0.4204 0.5 0.5 t + i + f = 1.4204 0

[51.6 76.8
54.4 13.9
13.9 66.7
46.2]

0.2865 0.5 0.5 t + i + f = 1.2865 1

[47.1 83.9
53.1 11.1
10.4 84.5
48.1]

0.2841 0.5 0.5 t + i + f = 1.2841 1

[62.2 75
63.5 26.4
30.6 78.7
60.1]

0.2877 0.5 0.5 t + i + f = 1.2877 1
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(d) Entropy is calculated using Eq. (15); if the Neutrosophic value of instance is
crisp, then the entropy is 0, otherwise it is 1. Neutrosophic entropy basically
helps us to deal with the indeterminate values present in the real world.

Table 4 shows the details of ambiguous results found using fuzzy and
Neutrosophic probabilities.

7 Conclusion and Future Scope

Classification using Neutrosophic probability and entropy provides more practical
results as compared to fuzzy probability. Neutrosophic probability and entropy
involve indeterminate sample space that exists in the real world. It provides results
in the triplet form, i.e., truth, indeterminate, and falsity. It also categorized the
results into complete, incomplete, and paraconsistent probability: complete proba-
bility when there is no indeterminate or ambiguous instance; incomplete probability
when there is some indeterminate instances present in the dataset; and paracon-
sistent probability when there is some contradiction among various attributes of an

Table 4 Ambiguous results

Class Instance Fuzzy
probability
result

Neutrosophic
probability result

Analysis

A [32.9 66.1
33.4 15.3
11.2 67.4
30.4]

L/H (0.2901, 0.25,
0.25)
t + i + f < 1

The result of fuzzy probability
indicates that it lies in the
overlapping region of class A
and class B. It just gives the
probability of overlapping.
Thus, authors cannot surely say
to which class this instance
belongs to. But Neutrosophic
probability can handle this
overlapping region because it
gives the percentage of truth,
percentage of indeterminacy,
percentage of falsity to which it
belongs to class B. Also these
two instances show incomplete
probability that means there is
some indeterminate attribute
available in the dataset. Hence,
it shows that Neutrosophic
probability can deal with such
ambiguous situations in a better
way

B [75.1 82.1
79.7 29.2
39.2 74.7
70]

L/H (0.42, 0.25, 0.25)
t + i + f < 1
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instance. It can be seen in Sect. 6 that some instances are showing results in
overlapping section, i.e., indeterminacy which can be handled with Neutrosophic
probability.

It is a sample study as it is implemented on 106 instances. In future, it can be
extended on complex datasets or those datasets which contain more overlapping
regions which can be dealt with Neutrosophic logic. A real-time application can be
created using Neutrosophic logic and Neutrosophic probability that could replace
the existing fuzzy-based applications. Also hybridization of other soft computing
techniques with Neutrosophic logic can be done to analyze the indeterminacy
present in the data.
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SDN Layer 2 Switch Simulation Using
Mininet and OpenDayLight

Vipin Kumar Rathi and Karan Singh

Abstract Software-Defined Networking is a separation of control plane and data
plane where control plane controls several devices https://www.opennetworking.
org/sdn-resources/sdn-definition [1]. SDN provides a programmable network pro-
tocol that can virtualize whole network infrastructure. Networking reached to
threshold point in driving next-generation network architecture. In this paper,
simulation of Layer 2 Switch based on SDN using OpenDaylight and Mininet
Emulator is performed. SDN is implemented by OpenvSwitch (OVS) as a data
plane and OpenDaylight as a Control Plane both Mininet and OpenDaylight is
installed on different Instances of an IBM Server. Then analyzes the architecture of
the Layer 2 Switch with OVS and OpenDaylight that can successfully run Loop
Remover, Arp Handler on ODL Controller which prevents broadcast storms
(McKeown et al in ACM SIGCOMM Comput Commun Rev 38:69, 2008 [2];
Nunes in Commun Surv Tutorial-s 16(3):1617–1634, 2014 [3]; Open Networking
Foundation 2014 [4]).

Keywords Software-defined networking � OpenFlow � OpenvSwitch
OpenDaylight � Loop Remover � Mininet

1 Introduction

Everyday networks are becoming more complex, loads on these networks are also
increasing and availability is also important. Today, network design is not sufficient
to fulfill this kind of demand, due to this networks becoming more complex,
making [2–4] the administration of these networks more difficult. Therefore, we
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need next generation of networking that can manage such high demand and utilize
the bandwidth at its maximum. Due to new trends in computing like a cloud, Big
Data, and Internet of Things, a new design for networking is needed that is fulfilled
by Software-Defined Networking (SDN). SDN helps to detach control plane from
data plane which helps the administrator to manage the network centrally and can
utilize bandwidth at its maximum, resulting in great flexibility [5].

The conventional network architecture where data plane and control plane
remain in the same device which cannot fulfill these high demands and solution to
this problem is Software-Defined Networking (SDN). The network paradigm sep-
arates data plane and control plane [6]. The network can be dynamically managed;
for example, whenever there is a change in topology due to loops or any other
causes, then the network can be managed dynamically. Mininet is a lightweight
container or virtualization-based emulator. Mininet provides a rapid development
for SDN, it is flexible and creates easily configurable topologies such as switches,
controllers, virtual hosts and configurations starts a network in few seconds and also
supports the OpenFlow protocol that can be used for network based SDN simu-
lation. Mininet includes a command–line interface (CLI) that is topology-aware and
OpenFlow-aware [7].

This paper uses Mininet Simulator for simulation of SDN. SDN network consists
of data plane as OVS and control plane in the form of OpenDaylight controller.
OpenDaylight controller functions as Loop Remover, Arp Handler, Packet Handler,
Host Tracker, and Address Tracker.

1.1 Problem Definition

In legacy Layer 2 Switch, there is no intelligence and capability to learn network
topology and forward packets from source to destination.

2 Theory

This section discusses OpenFlow, architecture, OpenDaylight with brief details of
the same as follows.

2.1 OpenFlow

The communication between the OpenFlow controller and switch takes place using
the OpenFlow protocol. By using OpenFlow protocol, a OpenFlow controller can
do CRUD (Create, Read, Update, Delete) operation on flow entries, e.g.,
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FLOW MOD (ADD) to create a flow entry, FLOW MOD (MODIFY) to modify a
flow entry, FLOW REMOVED to remove a flow entry [8]. Figure 1 illustrates the
architecture of OpenFlow, in which we have OpenFlow Switch, OpenFlow con-
troller, Hosts, and Servers. Communication between controller and switch takes
place securely by using Secure Socket Layer.

OpenFlow Switches are expected to process all 802.1D Spanning Tree Protocol
(STP) packets locally before performing lookup; e.g., in layer 2, OpenFlow
Switches forward broadcast traffic which may result in loops. Spanning tree helps to
provide loop-free topology but when link fails there is exchange of BPDU between
switches and then they take an alternative path which takes some time. However, in
SDN, controllers do topology discovery and link fault detection. In SDN, Spanning
Tree Protocol is comparatively easier. Whenever there is a change in topology, it
simply computes a STP from the topology using prims algorithm.

OpenFlow Switch maintains the flow table according to pattern, action, priority
and counter for e.g. pattern, action, and priority and counter values are Dst IP
address (10.5.2.1), Port 1, 15 and 105 respectively. The complete table and their
values are given below in Table 1.

Fig. 1 OpenFlow architecture
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The failure of links in Software-Defined Networking based on OpenFlow will
result in the need to converge on a new topology which will be the same at layer 2
or 3 since OpenFlow seems to merge the control and data planes resulting in unified
logical topologies. Since OpenFlow utilizes flow tables, the concept of feasible
successors can be applied to flow tables by inserting alternate paths as less preferred
flow entries. The use of successor routes will result in no need to contact a con-
troller on link failures. In SDN based on OpenFlow when there is failure of links, it
will result in a new topology which will be same at layer 2 or 3.

2.2 OpenDaylight

The OpenDaylight can deliver the benefits of SDN to the Internet of Things or
control Ethernet switches using the OpenFlow protocol. OpenDaylight provides a
Model-Driven Service Abstraction Layer (MD-SAL) that allows users to write
apps that can work easily across a wide variety of hardware and south-bound
protocols [9].

OpenDaylight aims to accelerate the adoption of Software-Defined Networking
and creates a solid root for Network Function Virtualization. Newest version of
OpenDaylight is Lithium. OpenDaylight not only supports OpenFlow but also
supports other south-bound protocols like NETCONF, OVSDB, SNMP. For
north-bound Protocols, Representational State Transfer (REST) APIs are used.

OpenDaylight runs on Java Virtual Machine (JVM), and it is platform inde-
pendent that can be run on any Operating System. OpenDaylight makes use of the
following tools Maven, OSGi, Java Interfaces, and REST APIs. Figure 2 shows a
high-level network view of the OpenDaylight controller. In which SDN apps talk to
Northbound API according to request the corresponding API is activated now at
next layer we have two functions Service Functions and Base Network Functions
which contain different modules like Statistics Manager, Device Man- ager,
Topology Discovery, Inventory Manager then request reaches the Service
Abstraction Layer and then through Southbound API which can be it reaches to
Network Device.

Table 1 OpenFlow flow
table

Pattern Action Priority Counter

Dst IP Addr=10.5.2.0 Port 1 15 105

TCP/UDP Dst Port=25 Drop 25 310

Dst IPAddr=192.* Port 2 10 200
* Controller 0 116
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2.3 Layer 2 Switch

The Layer 2 Switch gives Layer 2 functionality. There are various modules present
in Layer 2 Switch like Loop Remover which removes the loop in the network and
updates the corresponding STP Status of networks ports. In the operational
inventory data store, Host Tracker tracks the location of the host relatively to the
network. Switch Manager Component holding the inventory information for all the
known nodes in the controller, Topology Manager Component holding the whole
network graph, Statistics Manager Component in charge of using the Service
Abstraction Layer Read Service to collect several statistics from the Network, Arp
Handler which handles the decoded ARP packets, either by installing proactive
flood flows or by dispatching packets back to network, based on the configuration,
Layer 2 Switch Main installs flows on each switch, based on network traffic and
address learned by address tracker [10]. This allows the switch to learn the network
topology and be aware to changes. Thereby, when a packet is received it is directly
redirected to the destination instead of flooding to every other host. This results in
very high efficiency as compared to current switching methodology in layer 2.

Fig. 2 High-level network view of the OpenDaylight controller
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3 Simulation Design

This section briefly discusses network design and SDN controller as follows.

3.1 Network Design

Our study used IBM server which contains 32 GB RAM, 1 TB hard disk on which
we have place Kernel-based Virtual Machine (KVM) as a Hypervisor and upon it
we have placed two instances: One instance contains Mininet with 192.168.56.103
as ip address, and another instance putting OpenDaylight as controller with the
following ip address 192.168.56.101. The network simulation contains three
switches and three hosts; one host is connected with one switch in Mesh Topology.
The network topology of simulation is shown in Fig. 3.

3.2 SDN Controller

In this simulation, SDN controller is OpenDaylight which is installed on one of the
instances of IBM server that contains Ubuntu 14.03 LTS Controller which disables
some links with the help of Loop Remover internally.

Running Spanning Tree Protocol.

Fig. 3 Network topology
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3.3 Procedure for Simulation

We are using Mininet, add a custom topology in Custom Directory, and create a
python file called as meshtopology.py, which contains the following algorithm

1. Initialize topology
Topo. init (self)

2. Add hosts and switches

leftHost = self.addHost( ’h2’ )
rightHost = self.addHost( ’h3’ )
leftSwitch = self.addSwitch( ’s2’ )
rightSwitch = self.addSwitch( ’s3’ )
aboveHost = self.addHost( ’h1’ )
aboveSwitch = self.addSwitch( ’s1’ )

3. Add links

self.addLink(leftHost, leftSwitch)
self.addLink(leftSwitch, rightSwitch)
self.addLink(rightSwitch, rightHost)
self.addLink(aboveHost, aboveSwitch)
self.addLink(aboveSwitch, leftSwitch)
self.addLink(aboveSwitch, rightSwitch)

4 Result

On Mininet, we have to run the following command sudo mn –controller=remote,
ip=192.168.56.101 –custom /mininet/custom/meshtopology.py –topo mytopo.
After running the following command, controller creates Mesh Topology as shown
in Fig. 4, as we can see in figure there are three switches connected in Mesh
Topology. Now on Mininet run h2 ping h3 and sudo WireShark & so that result can
be seen on Wireshark Window as shown in Fig. 5. On Wireshark we can filter arp
packets and path follow by packets are from host2 to Switch2, Switch1, Switch3
and finally it reach to host3. Because link between Switch2 and Switch3 is in
Blocking State to prevent packet to not go in to loop.

We can verify the above result by running the tcpdump command on Switch1
and listening on eth2 interface, and all nodes are able to ping each other as shown in
Fig. 6.
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5 Conclusion

SDN Layer 2 Switch is introduced in a brief manner in this research paper. SDN has
risen as a way to enhance programmability within the network to fulfill the dynamic
nature of future network functions. SDN keeps on making progress within large
enterprise and cloud service provider for data center networking. SDN offers a wide

Fig. 4 OpenDaylight dashboard

Fig. 5 Capture results form Wireshark
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determination of competing architectures, yet at its most simple. In this paper, we
have done the simulation of the SDN with OpenFlow Switch and OpenDaylight
controller successfully and test Loop Remover, Arp Handler. OpenDaylight con-
troller can perform STP. STP stops broadcast storm on network and prevents from
flooding. In future works, new topologies like leaf-spine and Trill (instead of STP)
may be tested.
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An Architectural Design for Knowledge
Asset Management System

H. R. Vishwakarma, B. K. Tripathy and D. P. Kothari

Abstract Knowledge assets (KAs) are the main focus for knowledge management
as these are considered most valuable in this knowledge-driven economy. However,
the tasks of understanding, valuation, and management of knowledge assets have
been daunting in contrast to their physical counterparts. There have been no gen-
erally agreed frameworks for carrying out the above tasks. Organizations strive to
minimize the cost of creating and managing knowledge assets and to maximize
value addition from knowledge assets. Also, they provide knowledge services to its
internal and external customers using knowledge assets and processes with the help
of knowledge workers. Hence, efficient management of knowledge assets is often
the central theme in most organizational knowledge management (KM) programs.
In this paper, we discuss knowledge asset management from multiple perspectives.
We propose a set of generic steps involved in knowledge asset management
(KAM) and also propose an architectural design for managing knowledge assets in
organizational settings.

Keywords Knowledge management � Knowledge workers � Knowledge process
Knowledge assets � Knowledge artifacts � Knowledge services
Knowledge asset management system
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1 Introduction

In today’s economy, organizations are focusing more on knowledge assets
(KAs) rather than physical assets. Knowledge management programs are being
adopted by many organizations in order to gain competitive advantage in market
increasingly dominated by knowledge-based products and services. Articulating
knowledge vision and developing knowledge management strategy is one of the top
agenda points in boardroom discussions in most organizations. Knowledge vision
and strategy drive the knowledge processes used and services provided by orga-
nizations. Knowledge processes represent internal perspective of knowledge man-
agement, whereas knowledge services are external perspectives typically catering to
needs of customers. Many organizations have begun to convert internally generated
knowledge into knowledge-based products, processes, and services that can be used
by business associates and customers. An organization has to consider seven
aspects related to knowledge management so as to ensure leverage of its knowledge
resources. These aspects are knowledge strategy, knowledge structure, knowledge
workers, knowledge process, knowledge services, knowledge assets, and finally
knowledge systems.

Many researchers have established links between knowledge management
strategies and knowledge creation processes as well as overall innovativeness of
organizations. Choi and Lee [1] derive a model showing alignment of KM strate-
gies with knowledge creation process models. Ferraresi et al. [2] show how
knowledge management influences strategic orientation even without affecting
business performance. Bosua and Venkitachalam [3] propose a framework
explaining key enablers and approaches to align KM strategies with workgroup
knowledge processes.

Knowledge asset management (KAM) is the heart of any knowledge manage-
ment program. It involves several steps such as identification, categorization,
auditing and mapping of knowledge assets that are available, acquiring or creating
assets that are needed, etc. Knowledge assets and knowledge processes are inex-
tricably linked.

Kans [4] discusses knowledge assets and processes in the context of mainte-
nance process including planning and control aspects to achieve business goals.

Naftanaila [5] presents perspectives of knowledge asset management in project
environment suggesting a few strategies to address management challenges.
Carlucci and Schiuma [6] propose a framework giving guidelines for planning,
implementing, and evaluating knowledge management initiatives. They also illus-
trate how to identify knowledge assets and their interdependencies.

Rebentisch and Ferretti [7] propose an integrated framework for technology
transfer process that involves the transfer of embodied knowledge assets between
organizations. The framework considers organizations embodying three aspects
technology, operational, and structural.

Smuts et al. [8] mention how learning opportunities and business gains are lost
owing to unintentional fragmentation of knowledge assets in information system
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outsourcing scenarios. According to them, organizations need to aim at optimizing
critical knowledge assets and at improving knowledge-sharing mechanism.

According to Heredia et al. [9], interactive knowledge asset management helps
in acquiring the experiences of individual knowledge workers. It also facilitates
utilization of existing knowledge assets and sharing accumulated knowledge among
all concerned. Further, they also find that such an approach helps in improving
ability of individuals and in enhancing quality of products.

Whelan and Carcary [10] show how talent management concepts help in
knowledge worker identification, knowledge creation, sharing, competency devel-
opment, and knowledge retention. Lerro et al. [11] describe various aspects that
help decide strategies for assessing knowledge assets. They discuss the organiza-
tional value, the processes, approaches, and evaluation architectures. Schiuma et al.
[12] propose a system thinking-based framework for analyzing and developing
mechanisms that support evolution of knowledge assets and knowledge flow
dynamics. They show knowledge assets are interdependently and dependently
related and are translated into organizational value. Marr et al. [13] emphasize on
the importance of measuring knowledge assets as these enhance organizational
capabilities and competencies. They further suggest the knowledge asset dashboard
considering dynamic actor/infrastructure relationship and nature of these assets.
According to Le Dinh et al. [14], an integrated approach for organizational content
management should be developed to support knowledge creation and collaboration
processes. They present a framework for knowledge-based content management to
transform organizational content into knowledge assets.

An innovative architecture for organizational knowledge management was
proposed in [15]. In this proposal, it is considered that knowledge management
initiative begins at the top management level in an organization by articulating
knowledge vision and strategic goals. Knowledge processes and knowledge ser-
vices are defined subsequently. The focus of knowledge processes is efficient
knowledge management. On the other hand, knowledge services are meant for
efficient utilization and sharing of knowledge with an objective of maximizing
return on invest and gaining competitive advantage.

Knowledge asset management and knowledge networks play crucial role in
dynamic evolution as well as assessing and enhancing the values of knowledge
assets. In this paper, we primarily focus on the above aspects, analyze it, and
provide a comparison with the existing approaches wherein the proposed approach
is superior to these approaches.

The outline of remainder part of the paper is as follows:
Section 2 discusses knowledge asset management processes and actors.

Section 3 presents the architecture of knowledge asset management system.
Section 4 lists the advantages of the system.
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2 Knowledge Asset Management Processes and Actors

Organizations provide knowledge services to its internal and external customers
using a variety of knowledge processes and with the help of knowledge workers.
Knowledge workers are workers whose main capital is knowledge. They are per-
sons employed to produce or analyze ideas and information. They can assume the
role of knowledge producer (i.e., author, owner) or consumer (i.e., user, seeker) or
both. A few super-knowledge workers may assume the role of active managers for
organizational knowledge. Sometimes, they play the role of neutral facilitators of
knowledge sharing among individual peers.

Knowledge workers and the knowledge networks formed by them contribute
significantly in managing knowledge assets and impact knowledge flow dynamics.
We incorporate various roles knowledge workers play in knowledge asset man-
agement (KAM) as follows.

Individual knowledge workers create and/or own knowledge asset as well as use
and/or edit knowledge assets using various knowledge processes. Further, they
publish and share knowledge assets with co-workers. They may store knowledge
assets at their respective workstations or at a centralized repository.

Figure 1a illustrates use case diagram pertaining to individual work processes.
Knowledge workers use domain-specific knowledge processes, for example,

requirements engineering, architectural design, etc., in the case of software devel-
opment project. They may also use generic processes, e.g., interview, workflow,
meeting. Knowledge assets are used, created, and modified in the above collabo-
rative processes.

Figure 1b illustrates use case diagram pertaining to collaborative work
processes.

A knowledge asset may be comprised of several knowledge objects and may be
associated with a set of keywords. Further, knowledge assets may have two types of
attributes: system-defined and user-defined, in order to facilitate search by multiple
search criteria.

Knowledge asset management typically involves the following processes:
identification, categorization, mapping, acquisition, creation, editing, merging,
splitting, copying, storing, retrieving, indexing, searching, sharing, auditing, etc., of
knowledge assets. Some of the above processes are applicable for existing
knowledge assets, e.g., searching, editing, while some of the processes are appli-
cable only for new knowledge assets, e.g., creation, storing etc. Each of the above
processes has distinct characteristics, say; searching process is characterized by
accessibility and responsiveness, acquisition and creation are characterized by
validation, and so on.

Figure 1c, d illustrate use case diagrams pertaining to supervisory processes and
SME processes, respectively.

The following section describes an architectural design incorporating the above
processes and actors.
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Fig. 1 a Use case diagram
for individual work processes,
b use case diagram for
collaborative processes, c use
case diagram for supervisory
processes, and d use case
diagram for SME processes
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3 Architecture of Knowledge Asset Management
(KAM) System

In this paper, we consider knowledge assets (KAs) as the base on which knowledge
management initiatives are taken up by organizations. We have used the term
“knowledge asset (KA)” to represent a knowledge product or artifact that may be a
set of documents or a single document. However, in a broader context, a KA is
considered as any type of knowledge including insight, know-how, experience,
competence, and relationship capital, intellectual capital such as a copyright or
patent. Knowledge-based organizations such as software development companies
and education and research institutions deal with a variety of knowledge assets. For
such organizations, efficient management of knowledge assets is of paramount
importance. We consider the knowledge asset management as the key capability
required to survive in this knowledge-driven world.

In this section, we discuss an architectural design for knowledge asset man-
agement (KAM) system that is an amalgamation of multiple perspectives. Figure 2
illustrates context model for the proposed KAM system along with its enclosing
environment.

We consider that a KAM system needs to manage knowledge assets residing in
the intranet and knowledge warehouse of organization/team concerned and in the
Internet. Knowledge workstations (KWS) are the systems designed to cater to the
needs of knowledge workers helping them in carrying out individual work pro-
cesses and collaborative work processes as well as managing process flows and
services deliveries. There are also two special types of KWS, one each for subject
matter expert (SME) and supervisor.

Unified messaging system (UMS) provides a single mailbox for each knowledge
worker to handle voice, fax, and regular text messages as objects. Some of these
messaging objects may constitute or augment a knowledge asset.

Fig. 2 Context model for knowledge asset management system
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Workflow engine helps knowledge works in managing various process flows
involving their peers and/or superiors. However, the aspects of workflow design/
administration and applications remain with SME/supervisor workstation and
knowledge workstations.

Knowledge server supports knowledge workers using its knowledge base that
also grows dynamically overtime. It guarantees that processes followed and ser-
vices delivered are in accordance with the rules. Knowledge server also facilitates
SME to edit its knowledge base.

Figure 3 illustrates the architectural design of knowledge asset management
(KAM) system. We describe here only the major modules of the system.

Knowledge user module consists of query processor, KA browser, KA con-
verter, and KA editor. Knowledge asset directory and map (KADAM) maintains the
list of knowledge assets along with the usage and location maps. It enhances the
visibility of knowledge assets among potential users. A user with the help of query
processor, knowledge asset directory and map (KADAM), and knowledge asset
browser can find a desired knowledge asset and use it. A knowledge asset can be
browsed, converted from one form to another, and/or edited via KADAM.

Knowledge asset analyzer and processor (KAP) examines whether a knowledge
asset meets certain criteria and rules. It also extracts objects, keywords, and attri-
butes from a knowledge asset. It stores the above in a database and sends the
knowledge asset for storing it through KADAM module.

A knowledge asset resides either in main storage or auxiliary storage of KAM
system depending on its frequency of usage. Supervisor can modify attributes and
storage locations of knowledge assets. An expert (i.e., domain or subject matter
expert) can modify objects and keywords of knowledge assets.

Fig. 3 Architectural design of knowledge asset management
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The user–expert interaction module helps in direct interaction addressing some
of the needs that are not otherwise being facilitated. Such interactions might help in
discovery of new knowledge assets as well as new application scenarios of existing
knowledge assets. These direct interactions might also help in quick evaluation of
knowledge assets and in identifying scope for evolution of knowledge assets.

4 Comparative Analysis and Advantages of the Proposed
System

The performance of the proposed system is compared with that of the existing
systems in this section. The proposed system offers the following advantages:

(1) The architecture facilitates capturing explicit knowledge documented by
individual knowledge workers as well as conversion tacit knowledge into
explicit knowledge through collaborative processes interviews, meetings, etc.

(2) It supports both the types of repositories of knowledge assets—local reposi-
tories for individual knowledge workers and a centralized repository.

(3) It supports both the task-specific knowledge processes and generic organiza-
tional processes that use, create, and modify knowledge assets.

(4) It supports leveraging of knowledge assets available within project teams,
within an organization, and with external sources.

(5) It automatically archives less frequently accessed knowledge assets from main
storage to auxiliary storage, thus improving overall performance.

(6) It helps in evolution of knowledge assets as these are shared among knowl-
edge workers and updated through various knowledge processes, e.g., inclu-
sion of new sources of knowledge, re-application of knowledge in different
contexts, optimization by feedback loops, etc.

(7) It promotes knowledge harvesting as ideas are generated and captured in
formal and informal interactions among knowledge workers.

(8) It provides an integrated user interface, where document creation, editing,
filing, retrieving, and mailing functions are available as efficient sequential
operations.

(9) The system maintains the list of knowledge assets along with usage and
location maps, thus enhancing the visibility of knowledge assets among
potential users.

(10) The system supports versatile search-based multiple options including key-
words, objects, system, and user-defined attributes of knowledge assets.

From a broad perspective, the proposed system is distinguished from the existing
systems using 10 major criteria grouped into two categories, viz., knowledge assets
and knowledge processes as shown in Tables 1 and 2.
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5 Conclusion

This paper considered knowledge assets as foundation stones of organizational
knowledge management and the reviewed literature pertaining to knowledge asset
management. It described the processes and actors involved in knowledge asset
management. It presented a context model for knowledge asset management and
proposed an architectural design for managing knowledge assets in organizational
settings. Further work can be carried out to assess quality of knowledge assets and
value addition from knowledge assets to organizations.

Table 1 Knowledge assets

Criteria Existing systems Proposed system

Repositories Mostly support centralized
repositories

Supports both local and centralized repositories

Format
conversion

Not supported Supports conversion of knowledge assets from
one format to another

Searching
assets

Only search using name and
keywords of knowledge assets

Versatile options for search including names,
keywords, objects, and attributes of knowledge
assets

Leveraging
assets

Only internal sources of
knowledge assets

Both internal and external sources of
knowledge assets

Tools
support

Mostly support filing and
retrieving of knowledge assets

Integrated support for creating, editing, filing,
retrieving, and mailing of knowledge assets

Table 2 Knowledge processes

Criteria Existing systems Proposed system

Knowledge
evolution

Limited scope Wide scope as assets are shared among
knowledge workers and updated through
multiple processes

Tacit-to-explicit
knowledge
conversion

Not supported Supports via collaborative processes such
as interviews and meetings

Processes support Mostly support
organizational
knowledge processes

Supports both task-specific and generic
organizational processes

Automatic
archival

Not supported Supported based on frequency of usage

Knowledge
harvesting

Not supported Supported as ideas are generated and
captured in user–expert interaction
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