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Preface

ICDIS-2017 is a major multidisciplinary conference organized with the objective of
bringing together researchers, developers, and practitioners from academia and
industry working in all areas of computer and computational sciences. It is orga-
nized specifically to help computer industry to derive the advances in
next-generation computer and communication technology. Researchers invited to
speak will present the latest developments and technical solutions.

Technological developments all over the world are dependent upon the glob-
alization of various research activities. Exchange of information and innovative
ideas is necessary to accelerate the development of technology. Keeping this ide-
ology in preference, the International Conference on Data and Information Sciences
(ICDIS-2017) has been organized at Indira Gandhi National Tribal University,
Amarkantak, MP, India, during November 14–15, 2017.

The International Conference on Data and Information Sciences has been
organized with a foreseen objective of enhancing the research activities at a large
scale. Technical Program Committee and Advisory Board of ICDIS-2017 include
eminent academicians, researchers, and practitioners from abroad as well as from all
over the nation.

In this book, selected manuscripts have been subdivided into two tracks namely—
smart hardware and software design and smart computing techniques. A sincere effort
has been made to make it an immense source of knowledge by including 27 manu-
scripts in this proceedings volume. The selected manuscripts have gone through a
rigorous review process and are revised by authors after incorporating the suggestions
of the reviewers. These manuscripts have been presented at ICDIS-2017 in different
technical sessions.

ICDIS-2017 received around 230 submissions from around 550 authors of dif-
ferent countries such as India, Malaysia, Bangladesh, Sri Lanka. Each submission
went through the plagiarism check. On the basis of plagiarism report, each sub-
mission was rigorously reviewed by at least two reviewers with an average of 1.93
per reviewer. Even some submissions had more than two reviews. On the basis
of these reviews, 59 high-quality papers were selected for publication in two pro-
ceedings volumes, with an acceptance rate of 25.6%.
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We are thankful to our keynote speakers, delegates, authors for their participa-
tion and interest in ICDIS-2017 as a platform to share their ideas and insights. We
are also thankful to Prof. Dr. Janusz Kacprzyk, Series Editor, AISC, Springer
Nature, and Mr. Aninda Bose, Senior Editor, Hard Sciences, Springer Nature, India,
for providing continuous guidance and support. Also, we extend our heartfelt
gratitude to the reviewers and Technical Program Committee members for showing
their concern and efforts in the review process. We are indeed thankful to everyone
directly or indirectly associated with the conference organizing team leading it
toward the success.

Although utmost care has been taken in compilation and editing, a few errors
may still occur. We request the participants to bear with such errors and lapses
(if any). We wish you all the best.

Organizing Committee
ICDIS-2017

Norway Mohan L. Kolhe
Ghaziabad, UP, India Shailesh Tiwari
Ghaziabad, UP, India Munesh C. Trivedi
Amarkantak, MP, India Vikash Kumar Singh
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About the Book

With the advent of the digital world, the information and data science came into
existence with a wide scope of innovations and implementations. Both of these play
a major role in the making of policies and taking decisions within or outside any
organization, institution, society, etc.

Data science and information science are complementary to each other, but
distinct. Data science is related to an inference of knowledge and meaningful
information from data. However, information science deals with the design and
development of strategies, methods, and techniques concerned with the analysis,
classification, storage, retrieval, dissemination, and protection of information.

Nowadays, information and data science field entered into a new era of tech-
nological advancement, which we call Smart and Intelligent Information and Data
Science. Smart and Intelligent Information and Data Science provides the use of
artificial intelligence techniques to solve the complex problems related to policy and
decision making. We can say that the main objective of Ambient Computing and
Communication Sciences is to make software, techniques, computing and com-
munication devices, which can be used effectively and efficiently.

Keeping this ideology in preference, this book includes the insights that reflect
the immediate surroundings developments in the field of Smart and Intelligent
Information and Data Science from upcoming researchers and leading academi-
cians across the globe. It contains the high-quality, peer-reviewed papers of
‘International Conference on Data and Information Sciences (ICDIS-2017)’, held
at Indira Gandhi National Tribal University, Amarkantak, MP, India, during
November 17–18, 2017. These papers are arranged in the form of chapters. The
contents of this book cover two areas: Smart Hardware and Software Design,
Smart Computing Techniques. This book helps the prospective readers from
industry and academia to derive the immediate surroundings developments in the
field of data and information sciences and shape them into real-life applications.
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Computation of Dynamic Signal
Phases for Vehicular Traffic

Rajendra S. Parmar and Bhushan H. Trivedi

Abstract Traffic congestion is one of the significant contributors to global warming
and amajor factor deteriorating logistic efficiency, thereby impeding efficiencies and
economy. Infrastructure expansion and improvements render a short-lived solution.
Significant improvisation is achieved only through technological approach to the
problems with challenges in signaling shortest route and ensuring fair treatment to
all the directions without a deadlock-like situation. One of the firsts to address is sig-
naling electronics. Signaling electronics are not maintained. Besides, traffic signals
do not align with the traffic patterns. Traffic congestion is characterized as dynamic,
stochastic, random, and unpredictable phenomenon. Consequently, traffic conges-
tion cannot be addressed by static, predetermined signal phases, preprogrammed
periodically changing signals based on a prior knowledge of traffic behavior as the
dynamically changing traffic pattern will dislocate and disrupt the assumptions of
traffic changes. Hence traffic signals have to be devised to adapt to changes as per
the traffic situation. Secondly, signaling electronics is oblivious to vehicle densities,
intended direction of travel, and available capacity on road ahead to accommodate
oncoming vehicles. This leads to a green phase resulting in deadlock situation. The
paper describes exploring utilization of green phases for other directions while main-
taining exclusive and non-conflicting movement with other directions. The paper
proposes computation of dynamic signal phases while ensuring fair assignment to
other directions and avoidance of deadlock situations.

Keywords Traffic signals · Intelligent traffic signals · Dynamic traffic signal
assignment

R. S. Parmar (B)
GTU, Gujarat Technology University, Ahmedabad 382424, India
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1 Introduction

1.1 Challenges

The signal phase definition has several challenges:

a. Traffic signals are randomly spaced; there is no orderly positioning. Locations
of traffic signals are based on commuter convenience rather than traffic consid-
erations. As a result, signaling islands are randomly located. Distance between
consecutive traffic signal is random.

b. Road geometry or town planning has not considered having fixed number of
converging roads at junctions. Meaning a junction with four roads can lead to
another junction with three diverging roads.

c. Infrastructure providers often fail to provide uniform road quality, road width
or number of lanes. This too leads to reducing traffic speeds and giving rise to
congestion.

d. Different sizes of vehicles have different footprints in width as well as length.
A wider vehicle leaves plenty of empty space around it which results in loss of
usable area. If the vehicles were relatively of similar size, more vehicles would
have been accommodated.

e. Unruly drivers and pedestrians are mostly responsible for incidents of traffic
congestion. World over slow driving is appreciated; however, a slower driver
often is responsible for congestion situation.

1.2 Objectives, Methods, Strategies

a. Objective
The basic objective is (1) scheduling for different time of the day (2) dynamic
signaling based on traffic patterns (3) optimization methods [1, 2].
The overall objectives of traffic signaling are to:

1. Achieve disciplined and systematic movement of vehicle to ensure smooth
traffic flow.

2. Reduce delays by reducing stoppages, accidents, crashes, and severity fre-
quency.

3. Quantitative measurements of traffic signaling parameters.

b. Methods
Traffic control methods are classified [3] as:

1. Timing control:Acentral computer helps in gaining control over this function.
However, should the central computer fail, the entire operation comes to a
halt.
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2. Half-induced control: Signal controller and region controller control traffic
through coordination. Control strategy is defined; however, it has inherent
latency.

3. Complete-induced control: No communication between intersections, hence
not a best method.

4. Adaptive control: Lack of communication between intersections results in
lack of proactive information to the driver, hence avoidable method.

c. Strategy
Some of the strategies are:

1. Fixed time traffic signal: Based on past traffic data, signal phases are prepro-
grammed. Now obsolete.

2. AI and fuzzy logic approach: Extension of green phase is decided by neural
network.

3. V2V (vehicle-to-vehicle) and V2I (vehicle-to-infrastructure) communication
are suggested for traffic signaling and subsequent congestion mitigation.

4. Genetic algorithm: Derived from swarm intelligence. Learning is only the
fittest survive; most surviving traffic signal phase is green. Genetic algorithm
is also used for rerouting.

5. Reinforcement learning: Learning from environment to exploit most suitable
reaction to dynamic situations.Deployed tomanage traffic queue.Q-Learning
is a reinforcement learning applied in optimization of the traffic flow.

1.3 Desired Solution

The following is a feature list of a desired solution:

a. The signal phase assignment must be fair to all the direction. Meaning even if a
direction has constant incoming traffic, it cannot have unreasonably long green
phase assignment. Secondly, every directionmust have a signal phase assignment
in every signal phase cycle.

b. Boundary conditions must be defined to specify minimum and maximum time
for every signal phase. This will ensure against unrealistic duration of signal
phases and can possibly even achieve deadlock avoidance.

c. Number of vehicle in amalgamationwith occupied footprint should be considered
rather than only the number of vehicles as a criterion to assign signal phases.

d. Unutilized signal phases must be utilized such that vehicles can move to other
non-conflicting directions for the assign signal phase.
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2 Prior Research—Signal Phases

2.1 Modeling

Due to the probabilistic nature of vehicular traffic, it draws similarities
from fluid dynamics and vehicular traffic, which are represented by ana-
lytical models, hence analytical models are studied. Lighthill, Whitham,
Richard continuum model widely known as LWR model, is proposed [4].
The model relates traffic density and vehicular speed. Indirectly based
on flow, the model suggests preferred speeds for vehicles. The first-order rela-
tionship is expressed as follows:

dk (x, t)

dt
+
dq (x, t)

dx
� 0

where k is density; q is vehicular flow; both these parameters are function of time
and position.

However, different vehicles have different sizes and different speeds. Also, the
start and stops are so abrupt that the continuum model cannot address challenges of
real-world vehicular traffic.

Lacuna of LWR model is addressed by introducing additional terms in the equa-
tion [5]. These modifications expect vehicles to align their speeds based on vehicles
at rear; like in fluid dynamics. However for vehicular traffic, speeds are governed
by vehicles in the front. The analytical model helps appreciate congestion as a spa-
tialtemporal problem in time and space coordinates. Vehicular traffic congestion has
several equilibrium states. Higher-order model introduces disproportionately higher
complexities which add humongous computational burden.

2.2 Solution Approaches

a. Petri Nets
Paper Demonstrated exploiting Petri Nets for representing vehicular traffic ele-
ments. Petri Net representation help model events which are isolated, concurrent,
conditional or synchronized inclusive of constraints [6], precedential conditions,
and frequency of occurrence. Petri Nets are quick to coding. Petri Net represen-
tation is shown in Fig. 1.
The paper incorporates coordination of adjacent traffic signals in assigning signal
phases [7]. Petri Nets are deployed with time intervals; both endpoints minimum
and maximum are associated with places. It delivers responsive traffic signal
timing as it extends green time based on demand.

b. Queuing
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Fig. 1 Petri Net
representation. GG Go
green; EG extend green; Act
transition actuation; FO
force off; RG rest green; DG
display green; M movement;
GR go red

Any timing signal cannot sustain increasing trafficwith limited infrastructure [8].
Traffic forms a queue and hence queue learning is important. Algorithmworks on
iterative methods where improvements are implemented, and results are studied
in an iterative process. Queue is a FIFO [9]. The paper exploitsM/M/1 queuing
system which is a widely used model of queuing system. The queue dispensing
must always be higher than queue building. It addresses traffic congestion to
reduce waiting time of vehicles by effective signaling phases.

c. Modeling; Statistical Approach
Proposes a simplified approach by defining a minimum cycle time [1].

C � (1.5 ∗ L + 5) / (1 − Y )

C � Cycle length in seconds; L � Lost time or [(no. of phases) × (lost time
per phase) + (all red time)]; Y � Critical lane volume divided by the saturation
flow, summed over the phases, where saturation flow is equivalent per hourly
rate at which vehicles can traverse an intersection approach under prevailing
conditions, assuming a constant green indication at all time and no loss time,
in vehicles per hour or vehicles per hour per lane. Poisson distribution is also
employed to address traffic congestion. It suffers from the limitations of statistical
methodswhich are empirical, applicable for large data sets and are prone to errors
when unprecedented situation occurs. Vehicle movement is nonlinear, dynamic
and stopping intermittently over 2D space [10]. This is then extended to area
with finite congestion and the approaches are enumerated in detail [11].

d. Wireless Sensor Network (WSN)
WSN is used to sense vehicles entering and leaving a road segment [12]. The
demand from the direction with highest number of vehicles is assigned green
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phase. A low-power, low-cost WSN installed on roadside gathers information
and controls traffic lights [13]. Three WSN sensors help vehicles to compute
its speed. WSN can then decide if the vehicle can cross the junction before the
expiry of signal phase or not. WSN network senses congestion [14, 15]. The
model is based on VISSIM platform, currently, limited to single traffic junction.

e. Adhoc Networks
Consider statically changing traffic lights and advises rerouting to achieve short-
est path [16]. The system is called Shortest-Path-Based Traffic-Light-Aware
Routing (STAR). It deploys ad hoc Networks like MANET, VANET.

f. Coordinated Signals
Paper proposes to synchronize traffic lights and advises travel speeds to com-
muters such that vehicles do not have to stop [17–19]. However, maintaining
travel speed is difficult for several reasons; primarily, errors in speed measure-
ments and drivers ignoring the advice. Mobile agents communicate between line
sensors, segment sensors, vehicle sensors, signal controllers, and video cameras.
The mobile agents collect data from sensors, analyze for problems in traffic and
communicate with roadside cameras which calculate signal timing.

g. Self Learning Traffic Signals
Present traffic signalswhichhave static timing anddonot haveflexibility to accept
dynamic change in signal timing [8]. AI and fuzzy logic are proposed to address
dynamically changing trafficbehavior. It proposes a continuously learning system
to change the traffic plans; however, systems fail when unprecedented situation
arises, following which it has to accept forced learning or behave according to a
small set of pre-fed data.

h. Other Approaches
Paper proposes that the only way to resolve traffic congestion is to provide real-
time information to road users so that they can make informed decisions on
speed, route, and timing [20]. It uses vehicles traveling in both the directions
to get traffic information and requires no dedicated roadside infrastructure. The
wireless technology is put to use to get information, and a signboard is created
to offer information which can be referred by the road users. Paper develops
real-time signal timing according to actual traffic flow [21]. The model decides
signal timing to relieve traffic congestion. Release matrix is employed to address
randomness of traffic situations. Release matrix analyzes traffic situations and
minimizes total delay by usingmaximum road capacity. Paper prosposes a vision-
based closed-loop system [22]. However, disadvantages of vision-based systems
continue to challenge accuracy and repeatability. Ant colony optimization (ACO)
offers distributed intelligent traffic system (DITS) [23]. Intelligence collected by
vehicles is distributed and hence vehicles do not travel congested roads; very akin
to ACO which does not travel where pheromone is not present. For intelligence
to be uniformly available, a centralized information system is required. Probe
vehicles are employed to get real-time data to compile traffic condition [24]. The
approach provides good results with larger number of probe vehicles.
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Fig. 2 Signal direction

2.3 Contemporary Systems

It collates information about vehicle position through crowd-sourcing; from map
users with Android OS, excluding iPhones [25]. The data acquired helps compute
speed through indirect measurements. The satellite-based component to integrate
with GPS is Wide Area Augmentation System (WAAS) in USA, European Geosta-
tionary Navigation Overlay System EGNOS in Europe, Multi-Functional Satellite
Augmentation System MSAS in Japan. Contemporary systems use Windows-based
OS in collaboration with traffic controllers from different manufacturers. Split Cycle
Offset Optimization Technique (SCOOT) is deployed to control the signal phases in
real time [26]. It collates information from sensors installed at several positions in
the entire infrastructure. Sydney Coordinated Adaptive System (SCAT) is an Auto-
matic Traffic Control System (ATCS) which generates signal phases using complex
algorithms [27]. Here too, the data is collected from infrastructure sensors. Other
significant development is Urban Traffic Optimization by Integrated Automation
(UTOPIA), which considers vehicles detection, vehicle flow, traffic intensity, road
occupancy, and even type of vehicle. Federal Highway Administration (FHWA)
developed ACS Lite is widely deployable at much reduced cost [28]. RHODES is
ATCS technology which predicts traffic levels from inductive loop sensors [29]. The
paper compares available sensor technology and concludes wireless sensors with
near nil cost are the best alternative [30, 31].

3 Dynamic Signal Phases

3.1 Maximizing Signal Phase Opportunity

Many times, assigned green phase is not utilized as there are no waiting vehicles
[32]. During such instances, evaluate if there exist other non-conflicting, green phase-
hungry directions that can be served. This is illustrated in Figs. 2, 3 and 4.

Traffic Schema (Right-Hand Drive)
In case there is not NS traffic, the signal phase is utilized for SE or EW as shown in
Fig. 3.
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Fig. 3 Absence of NS traffic

Fig. 4 Absence of NW
traffic

Option 1 of utilizing the absence of SN traffic (Note—This discussion is based
on right-hand drive vehicles) (Fig. 4).

If NW is absent, it can be handed over to SN.

3.2 Vehicle Flow

It is essential to establish a relationship between inflow and outflow of vehicles at
a traffic junction to ensure every green phase assignment would at least evacuate
vehicles and not accumulate more than present during assignment of green phase. At
any time, cumulative outflow must be higher than cumulative inflow else congestion
situation shall prevail. Duration of signal phasemust be proportional to a combination
of vehicle count, inflow rate, and ARCA. A simulation study is undertaken where
different outflow, inflow, and vehicle count at the beginning can be defined. For
the simulation, a fixed inflow rate of 600 vehicles/hour is considered and different
outflow rate from 1,200/1,800/2,000/2,400 vehicles/hour is plotted in Fig. 5.

3.3 Core Engine

The hypothesis of fair assignment of dynamic signal phases is based on road capacity,
road occupancy, vehicle count, and cumulative waiting time. The most important
parameter is evacuation speed which is speed of travel on the road segment ahead.
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Fig. 5 Vehicle inflow vis-à-vis outflow

1. A vehicle waiting maximum time must get priority.
2. However, thiswill delaymany vehicles on the other sidewhose individualwaiting

time may be less than the waiting time of fewer vehicles.
3. In order to disseminate and distribute congestion, it is important to consider

cumulativewaiting time for a direction. This approach helps addressing the needs
of larger number of commuters.

4. This approach addresses balancing the vehicle flow rate and resulting buildup of
vehicular density.

5. All things being equal, priority must be given to direction which can evacuate
faster.

6. To avoid any direction with higher vehicular flow monopolizing a signal phase,
an upper bound is defined beyond which the signal phase must be withdrawn.

3.4 Cumulative Waiting Time

τ �
N∑

1

⎛

⎝
T 2∫

T 1

dt

⎞

⎠

τ � Cumulative waiting time (CWT) of vehicles for a direction; T1 � Entry time of
vehicle; T2 � Time at computation; N � Number of vehicles.

The other strategy is to incorporate CWT of total area of waiting vehicles, CWTA
of vehicle areas, which is road occupancy, then:
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Table 1 Priority table

ARCA CWT VC RO Priority

0 0 0 0 1

0 0 0 1 2

0 0 1 0 3

0 0 1 1 4

0 1 0 0 5

0 1 0 1 6

0 1 1 0 7

0 1 1 1 8

1 0 0 0 9

1 0 0 1 10

1 0 1 0 11

1 0 1 1 12

1 1 0 0 13

1 1 0 1 14

1 1 1 0 15

1 1 1 1 16

ARCA Available road capacity ahead; RO road occupancy; VC vehicle count and priority of reso-
lution, introduces and explains these terms exhaustively [32]

τ �
N∑

1

A ∗
⎛

⎝
T 2∫

T 1

dt

⎞

⎠

A � Area of vehicle under consideration.
Road segment static capacity is pre-computed and available from infrastructure

database. Every vehicle periodically updates its location through lat. / long., obtained
by the GPS application. Dynamic road capacity is continuously computed from inci-
dent vehicles on the road segment. Congestion condition is detected by a combination
of number of vehicles on a road segment, road occupancy, and average speed of vehi-
cles on the road segment. Priority matrix with highest priority being 16 is defined in
Table 1.

4 Algorithm

4.1 Data Structure

City has number of traffic junctions. A traffic junction has number of poles, decided
by number of converging roads at a junction; realistically two to eight. Each pole has
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signals to indicate three movements viz. straight, left, and right; each direction has
red, orange, and green indications. Above all, there is a traffic indicator for pedestrian
too. Every traffic pole is related to a road segment. Road segment characterizes its
capacity or area and quality by achievable speed on the road segment. Road segment
identifies its capacity in terms of area which is expressed as length and breadth.
For vehicular traffic, breadth is expressed as number of lanes. Road occupancy is
expressed by number of vehicles on the road segment and footprint of these vehicles.
The functions are expressed as (1) city (traffic junctions), (2) traffic junction (traffic
poles), (3) traffic pole (road segment), and (4) road segment (capacity, occupancy,
quality) or Road segment (start lat., start long., end lat., end long., linear distance,
number of lanes, achievable speed).

Inputs to the algorithm are road occupancy of every road segment. Output is signal
phase (junction number, traffic pole, road segment, signal phase duration).

4.2 Algorithm

Const
Time to move := t1;
Time to cross the junction := t2;

Main
For every Road Segment

Compute RO, VC;
Compute CWT; ARCA;

End;
Sort road segments as per PRIORITY table; 
Junction Consideration;

End

RO, VC
For all outgoing vehicle 

VC := VC -1;
RO := RO - Area of Outgoing vehicle;

End;
For all incoming vehicle;

VC := VC +1;
RO := RO + Area of Incoming vehicle;

End;
End;

CWT
For every unit time

CWT := VC + VC;
End;
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ARCA
ARCA := RC - RO;

End;

Junction consideration
For all Junction directions

Sort by CWT;
Sort by Max Mod(RO-ARCA);
CSP fir Dir 1;
If waiting vehicles on Dir 2 ≠ 0 then CSP
Else
If waiting vehicle on alternate 2 ≠ 0then CSP
Else
Hand it over to next direction
End
Compute signal phases CSP

End;

CSP
VC := f(RO);
Green Phase Dir 1 := t1 + t2* VC;

End;

5 Future Work

The signaling information must be pushed to the in-vehicle display to offer preemp-
tive signaling information. This will alert the driver about signal phases and who can
then control the mobility of the vehicle. This feature will pave the way for removal of
traffic islands, thereby making space and lending to the already crammed-up infras-
tructure. Secondly, it will drastically reduce capital costs of signaling electronics and
operating costs for its maintenance and upkeep. Besides, accurate signaling system
will detect traffic offenses, thereby punishing the offenders without any manpower
deployment. This will over a period of time eliminate traffic offenses to near nil.
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Abstract The growing penetration of distributed energy resources (DERs) in mod-
ern power distribution networks operating as microgrid poses a great challenge for
the conventional protection scheme due to significant variation in the fault current
levels under the grid-connected and islanded mode of operation. In this regard, this
paper has devised an efficient protection scheme based on discrete wavelet transform
(DWT) and k-nearest neighbour (kNN) for fault detection/classification implemented
for dual modes of microgrid operation considering the photovoltaic PV source and
nonlinearity in the load. The proposed approach utilizes the three-phase voltage and
current signals obtained during shunt faults in the distribution line under widely
varying fault parameters. The pre-processing of signals through DWT determines
the approximate coefficient. The standard deviation (SD) of the approximate coef-
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1 Introduction

With the advent of renewable energy resources such as photovoltaic (PV), wind
energy, modern power distribution networks have witnessed a gradual transition of
central generation towards the distributed one. The concept of introducing distributed
generation has led to the significant reduction in power transmission and distribution
burden, thereby increasing the reliability and overall efficiency of the system. The
penetration of DERs in the distribution network to cater to the power demand at
consumer end has contributed greatly to establish a single controllable entity named
as microgrid [1, 2]. The power flow in microgrid is bidirectional which enable it
to operate under dual mode, i.e. grid-connected and islanding mode. The islanding
mode refers to the isolated state of microgrid feeding the critical loads under the
occurrence of fault in the grid.

The fault current variationunder dualmodeoperationofmicrogrid poses great pro-
tection challenges. Apart from this, the fault current carrying capability of inverter-
based DERs is only 2–3 times of the rated current, whereas it is up to 10 times for
the synchronous-based DERs, which further complicate the protection task up to
great extent [3, 4]. The conventionally designed protection schemes based on fun-
damental component of voltage and current may not be able to identify the type of
fault occurred in the system. This has led the motivation to propose such protection
technique which can provide fast, reliable and accurate fault detection/classification
task under fault in the microgrid under dual mode of operation.

Several microgrid protection techniques have been mentioned in the literatures
which have been declared as the possible solution to the persisting protection issues.
Someof them include differential energy-basedmicrogrid protection [4], comprehen-
sive protection strategy for islanded microgrid [5], combined S-transform and data-
mining-based protection scheme [6], a differential zone protection scheme [7], trav-
elling wave-based protection scheme [8] and time-frequency transform-based dif-
ferential scheme [9]. The protection challenge addressed in [10] has mainly focused
on high impedance fault detection, whereas in [6], two different decision tree-based
classifiers have been used for fault detection and classification. Neither [7] nor [8]
have focussed on fault classification. In [11] also, the technique has been reported on
detection only and that too without taking into consideration the operating modes of
microgrid. Effective feature selection is very important criteria during the develop-
ment of a data-mining technique. In this regard, the discretewavelet transform (DWT)
used as feature extraction technique in the proposed study carries the advantage over
above-reported techniques in analyzing the non-stationary (transient) signals.Despite
the significant contribution of the above-mentioned proposed techniques in the field
of microgrid protection, the intermittent behaviour of renewable DERs and nonlin-
earity in the load is still left to be addressed in the actual fault scenario. The actual
distribution network comprises large interconnection of nonlinear nature of loads in
the system. Also, the effect of power quality disturbances associated with inverter-
interfaced DERs and nonlinear characteristics of load cannot be ignored. Keeping
these in mind, this paper has got the motivation to propose an accurate and reliable
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fault detection/classification technique based on discrete wavelet transform (DWT)
and k-nearest neighbour (kNN) approach. The proposed technique utilizes standard
deviation of the approximate coefficients extracted by pre-processing of voltage and
current signals collected at relaying bus throughDWT, as the input feature to train the
kNN-based classifier. The PV intermittency and nonlinearity in the load have been
consideredwhile creating the fault scenarios. kNN is a very simple andwidely known
algorithm whose classification strategy is based on statistical approach. Unlike the
other supervised learning algorithms which require explicit training of data, kNN
carries the advantage of making use of the local contexts retrieved from training
sample to declare the classification result [12, 13]. The performance of proposed
technique has been examined and validated against various test cases generated with
wide variations in fault parameters under both modes of operation and the summary
of results have been presented.

The remaining paper is organized into following sections: The modelling and
simulation of microgrid system under study in the MATLAB/Simulink environment
are illustrated in Sect. 2. Section 3 describes the feature extraction technique using
DWT and the development of proposed kNN-based fault detector/classifier. Test
results are summarized and analyzed in Sect. 4 followed by conclusion in Sect. 5.

2 Modelling and Simulation of Microgrid Under Study

Figure 1 represents the single line layout of the 34.5 kV, 60 Hzmicrogrid under study
simulated usingMATLAB/Simulink. Thismicrogrid incorporates the combination of
twoDERs namely synchronous-based source SDGand photovoltaic energy resource,
PVDG connected to the network at bus B3 and B4, respectively [14]. S1, S2, S3 and
S4 represent the four sections of the line with total line length of 20 km. P1, P2, P3,
P4 and P5 represent the combination of linear and nonlinear loads. Bus B1 acts as the
relaying bus at which the raw voltage and current signals are retrieved for processing.
Voltage source converters (VSCs) with converter control unit, maximum power point
tracking (MPPT) and phase-locked loop (PLL) and transformer have been used to
interface PVDG with the AC grid. During grid-connected operation, SDG remains
disconnected from the network, whereas in islanded mode, both DGs feed the loads.
The variation inBG fault currentmagnitude at busB1 for grid-connected and islanded
mode is depicted in Fig. 2.
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3 Development of kNN-Based Fault Detector/Classifier

3.1 Overview of the Presented Technique

The objective of imparting protection to the microgrid is to ensure accuracy and
reliability in the detection and classification of fault for immediate isolation of faulty
feeder. Keeping this in mind, a discrete wavelet transform and kNN-based fault
detector/classifier have been devised and presented in the paper which can perform
efficiently under intermittent nature of PVDG and nonlinearity in the load as well.
The different steps of the proposed scheme (Fig. 3) can be sketched as follows:

Step 1: Voltage and current signals are retrieved at bus B1 by creating the fault sce-
narios with variation in fault parameters such as fault resistance (0–100 �),
inception angle (0° to 90°) and fault location (0–20 km).
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Step 2: The signals obtained in step 1 is pre-processed through low-pass Butter-
worth filter at the cut-off frequency of 480 Hz.

Step 3: The processed signal is sampled with sampling frequency of 1.2 kHz.
Step 4: The approximate coefficients are extracted through discrete wavelet trans-

form (DWT) using db3 wavelets up to third level of decomposition and
standard deviation is obtained which is further fed as the input feature for
kNN.

Step 5: Select the number of nearest neighbours and train the dataset using kNN.
Step 6: Any fault sample is tested through the trained network and depending on the

output of respective kNN, the relay trip signal is generated to the respective
breaker for isolation of faulty phase in the network.

3.2 Pre-processing of Signal and Feature Extraction

Wavelet transform is very dominant and versatile tool to analyze and record the
pattern obtained due to any disturbance or fault occurred in the system. The advantage
ofwavelet transformover Fourier transform lies in the fact that latter can be utilized to
analyze the signal only in the frequency domain. So, wavelet transform is considered
better than Fourier transform. Wavelet transform split the signal into different scales
corresponding to distinct frequency patterns through translation (shift in time) and
dilation (compression in time) of mother wavelet [6, 11]. The mother wavelet can be
described by following equation:

∅ jk(t) � 2− j/2φ
(
2− j t − k

)
(1)
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Signal is analyzed by wavelets through multi-resolution technique at distinct res-
olution and frequencies. The decomposition of input signal x(n) through low-pass
Butterworth filter is carried out by the following equation:

ylow[k] �
∑

x[n].h[2k − n] (2)

where Y low[k] is the output of low-pass filter h[n] obtained after down sampling by
2. A total number of 6 features including B1 bus voltage and current in section S1 for
all the three phases A, B and C have been considered for feature extraction process.

3.3 Fault Detection/Classification Using kNN

Pre-processing and feature extraction are followed by the development of kNN-based
technique for performing the required task of fault detection/classification separately
under both modes of microgrid operation.

kNN algorithm is very simple and widely known among all the other pattern
recognition techniques due to its flexible decision boundaries. It exhibits lazy learn-
ing approach; i.e. it imparts negligibly less effort at the time of training and excep-
tionally full effort during the prediction [12, 13]. The k-nearest neighbour performs
the classification task on the basis of similarity index by taking into account the
distance measure in which ‘k’ refers to the integer value mostly lying in the range
of 3–10. It is preferred to choose odd value of k to avoid the situations of tie during
the prediction of any class. Any particular class among all available input classes is
predicted as the output by kNN on the basis of majority votes casted by the neigh-
bouring points corresponding to the nearer class. For any test case X, the probability
of the case belonging to the class Ci should be maximum as given by the equation:

kNN(X ) � maxp (Ci , X) (3)

For performing the task of classification, weights are given to the neighbours in
such a way that the nearer neighbours add up to more weights to the average than
that of the farther one [15]. Weights are assigned to the nearest neighbours on the
basis of Euclidean distance calculated using the following equation:

d (x, t) �
√

(x1 − t1)
2 + (x2 − t2)

2 + · · · + (
xp − tp

)2 �
√∑p

i�1
(xi − ti )2 (4)

The kNN algorithm-based protection technique performs the task of fault detec-
tion and classification under grid-connected and islanded mode separately. The fault
detector has two targets namely fault and no-fault, whereas the fault classifier has 11
assigned target outputs namely AG, BG, CG, AB, AC, BC, ABG, ACG, BCG, ABC
and ABCG.



Discrete Wavelet Transform and kNN-Based Fault Detector … 25

4 Performance Evaluation of Proposed Scheme

Training of the dataset consisting of features obtained through DWT is followed
by testing of developed kNN-based fault detector/classifier by randomly generated
testing cases considering the variation in fault parameters. The patterns of parameters
for testing samples were different from that considered during training. The detail
of training and testing samples generated are summarized in Table 1. Total 1388
samples for training and 754 samples for testing purpose were generated under both
operating mode of microgrid. The dataset contains no-fault cases of 100 and 25
simulated, respectively, for training and testing.

The appropriateness of developed protection technique for microgrid has been
examined through testing under both modes of operation separately. The test results
have been depicted in Table 2. For each type of fault, 64 fault and 50 no-fault testing
cases were generated collectively for both modes and tested with kNN classifier. The
accuracy of fault detector/classifier (FD/C) in each case was determined to be 100%
as can be observed in Table 2. This clearly demonstrates the accuracy and reliability
of the proposed scheme in providing protection of microgrid against shunt faults
under both modes of operation.

5 Conclusion

The protection technique devised in the paper is based on wavelet transform and
kNN-based fault detection/classification approachwhich is able to operate under both
modes of microgrid. The input features containing the standard deviation of approxi-
mate coefficients of voltage and current signal at the relaying bus are obtained through
pre-processing of the signals by DWT. The features so obtained are fed as input to
train the kNN-based classifier to accomplish the task of fault detection/classification
successfully. The proposed scheme has not been influenced by nonlinearity in the
load and intermittency of the PV source. Based on the testing performance, the
proposed protection technique has been found to be efficient, accurate and reliable
against shunt fault detection/classification with accuracy of 100% under both modes
of operation. Due to the successful implementation of the proposed protection tech-
nique in detection/classification of faults, it can also be extended further in future to
carry out other protection tasks related to microgrid such as faulty zone identification
and location estimation.
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Automated Tool for Extraction
of Software Fault Data

Pradeep Singh and Shrish Verma

Abstract Open-source software repositories contain lots of useful information
related to software development, software design, and software’s common error pat-
terns. To access the software quality an automated software fault data extraction
and preparation, which can be used for further prediction is still a major issue. Pre-
diction of software fault has recently attracted the attention of software engineers.
These prediction models require training fault data of projects. The fault training
data contains information of software metrics and related bug information, and these
data have to be prepared for each project. But it is not so easy to collect and pre-
pare the fault data for the prediction model. We developed an automatic tool which
extracts and prepares fault data for the prediction models. By using these automatic
tools, we have extracted the data from the open-source projects developed in various
languages. Extraction of fault data of various projects which includes source code
and related defects from open-source software repository is performed. Various ver-
sions of open-source project software were taken from source forge and used for this
purpose.

Keywords Software metrics · Defects · Open-source software

1 Introduction

Software repositories are the collection of artifacts in the process of evolution of
software systems. Software repositories often contain data over many years of devel-
opment of a software project. These data typically are versions of the project, who
made changes, why, and what changes were made, and when those changes were
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made, etc. The repository usually stores information in the form of a file system tree
for the system which is hierarchy of files and directories. Any number of clients
can connect to the repository, and then read or write to these files. Some common
types of software repositories are source code version control system repositories,
bug repositories, and communication archives, etc.

For software quality assessment, software fault data are needed as input to the
models. Software fault data consists of defect per module and related software mea-
surements. So an automatic tool for extraction of fault data and software measure-
ment data is required. A lot of testing tools are available freely on the Internet for
researchers to calculate metric data, but calculating fault data is tedious task due
to lack of appropriate tools for fault data collection and most of defect data needs
to be calculated manually. In this paper, we describe automatic tool development
for extraction of the relevant fault data of various open-source projects from www.
sourceforge.net.

2 Related Work

A lot of research has been carried out in the area of change data collection and defect
data collection. Chidamber and Kemerer initially proposed object-oriented metrics,
which measure software quality attributes [1]. Watanabe et al. have extracted the
software fault data of Sakura Editor manually [2]. Software fault data helps in soft-
ware quality maintenance and also helps in timely delivery of the software by using
software defect prediction.Mahajan et al. [3] have usedBayesian regularization (BR)
technique for finding the software faults before the testing process. This technique
helps to reduce the cost of software testing which reduces the cost of the software
project. The basic purpose of BR technique is to minimize a combination of squared
errors and weights, and then determine the correct combination so as to produce
an efficient network. BR technique algorithm-based neural network tool is used for
finding the results on the given public dataset. Singh et al. [4] developed a frame-
work for automatic extraction of human understandable fuzzy rules for software fault
detection/classification. This is an integrated framework to simultaneously identify
useful determinants (attributes) of faults and fuzzy rules using those attributes.Bishnu
and Bhattacherjee [5] have evaluated quadtree-based k-means clustering algorithm
for predicting faulty software modules. Kaur et al. [6] have proposed k-Sorensen
means algorithm, they have used Sorensen measure to calculate the distance to form
a cluster. They used the NASA MDP datasets, trained and tested using JM1, PC1,
and CM1, and three metrics namely requirement metrics, static code metrics and
alliance metrics have been used and thus concluded that alliance metrics are best for
prediction model. An approach for software defect data extraction from open-source
repository (OSR) is proposed by [7], in which the defect information extracted from
Github. DuoTracker, a tool to track and analyze software defects for software process
assessment for the quality of individual software engineer’s work is proposed in [8].

http://www.sourceforge.net
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Duo tracker extracts only defects and still for the various work fault data is collected
manually [2]. So there is a need of tool which can efficiently collect the software
fault data. A configuration management system (CMS) tool is developed to calculate
the changes made during development using log files [9]. But this tool is not capable
to map the software defects with its module’s software metric. CMS tool can only
assist software researchers in collecting defect and change data for software systems.
It is not creating the software fault data automatically which is ready to be used for
research in software defect prediction. Extracting fault data from change repositories
is still a challenging task [10]. A comparative study of three approaches to extract
fault data from the changed repository of the barcode open-source system has been
performed by [10], and it was found that the confidence in manual system is more
than the two automatic approaches. Hall et al. concluded that it is still very difficult
to reliably extract fault fixing data from change repositories, using automatic tools
[10].

3 Subversion

Subversion is a free/open-source version control system. SVN provides facility of
multiple streams to make modifications simultaneously in order to progress quickly.
Due to the version management, there is no need to fear about losing some useful
feature. If some incorrect change is made to the data, it can be undone. A group of
changes at the same time is called a revision which creates a new state of the file
system tree. The details of each revision are recorded in the shared changelog with
author, date, list of files affected/changed, and log message indicating the type of
revision, etc. Each revision is assigned a unique natural number, one greater than
the number assigned to the previous revision. The evolution data is included in the
changelog of each project containing years of fault fix revisions, and hence they can
be used as an indicator for software faults. In this study, Sourceforge.net is used for
project data extraction which is a Web-based source code repository.

4 Fault Data Extraction Process

In order to perform extraction, a special piece of software called a Subversion client
was installed. Subversion clients are readily available for various operating systems.
The TortoiseSVN [11] is used to extract raw data from SCM systems including
changelogs, source code, bug info, and number of faulty modules. TortoiseSVN is
free software for software developers (programmers) and is available at. TortoiseSVN
is a Subversion client, implemented as a Microsoft Windows shell extension. It is
released under theGeneral Public License (GNU). The TortoiseSVN is used to access
the complete online software repository. Each software project has a “URL pattern,”
using the specific pattern the projects repository can be accessed at client side. For
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example, iText software repository has been accessed by theURLpattern https://itext.
svn.sourceforge.net/svnroot/itext. To access the software repository if proxy address
setting is required, user can specify the proxy address and port number. Once the
software repository or selected project is retrieved on the local machine, complete
source code and all revision logs become available locally. Out of these locally
available data, extraction module extracts source code, various software metrics,
and bug (fault) information. There are numerous open-source and commercial tools
available on the Web which can generate object-oriented metric, complexity metric,
and some other static code metrics like CCCC, SciTools (understand) [12], prest
[13], Ckjm [14].

The projects used in the study have multiple releases of the same software system.
The data of changes and improvements to existing functionality as well as additions
of new features for two or more releases of a software project is available in the
repository. In the current work, a novel tool to extract software fault data from
various modules of an open-source repository is developed from scratch which is
now described hereunder. Our objective is to find the error-prone files based on
metric data, so we need metric data and defect data. In order to do this, we have
taken the various releases of the same projects.

5 Software Metric Extraction

In this section, we define the metrics that we extracted from the source code of
the project. These metrics are classified into three groups: design, code, and others.
The metric suite extracted is dependent upon the language used for development of
the software. In case of object-oriented language, we have addition object-oriented
metrics such as CKmetrics in addition to Halstead software sciencemetrics and Loc-
based metrics. These metric suites offer informative insight into when developers
are following object-oriented principles in their design. CK metrics have generated
a significant amount of interest and are adopted by practitioners and are also being
incorporated into industrial software development tools such as Rational Rose and
Together.

Computation of the number of bugs by using SVN repositories of each project
is done by identification of the project with release point. Extraction of the log data
from each file in the projects is done by using log subcommand. Finally, searching
the word (bugs or fixed) and counting the frequency of appearances is performed.
Next, we have to associate the bugs to the classes and files found in the source code.
We did this one at a time for each bug in each affected version.We examined the bugs
one by one and, in each version concerned, we searched bug between the intervals of
two version release date and associated that bug with the source code of the previous
version. If we found such a class/file, then we increased the number of bugs in that
class/file. If the bug fix changed more than one class, then the bug was associated
with all these classes. For the java project, we computed the bug count per file and

https://itext.svn.sourceforge.net/svnroot/itext
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Fig. 1 Interface to specify dates of two versions for which the bugs are to be retrieved

assigned that bug count to the public class. With this method, we extended the tables
obtained in the previous section with a new column containing the number of defects
for each class.

6 Development of Automated Tool for Extraction
of Software Fault Data (ESF Tool)

The metrics data is computed based on the source files of one release and the bug
data is computed based on the log data. Our objective is to find the error-prone files
based on metric data, so we need metric data and bug data. Source code of both
project obtained from sourceforge.net. In order to predict faulty modules using data
mining techniques on software repositories, the data pertaining to faults, related fixed
modules/files, and software metrics are to be extracted first. So far the process of
extraction of software fault data is manual which is tedious and time consuming. In
the presentwork, an automated tool usingTortoiseSVN,Visual Basic andMS-Access
is developed for the extraction of complete fault data. It is pertinent to mention here
that earlier manual retrieval carried out for the project used in [2] takes huge time
whereas it takes few seconds only with the help of proposed tool thus giving a huge
time saving and accuracy to users.As shown in Fig. 1, the proposed tool automatically
extract faulty modules, related software metric, and number of faults reported and
fixed between one version of a software to its next version/s. TortoiseSVN is an open-
source tool which used to connect online repository to the local one. The proposed
tool then extracts the required data from this locally available repository. A pseudo-
code elucidating the flow of the proposed tool is given in the Algorithm 1.
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Algorithm 1: Software Fault data preparation using Open-source Repository

Input - I1. Open Source project for which various version data are available
I2. Bug Repository
I3: Subversion System

Output -O1. Source Code of Project 
O2. Software Metrics of each Module 

O3. Fault Count of each Module

Step 1 (Extract Software repository data)
1a. Get the online software projects with complete code, revision and logs
1b. For each online software project repository
1c. Using SVN, extract the complete source code and change logs

Step 2(Preprocessing for Software Metrics)
2a. For each version retrieved from the software code repository
2b. Calculate the software metrics at module level 
2c. Store the module/file with corresponding software metrics 

Step 3(Extraction of Software Fault)
3a. For each version retrieved from the software code repository
3b. Specify the dates between two revisions to get the change log 
3c. Search the word “BUG/Fix/Fixed” in the log files
3d. Assign the bug count to the corresponding module/file

Step 4(Mapping the Extraction of Software Fault)
4a. For each file retrieved from the software code repository
4b. Match the file name extracted from 2c with the file name in 3c.
4c. Assign the bug count to all matched files 

In order to obtain the required fault data provision for specifying the date is
provided in the proposed tool as shown in Fig. 2. Once the dates specified by the user
the tool generates the changelog. Changelog is a complex file which includes various
text messages. It provides the revision number, author, date, message, and affected
files. The message available in the changelogs is important because they contain
information of fault and details of all the modules/file affected due to particular
fault. The proposed tool parses each message and stores the faulty modules for each
reported fault.

An interface is developed to show the revision information, faults, and the files
associated with the revision. At the right-hand side of the interface faulty modules
with number of bugs extracted after processing is shown in Fig. 1.

Mapping of Software Faulty Modules and Software Metrics:

Once the information about the modules which are faulty is available, the mapping
process generates the final file by mapping it with software metrics of each module.
For the java project, the bug count per file is computed and that bug count is then
assigned to classes. Also, the numbers of bugs fixed are computed by the information
presented in the changelog. If any bug is fixed without entering it in the changelog,
it is not possible to trace such bugs by the proposed system. The metrics data are
computed based on the source files of each release mainly using CKjm and sciTool,
and then the bug data are computed based on the log files. The objective here is to
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Fig. 2 Interface to mapping the files with metrics and bugs with each module/file

Table 1 Descriptive statistics of few software metrics of FreeOrion

Software
metrics

Count line
code

No. of
functions

Count line
blank

No. of pre-
processor
lines

Executable
statements

Ratio
comment to
code

Min 3 0 4 1 0 0

Max 1924 64 217 27 1069 7.6

Mean 131.36 9.167 34.849 9.063 58.476 0.809

StdDev 217.11 11.992 34.485 5.601 123.024 1.118

find the error-prone modules/files together with their metric data, hence metric data
and bug data are mapped with corresponding module. Figure 2 shows the mapping of
each software file/module with its metric and faults, which in turn creates complete
fault data for analysis.

Software fault data of various SourceForge repositories is extracted. One of the
software FreeOrion [15] is analyzed by our ESD system which developed in C++
and python. We have taken two points of release for the project. We extracted the log
data from initial point version 0.1 dated 2004-03-07 to Version 3.12 for each file in
the projects. Then our tool has extracted metrics of the initial file and extracted bugs
from changelog and mapped it to the corresponding software. A brief description of
the software metric of the project is shown in Table 1. Total instances or modules are
126 and out of which 15 modules are faulty.
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7 Conclusion

In this work, we have described a framework for extraction of software fault data by
using open-source software repositories. We have developed an automated tool for
extraction of a number of software bugs per module per version and mapping with
software metrics of each module/file. The developed tool will not only useful for the
research community, but also for the software industry. The tool developed is not only
extracting defects but also creating the software fault data that can be used directly
for software fault prediction of similar and other projects. Software engineers can
also use it for quantitative assessment of the quality of their work. Data extractedwith
the tool can be used for deciding rules that can be easily incorporated in an IDE as
development guidelines. Early software defect prediction models can be developed
to predict defect and change prone classes. This will help software practitioners to
correctly plan which software module needs more testing resources in early phases
of software development.
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Comparative Study of Mobile
Forensic Tools

Animesh Kumar Agrawal, Pallavi Khatri and Sumitra Ranjan Sinha

Abstract Mobile forensics is a field of digital forensics that is galloping at a rapid
pace. It encompasses feature phone forensics as well as smartphone forensics. In
the early days of mobile forensics, concentration was on somehow extracting data
related to feature phones, which included contacts, call logs, SMS that were stored in
phone memory and subscriber identity module (SIM) card. Mobile phones are large
troves of personal information which if compromised can have a very damaging
effect on the individual. As a result, companies are concentrating on securing the
data both at rest and in motion. Towards this, encryption technologies are being
used to provide robust security to prevent any data sniffing or man-in-the-middle
attack. This is making the task of mobile forensics more difficult since companies
are providing end-to-end data encryption. As a result, mobile forensics is becoming
a nightmare and a big challenge for Law Enforcement Agencies (LEAs). This work
presents an experimental study of various mobile data acquisition tools used in past
to extract data and proposes a manual method of data extraction that will prove to be
an advantage over expensive commercial forensic tools.

Keywords Mobile forensics · Acquisition · Extraction · adb
Commercial tools

1 Introduction

The word “mobile forensics” immediately connects our mind to an Android smart-
phone, since it is the most popular OS in the mobile fraternity. However, mobile
forensics includes basic phones, smartphones and feature phones. And the mobile
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Fig. 1 Share of different Mobile OS. Source Gartner [1]

OS which covers more than 90–95% of the mobiles world over is Android, Windows
and iOS. The term also includes forensics of PersonalDigitalAssistant (PDA), tablets
andmay include smart watches and various Internet of Things (IoT) devices in future,
as all these digital devices can be considered mobile. One may argue that how can a
smart TV be considered mobile. Well not by the literal term, but since it would be
possible to have full control over any such IoT device remotely, a forensics analysis
of the said device like any other mobile can be done in the times to come. Forensics
includes carrying out analysis of the device to gather data from it both present and
deleted. While in a few cases, the requirement may be to gather digital evidence to
be produced in the Court of Law, and others may be used as a method to gather the
source of malware infection in a large network. Forensic evidence extracted from
mobiles can be an invaluable source of information for the investigator. A number of
tools are used to extract valuable information from a givenmobile phone. These tools
can be commercial as well as open source. The present survey focuses on efficiency
of such tools in extracting data and draws up a conclusion on how to take the research
forward.

Figure 1 shows the share of different mobile OS which are used since 2013. As it
is evident from the graph, the share of Android-based phones is on the rise.

Figure 2 specifies the different data acquisition processes. Maximum data can be
extracted from physical method because it can extract deleted data also.

2 Literature Review

Numerous methods have been proposed by various authors to extract data from a
smartphone which includes live and offline data. The tools available in the market
have matured enough to capture information from the internal memory of the phone
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Fig. 2 Data acquisition
structure. Source [18]

as well as external memory. Also, solutions towards extracting live data from the
RAM of the phone have been proposed. The research work has been done for vari-
ous types of operating systems which include Android, Windows and iOS in order
of popularity among users. Lot of emphasis has been placed in recovering deleted
data from various applications which are growing in number every day. As per the
evaluation of different smartphone versions, various categories of data and mobile
artefacts are increasing rapidly. Specific tools are used for different data extraction
as per device and their OS specifications. While some tools are capable of physical
extraction, others are able to get logical data only. Canlar et al. [3] had proposed
a solution to carry out live forensics of a Windows mobile phone. This solution
acquires data from both RAM and EEPROM of a Windows mobile phone using a
SD card. The authors compare their solution Live SD with other tools (MIAT, instils,
Paraben) to come to the conclusion that their method is unique and has the least mem-
ory footprint. Lohiya et al. [4] have discussed the various characteristics of mobile
devices and the steps of acquiring digital evidence from a mobile phone. The hard-
ware characteristics of a feature phone and a smartphone have been compared. The
paper brings out the concepts of mobile forensics in general and lists a few forensic
tools. However, comparison of a few basic artefacts of a Nokia E71 mobile phone
using MobileditLite and Autopsy open-source tools only has been done. Mohtasebi
et al. [5] studied trail version of four widely used mobile forensic tools namely Oxy-
gen Forensic Suite, Paraben Device Seizure, Mobile Internal Acquisition Tool and
Mobiledit Forensic and extracted data from a Nokia E5-00 smartphone. The tech-
nique of forensic acquisition using differential method has been introduced by Guido
et al. [6]. The concept of hash comparisons is used to acquire the physical image
from an Android phone. The authors have proved that their method is five times
faster than any of the commercial tools available like UFED, XRY, Oxygen and the
actual data can be acquired in less than 7min.Wachter andGruhn [7] discussed about
acquisition and analysis of volatile memory of an Android smartphone. They have
primarily concentrated on acquisition of volatile memory through Linux Memory
Extractor (LiME) and analysis through volatility software, both of which are open
source. The authors have also concluded that volatile data changes increase after
12 h from the start of the mobile phone and hence the importance of acquiring the
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volatile data as quickly as possible posts seizure. Authors Yang et al. [8] have pro-
posed a physical acquisition method of an Android smartphone based on firmware
update protocols. In order to update the OS or apply security patch in an Android
phone, the firmware has to be updated. This feature has been exploited to access the
flash memory of the phone where complete data is stored. A method to acquire live
data as well as internal data of an Android phone has been proposed by Srivastava
and Tapaswi [9]. The authors have given a method to get live RAM data along with
logical acquisition of the Android mobile phone. Also, SD Card and eMMC stor-
age imaging have been demonstrated by the authors. Thing et al. investigated [10],
the dynamic behavior of the mobile phone’s volatile memory and its usefulness in
real-time evidence acquisition analysis of instant messaging applications. Kim et al.
[11] have described how to acquire data from a CDMA cell phone through logical
approach. A design for data acquisition has been proposed by the authors which is
primarily using Embedded File System (EFS). The proposed method could extract
phonebook, call history, SMS and photograph only. The authors Akarawita et al. [12]
have proposed a framework to carry out forensic investigation of an Android smart-
phone. They have compared their work with a commercial tool like Oxygen Forensic
Suit and an open-source tool ViaExtract CE and have arrived to a conclusion that
their open-source tool is able to extract more data from the mobile (both physical and
logical). The research proposed by Lessard and Kessler [13], discussed the general
architecture of an Android device, its file system, etc. The research was carried out
on a Sprint HTC Hero mobile running Android Ver. 1.5 which was the latest version
available in the market in the year 2009. The data was also extracted using Universal
Forensic Extraction Device (UFED) [14] device using a logical extraction method-
ology. The pros and cons of each method were listed out. While the experiment was
done 7 years back, the methodology employed is still relevant for modern-day data
extraction from smartphones.

All the papers discussed above describe existing methods using forensic tools to
successfully extract data from different mobile devices. No one specific tool can be
considered a universal one which can extract data completely. The efficiency and
success in extraction of data are dependent on the OS version. Data extraction from
the latest versions of the mobile is always a challenge.

3 Proposed Work

The literature survey done in Sect. 2 shows that data from a mobile can be extracted
using various forensic tools which are both propriety and paid and those that have
evolved from open source. However, there is no one universal method which can be
used with 100% surety to fetch data from a mobile phone in a forensically sound
manner. The present generation mobile forensic tools are not able to extract infor-
mation from the latest mobiles due to a gap in the release of the newer version of
the OS and the corresponding update of the forensic tool. This is a challenge which
needs to be overcome. Non-availability of the phone architecture or the source code
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Fig. 3 Areas of challenges
in mobile data extraction
Source [2]
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of the various apps, the increasing complexity of encryption of data both in rest and
in motion and the increasing RAM size are hindering the recovery of data from the
smartphones. There is no ISO-like standard as far as versioning of kernels of the
phones is concerned or in the hardware architecture. This leads to failure of a solu-
tion developed for a particular model and version of kernel to be applied to other
smartphones. Last but not least, the issue of pattern/pin lock and USB debugging
enabling is always there [15].

Figure 3 shows the challenges faced at the time of data extraction for different
version of Android phones. Multiple extraction tools are not able to extract complete
data from the latest Android versions. Data extraction is easier if the device is rooted,
and super user access is available ($SU). Bypassing screen lock and pattern lock is
a challenge before getting root access on the device.

This research work proposes a solution of manual extraction of data from mobile
in absence of any forensic tool. Results obtained exhibit that the manual extraction
method proves to be at par in extracting the artefacts as compared to proprietary
tools. However, automation of the process needs to be done through scripts to make
it useful in a commercial setup.

4 Experimental Setup

In order to better understand the various data extraction techniques by different com-
mercial data extraction tools (UFED, Paraben, XRY andMobiledit), an experimental
setup is being created in this research work. Study is being carried out on the foren-
sic data obtained from different tools for different mobiles having different Android
versions (v2.3.7, v4.0.5, v5) and comparative study of the results has been done.
Subsequently, two newer versions of mobile (v5.0.1 and v6.0.1) were also taken
which had been used extensively by a random user. These mobiles had actual user
data and did not contain any pre-configured test data like the previous mobiles used
for the study. Apart from extracting data through extraction tools, it is also tried
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Table 1 Extraction of HTC Desire C (OS 4.0.5)

HTC Desire C
(OS 4.0.5)

Tools used in extraction

Extracted
artefacts

UFED XRY Paraben Mobiledit Manual
extraction

Contacts 29 29 29 29 29

SMS
(Present)

07 28 06 05 04

SMS
(Deleted)

04 00 00 00 00

Images 64 41 41 43 42

Web history 09 11 10 10 00

Call logs 00 05 00 02 00

to obtain the same information manually that does not involve any commercial or
open-source tool. The idea was to get data from a mobile in the absence of a forensic
tool. The results obtained from this could strengthen our belief that even those data
can be extracted from a mobile which commercial tools fail to obtain. The manual
approach [16] is using Android Debug Bridge (adb) commands which probably any
commercial tool would be using in the background. These commands are popular
android commands which are used both by app developers and security professionals
to fetch and move data to and fro from a computer to an android device. A Linux-
based virtual machine is used to carry out this task. This approach helped in refining
the strategy and making the review more realistic.

5 Results and Discussion

The success of data recovery from mobiles is largely dependent on the available
commercial tools. In the absence of these expensive commercial tools, the forensic
investigator is unable to extract information from the mobiles. In order to obviate
this problem, an exhaustive study was done to extract information from a mobile
which included both deleted and that present in the phone using manual method.
Based on the numerous experiments and the test results obtained thereof, the authors
could safely conclude that the manual method was very powerful and could extract
even those information which a commercial tool was unable to fetch. The result of
test data obtained from two mobiles HTC desire C and Micromax A35 Bolt having
Android versions 4.0.5 and 2.3.7 is as shown in Tables 1 and 2, respectively. Also,
the results of data obtained from randomly picked mobiles LG Nexus 5 and Vivo
Y51A versions 5.0.1 and 6.0.1 gave user data which is brought out in Tables 3 and 4,
respectively. Non-rooting of mobiles prevented in carrying out a manual extraction
for mobile is listed in Tables 3 and 4.
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Table 2 Extraction of Micromax A35 Bolt (OS 2.3.7)

Micromax
A35 Bolt (OS
2.3.7)

Tools used in extraction

Extracted
artefacts

UFED XRY Paraben Mobiledit Manual
extraction

Contacts 30 30 30 30 30

SMS
(Present)

07 28 06 05 04

SMS
(Deleted)

04 00 00 00 00

Images 68 46 40 45 109

Web history 03 03 10 01 03

Call logs 18 18 0 18 18

Table 3 Extraction of LG Nexus 5 (OS 5.0.1)

LG Nexus 5
(6.0.1)

Tools used in extraction

Extracted
artefacts

UFED XRY Paraben Mobiledit Manual
extraction

Contacts 521 123 – – –

SMS
(Present)

30 24 – – –

SMS
(Deleted)

06 00 – – –

Images 844 1244 – – –

Web history 135 120 – – –

Call logs 30 12 – – –

Table 4 Extraction of VIVO Y51A (OS 5.0.2)

VIVO Y51A
(5.0.2)

Tools used in extraction

Extracted
artefacts

UFED XRY Paraben Mobiledit Manual
extraction

Contacts 126 26 30 – –

SMS
(Present)

16 192 08 – –

SMS
(Deleted)

00 00 00 – –

Images 2822 198 190 – –

Web history 84 198 00 – –

Call logs 884 41 05 – –
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Table 1 shows the data extraction summary of HTCDesire CAndroidmobile with
respect to extracted artefacts like contacts, SMS, images, Web history and call logs.
The number of artefacts extracted varied for each tool. For example, UFED [14] was
the only tool which could extract deleted SMS and XRY [17] all present SMS.

Table 2 shows a similar extraction summary of Micromax A35 Bolt Android
mobile with known artefacts as done in Table 1.

Similarly, Tables 3 and 4 demonstrate the extraction summary of LG Nexus 5
and Vivo Y51A mobiles which had actual user data. Wherever data could not be
extracted due to non-rooted phone or non-support by the tool, those columns have
been marked as ‘–’.

6 Conclusions

The present study has huge potential which can be expanded to develop universal
solutions for different types of Android devices having different OS version. The
proposed work has concentrated on Android phones which covers more than 84%
of the mobiles in the world. The same concept can be extended to other operating
systems like iOS, Windows and Blackberry and develop customized tools for these
OS successfully. With the use of mobile growing exponentially and people shifting
to m-commerce globally, detecting and preventing mobile crimes would be the need
of the hour.

The following inferences can be drawn from the study:

• It is easy to extract nearly 100% data from older versions of Android due to
immature technology in the past decade.

• Newer versions of Android pose varying degree of difficulty in extracting data.
• All data is present on the device till it is overwritten. Deleting data just resets the
pointers but does not physically remove it from the memory. Thus, lot of data can
be extracted from mobile.

• Manual extraction method is time-consuming and difficult as scripts have to be
written for extracting each artefact. However, this method has the potential to
extract more number of artefacts than any forensic tool.

• The novel method presented by the authors for data recovery frommobiles has the
potential to obtain partially overwritten information, which can make the obtained
evidence conclusive in a forensic investigation.
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Implementation of Image Compression
and Cryptography on Fractal Images

Abhishek Madaan, Madhulika Bhatia and Madhurima Hooda

Abstract Fractal image compression can be implemented in many ways, such as
IFS, affine transformations, and HV partitioning. Quadtree decomposition and Huff-
man encoding are used to improve compression. The work shows the existing meth-
ods like quadtree decomposition which is used to subdivide the original fractal image
into unoverlapped blocks with a certain value of threshold. It also helps to improve
compression ratio and peak signal-to-noise ratio. Huffman encoding is used with
quadtree to decrease the number of bits required per symbol. The paper also involves
the implementation of selective encryption using chaos on fractal images. A lot of
data is being transferred every day, and that is why there is always a need of cryptog-
raphy. Selective encryption is preferred over other encryption algorithms because it
does not require to encrypt the whole image, i.e., image is only partially encrypted.
Security analysis of proposed algorithm is also done in this paper which shows that
this algorithmwould be safe from any attack.MATLAB is used as a tool to implement
the two algorithms.

Keywords Fractal images · Huffman encoding and decoding · Encryption
PSNR · Coefficient correlation

1 Introduction

Image storage and transmission is done on a daily basis. Its storage can be made
more feasible using compression because many parts of an image have similarity
and redundancy. In this paper, fractal images are used to implement compression.
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Fractals are those objects which are used to describe nature occurring objects, and
they exhibit similar patterns (they are self-similar). Examples of fractal images are
lightening, river, space, blood vessels, etc. They can be modified using recursive
algorithm on a computer. In fractal compression, image is subdivided into square
blocks based on certain criteria, and then Huffman encoding is applied to this image
to reconstruct and formacompressed image.Decodingphase of this algorithm returns
a fine image and losses a very little data of the image. Fractal image compression is
a lossy compression and to limit this loss, Huffman encoding is applied. In case of
image transmission, security of that image is the most important part. That is why an
encryption algorithm is also implemented on fractal images in this paper. Selective
encryption using chaos is used to secure the image. It is a very efficient algorithm
as it in encrypts only partially. The security of this algorithm is also analyzed in this
paper using coefficient of correlation between the adjacent pixels, which proves that
it is safe from any exhaustive search or other statistical attacks.

1.1 Fractals

One common question that arises is what fractal images are. Let us consider F as a
fractal image, so F has following properties:

1. F is statistically self-similar (self-similarity means that an object is exactly or
statistical similar).

2. F is nowhere differentiable according to mathematical equations.
3. Topological dimension of F is less than its fractal dimension (for instance, box

dimension) [1].

Topological dimension of any fractal set F is n if neighborhoods of all points
of that fractal have a boundary with n − 1 topological dimension, e.g., any set F
has topological dimension 1 if its neighborhoods have 0 topological dimensions,
while fractal dimension can be defined as the ratio which gives statistical index of
complexity that how fractal’s pattern changes with scale at which it is measured [2].

The box dimension of fractal set F is given by Eq. 1:

logε→0
log Nε(F)

− log ε
, (1)

where this limit exists.
Mathematical functions and contractive affine transformation are applied in the

case of fractal image compression. Affine transformations are a combination of four
transformations: scale, skew, translation, and rotation.Here, contractivemeans apply-
ing the transformation to the image brings any two points of original image closer
and closer which limits it to a fixed point [1, 2].
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Fig. 1 IFS on an image

This fixed point is the resulting image. Another way of getting fractals is using
iterated function system (IFS) as shown in Fig. 1. An IFS is a finite set of contractive
mappings on a contractive metric system (CMS) [3].

2 Quadtree Decomposition

Nowadays, fractal geometry is an important field of nonlinear science and math-
ematics. Usually, two methods are used for fractal image compression: quadtree
partitioning method and HV partitioning method [3].

Quadtree decomposition is an analysis technique in which the original image is
subdivided into square blocks. These square blocks are more homogenous than the
image itself. It helps to reveal the information about the images’ structure. And it is
the first step to initialize any image compression algorithm. It is done in the following
way: A Quadtree is a tree data structure, so a quadtree partition is a representation of
an image as a tree inwhich each node represents a square block of the image. Suppose
if one wants to apply quadtree decomposition on a 128-by-128 intensity image, then
the image is subdivided into 64-by-64 blocks. And then a certain criterion is tested on
each block. Those blocks that fail to hold on the criterion are again subdivided into
four descendants. This process continues until all the blocks meet this criterion [4].

And the criterion is given as follows: If the resulting optimal RMS value of
one of the quadrants of the image is above the threshold value or if the depth of
the country is less than the preselected maximum dimension, then range square
is subdivided into four blocks [3, 4]. But these methods take too much time in
encoding. Many techniques were developed to decrease the compression time but
most of them have a bad effect on the fractal images after multiple iterations. To
lessen the compression time and increase the compression ratio, hybrid encoding
is done. It can be done by starting with quadtree decomposition and encoding with
Huffman encoding algorithm [5].
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Fig. 2 Huffman tree

3 Huffman Coding

It was proposed by Dr. David A. Huffman, when he was a Ph.D. student, Electrical
Engineering at MIT, in 1952. The idea behind the paper is to assign variable length
codes to input alphabets/characters. Huffman codes are optimal. There are two steps
to fulfill this coding:

(i) To make a binary tree from input character also known as Huffman tree.
(ii) Traverse that tree and assign prefix codes (variable length codes) to these char-

acters [6].

(a) Huffman Encoding (lossless image compression)

It is a greedy algorithm. Firstly, it starts with constructing a list of alphabets with
probabilities of frequencies of occurrence of these symbols.

A Huffman tree (as shown in Fig. 2) is constructed using following steps:

1. Create a leaf node for each alphabet/symbol and make a minimum heap of these
nodes.

2. Take two nodes having the minimum frequency from this heap.
3. Create a new internal node whose frequency must be equal to the total of two

node frequencies. Make the extracted node as its left descendant and the next
node as its right descendant.

4. Repeat steps 2 and 3 until heap contains just one node, and it becomes a complete
tree.

Then, represent right edge as one and left edge as zero. After this step, Huffman
codes are determined for each symbol [4, 6].
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Table 1 Symbols and their probability

Symbols Probability Bits/symbol Code generated
from tree

Length of each
code generated

A 0.12 3 1101 4

B 0.04 3 1100 4

C 0.45 3 0 1

D 0.16 3 111 3

E 0.23 3 10 2

Fig. 3 Flow diagram for Quadtree decomposition and Huffman encoding

All these steps can be shown by using the following example shown in Table 1.
Efficiency of Huffman encoding: It can be shown from the above example that

how Huffman encoding can be efficient. Before applying the encoding, each symbol
takes up three bits. But, after applying it we can see the approximate improvement
by multiplying probability and length of the symbol as follows:

(Probability) ∗ (length of each code generated)

� 0.12(4) + 0.04(4) + 0.45(1) + 0.16(3) + 0.23(2)

� 2.03 bits/symbol

Approx. Improvement �
(
2.03

3

)
∗ 100 � 67.66%

(b) Huffman Decoding

Huffman tree generally requires more bytes on the output side, but it is an efficient
way to encode the image. The decoder must know that what is at the start of the
encoded compressed file so that it can decode the whole input. Flow diagram for this
algorithm is shown in Fig. 3.
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Fig. 4 Original image

Fig. 5 Quadtree
decomposed

4 Proposed Approach

1. Divide the original image into square blocks using the values: minimum and
maximum dimensions of that particular block must be 2 and 64, respectively,
with threshold of 0.2. Command used in MATLAB: qtdecomp(A,0.2,[2 64]).

2. Store the block size, x and y coordinates, and mean value.
3. Apply Huffman encoding to this image to decrease compress the image effec-

tively using commands ‘Huffmandict,’ ‘huffmanenco.’
4. Compressed image is obtained.
5. Huffman decoding is applied on an encoded image to reconstruct that image and

obtain decompressed image in return using command ‘huffmandeco.’ The results
are shown in Figs. 4, 5 and 6 respectively.

4.1 PSNR

Peak signal-to-noise ratio is calculated to determine the difference between two
images. It can be definedmathematically usingEqs. 2 and 3 [7]. The values calculated
are shown in Tables 2 and 3 [1, 3].
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Fig. 6 Decompressed image

Table 2 Time taken for compression and decompression and compression ratio (only results using
image I1 is used in this paper) [7, 13]

Image used Time taken for
compression (s)

Compression ratio Time taken for
decompression (s)

I1 1.83400 6.421164 12.17800

I2 1.68900 6.098712 18.99700

Table 3 MSE and PSNR value

Image used MSE PSNR value (in dB)

I1 6256.44 10.2015253

I2 11763.05 7.4595998

MSE �
∑
M,N

[I1m, n − I2(m, n)]

M ∗ N
(2)

PSNR � 10 log10

(
R2

MSE

)
, (3)

where MSE is mean square error.

5 Necessity of the Use of Huffman Encoding

Huffman encoding is used here to increase the compression ratio. It can be seen in
the example of Table 4 and its result that the approximate improvement comes out
to be 67.66%. Quadtree decomposition for fractal images alone cannot improve the
compression ratio as the decomposition of image into square blocks may result in
distortion of the image at certain level.
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Table 4 Entropy of original and encrypted images

Image used Entropy of original image Same for encrypted image

I1 6.96526 6.08551

I2 7.38991 6.04566

Fig. 7 Flow diagram for
selective encryption using
chaos

6 Selective Encryption

Cryptography is used to ensure authenticity and confidentiality of any image. It is
one of the most important aspects of modern computing. Data must be encrypted
before it is transmitted to make it secure from various attacks; there is a need for
securing multimedia data, Internet communication, military communication, and
medical imaging. Memory requirements for many algorithms like data encryption
standard (DES) and advanced encryption standard (AES) are more than that for
selective encryption [8]. Selective image encryption is used to encrypt only some
content of the image. It helps to reduce the execution time and provides less overhead
consumption.And it is also known as partial encryption. Consequently, this algorithm
provides security to image, while some part of the image is still visible. It enables
to achieve three major goals for image encryption, i.e., confidentiality, integrity,
and availability. Selective encryption using chaos is used for colored images (RGB
images) [8, 9]. Block diagram of this algorithm is shown in Fig. 7.

Concept of confusion and diffusion is used in this algorithm. Confusion means
every pixel of the encrypted image should be dependent on several parts of the
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Fig. 8 Original image

Fig. 9 Encrypted image

Fig. 10 Decrypted image

entered key. While diffusion means a little change in encrypted image would result
in change in the bits of original image and vice versa [10]. Algorithm to apply
selective encryption is as follows:

1. Input the original fractal image using imread.
2. Reduce its salt-and-pepper noise (or impulse noise) because it causes sudden and

sharp disturbances in the image processing. Command used: medfilt2(i1,[3,3]);
3. Use the technique of confusion and diffusion to replace each pixel of the original

imagewith a newvalue.This value canbegeneratedby randomnumber generator.
4. BitXOR those numbers with image pixels which results in an encrypted image.

The results are shown in Figs. 8, 9, and 10, respectively.
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(a) Original image (b) Decrypted image

Fig. 11 a Original image and b decrypted image

7 Security Analysis of Proposed Algorithm

Analgorithm is secure only andonly if it is safe fromcryptanalytic threats, differential
and exhaustive search attacks, etc. Statistical analysis is done by attackers such as
permutation-based ciphers that can easily crack many cipher algorithms and recover
original image from encrypted image. Therefore, it is necessary to confirm that this
algorithm is safe from such attacks by using the concept of correlation coefficient
[5, 11].

7.1 Correlation Coefficients

Correlation coefficient is calculated between adjacent pixels of original image and
encrypted image. First step is to select several pairs of adjacent pixels randomly. The
histogram in Fig. 11 clearly shows that there is an extraneous correlation between
neighboring pixels of encrypted image while pixels in original image are well cor-
related. Hence, it proves that selection encryption using chaos is secure [5]. Then
calculate using following formula:

C.C. � N (
∑

X ∗ Y ) − (∑
X

) (∑
Y

)
√[

N
∑

X2 − ∑
X2

] [
N

∑
Y 2 − (∑

Y
)2] (4)
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(a) (b) (c)

Fig. 12 a Histogram for original, b encryption, and c decrypted images

7.2 Information Entropy

It is a measure of randomness which is used to characterize the texture of an image
statistically. In other words, it is used to determine a measure of pixels grayscale
disturbances. It is defined in Eq. 5.

Table 4 shows the entropy values.

Entropy, H (x) �
n∑

i�1

pmi log2
1

p (mi )
(5)

wheremi � m1,m2, . . . ,mn � set of randomvariables, p(m) is the histogram counts,
and it can be obtained using imhist (inbuilt command in MATLAB) [9, 11, 12].

7.3 Histogram Analysis

The security of this algorithm can also be analyzed using histograms of original and
encrypted image. According to the figure, it can be observed that the histogram of
original image is a uniformly distributed histogram. While histogram of encrypted
image is shuffled in such a way that attacker cannot compute the gray values of
original image from encrypted image using statistical analysis. Hence, this encryp-
tion algorithm sustains any kind of exhaustive search and differential attacks [9].
Figure 12a–c shows the results.

8 Conclusion

After implementing these two algorithms, it can be concluded that fractal image
compression using quadtree decomposition and Huffman encoding certainly helps to
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improve compression ratio and PSNR value. Image compression using only quadtree
partitioning or HV partitioning does not give good results as they are lossy com-
pressions. Two images are used to implement compression. After the analysis of
these images in MATLAB, the following conclusions came up: PSNR of image 1 is
10.2015 dB and for another image, it is 7.4595 dB. Time taken for compression and
decompression is also improved. Compression ratio after compressing image 1 is
6.4211 and for another image, it is 6.0987. There are many advantages to use fractal
image compression, i.e., JPEG is six times slower than this algorithm, it provides bet-
ter compression ratios than many algorithms, and it is resolution independent. But it
also has some disadvantages; it takes much longer time to compress and decompress
an image than JPEG, and it is little expensive for small projects. Image encryption
using selective encryption with chaos reduces the amount of data to be encrypted. It
is an efficient algorithm as it saves time to implement as it encrypts partially with
the help of it can be concluded that coefficient of correlation between adjacent pixels
for encrypted image is different from that of original image which implies that this
algorithm is safe from any attack which ensures it safety, and histogram analysis
shows that histogram for encrypted image is completely different from that of input
image.
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Computer-Aided Diagnosis of Melanoma
Skin Cancer: A Review
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Abstract Skin cancer has a major impact on society in India and across the world.
According to the figures given by the National Cancer Institute and SEER, esti-
mated new cases of Melanoma in 2017 are 87,110. This figure is approximated 5.2%
of all new cancer in 2017. As per the data obtained from the WORLD HEALTH
RANKINGS, the death rate per 1,00000 is highest in New Zealand with 7.68% then
Australia with 6.52%. It has been proved from the study that melanoma skin cancer is
almost curable if it is diagnosed early and treated correctly; otherwise, it can spread
to other parts of the body and become incurable. This paper presents the comparative
study of various phases of computer-aided melanoma skin cancer detection system
with the aim of providing the development achieved in the melanoma skin cancer
detection by the research community from earlier period to the current time. This
method starts from the image acquisition step followed by image preprocessing,
segmentation, feature extraction, feature selection and classification steps. The input
to this system is an image of affected skin area, and output labels this input image
benign or malignant melanoma.
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1 Introduction

Cancer is a major disease in which a group of abnormal cells in the body exhibits
uncontrolled growth, while in a normal cell life cycle, the cells generate from other
cells, grow and die when they are damaged. These abnormal cells are defined as
cancer cells,malignant cell, or tumor cells. The severity of the cancer can be imagined
from the fact that it can also spread to other parts of the body. For example, cancer
cells in the skin can travel to the lung and grow up there. So this process of spreading
cancer cells to other parts is called metastasis. There are many different types of
cancer such as leukemia sarcoma, melanoma, and many more [1].

According to the American Cancer Society, an estimated 87,110 new cases of
malignantmelanomawill be identified in theUSA in 2017 and expected 9,730 people
will die due to melanoma skin cancer in 2017 [2]. In India, skin cancers comprise
about 1–2% of all diagnosed cancers. Various types of skin cancers produce almost
2.4% of total cancer patients who are treated in the surgical oncology department.
There are basically three types of skin cancer.Among these, squamous cell carcinoma
(SCC) was the widespread histological type (55.8%) followed bymelanoma (26.1%)
and basal cell carcinoma (BCC, 18.1%).

Among all these skin cancers, melanoma is the deadly form of skin cancer
[3]. Melanoma skin cancer arises when the pigment-producing cells (melanocytes)
exhibit uncontrolled growth and become cancerous. Most pigment cells are found in
the skin and generate pigments which provide color to the skin. It can also arise in
the other parts of the body, such as the eyes, intestines (this is rare). It is very rare in
people with dark skin [4, 5].

Skin cancer may appear as a new spot or mole which could be benign or malignant
melanoma. Benign melanoma is harmless, while malignant melanoma is dangerous
which needs immediate attention. If the melanoma skin cancer is not identified at
starting phase, it could be the basis of death of the patient. As per the melanoma:
statistics approved by the Cancer.Net Editorial Board, 07/2016, the 5-year survival
is 92%, if it is diagnosed at initial stage (Fig. 1).

Basically, doctors use clinical analysis and biopsy process for the analysis of the
skin cancer [2]. Clinical analysis is done using a dermatoscope by expert dermatol-
ogists [6]. Biopsy method is painful and time-consuming as it undergoes removal
of the skin, and these skin samples are tested by many laboratories [7]. Also, the

Fig. 1 Melanoma [2]
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accuracy of clinical analysis was 64%, while accuracy for biopsy method was 68%
which is very low. Considering all these facts, a computer-aided detection (CAD)
method is required which is capable of performing complex image processing and
machine learning to diagnose the skin cancer efficiently and correctly.

2 Literature Categorization

This section below provides the related references and review on work done in the
field of computer-aided detection of melanoma skin cancer. There are various steps
for computer-aided detection of skin cancer such as

(a) Image acquisition
(b) Image preprocessing
(c) Image segmentation
(d) Feature extraction
(e) Feature selection
(f) Classification

2.1 Image Acquisition

It is one of the most important steps of CAD system for melanoma skin cancer
detection. There are numerous image acquisition methods under investigation which
are confocal scanning, laser microscopy, ultrasound, magnetic resonance imaging
(MRI), optical coherence tomography (OCT), biopsy, etc. The usual clinical practice
of melanoma diagnosis is a visual inspection by the dermatologist. Accuracy of
clinical diagnostic is bit unsatisfactory. On the basis of various studies, we can say
that the naked eye clinical diagnosis of cutaneous melanoma has an accuracy rate of
only 60%.

Dermoscopy readersmay refer to [8, 9] for performance analysis of existing image
acquisition techniques. From the study of these research papers, it could be concluded
that dermoscopy is the best suitable noninvasive method for image acquisition. There
are various types of dermoscopy such as dermoscopy using non-polarized light that
visualizes the subsurfaces of the PSL by using the microscope and immersion fluid
[10–12] which makes the skin layer more transparent. This technique is also known
as dermatoscopy, cutaneous surface microscopy, magnified oil immersion bioscopy,
and epiluminescence microscopy (ELM).

To further improve the accuracy of image acquisition, a modified dermoscopy
was conducted with cross-polarized light which eliminates the need of immersion
liquid and direct contact of instrument with skin [10, 13]. This method is sometimes
referred as video microscopy or XLM (X-polarized epiluminescence [10, 14].
Another image acquisition related to dermoscopy is transillumination technique
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(TLM) which provides the better clarity of the image by directing the light on the
skin in a manner so that back-scattered light illuminates the skin lesion. The device
used for this method is called nevoscope [2, 15, 16].

Therefore, dermoscopy is referred to all techniques that provide the visualization
of PSL by using surface microscopy [comp. analysis of pigmented skin].

In simple ELM, the diagnosis accuracy could be extended up to a certain limit. To
further improve the clarity of the acquired image, digital dermoscopy analysis and
D-ELM have been developed [17, 18]. But this digital evaluation of PSL requires
sophisticated image processing software to help physicians in diagnosis process.

2.2 Preprocessing

In CAD system, the major challenge is to differentiate or detect lesion from the
healthy skin as transition between the lesion and the surrounding skin is smooth.
In digital dermoscopy, an image is taken in digital format to obtain clear image
but it could be possible that image might have various artifacts such as hair, air
bubbles, ruler markings, specular reflections, interlaced video field misalignment.
These artifacts further degrade the quality of the acquired image and increase the
chances of inaccurate detection of the lesion because there is very much similarity
between the lesion and surrounding skin [19].

Therefore, preprocessing is the first step to improve the quality of the acquired
images by removing the noise (unwanted signals) or artifacts such as hairs, bubbles.

If image preprocessing is not performed properly, then it might cause the inaccu-
rate classification of an image [19] as well as increases the computation time.

There are various imagepreprocessing techniques for each artifact type.To remove
hairs in dermoscopic image, dull Razor is used [20, 21], Kiani and Sharfat [21],
Hoshyar et al. [22] improved it further to remove light-colored hairs. We can also
apply various filters such as adaptivemedian filter,median filter,Gaussian filter,mean
filter, Wiener filter, and adaptive Wiener filter for removing various noises such as
Gaussian noise, salt-and-pepper noise, Poisson noise, and speckle noise [23].

In addition to further improve the image quality, some image enhancement meth-
ods are also used. In these methods, most important is color correction or calibration.

This method involves in recovery of real colors of a photographed lesion which is
taken from low-cost digital camera [21, 24, 25]. Other approaches are illumination
correction, contrast enhancement, and edge enhancement. To improve the contrast
various methods like histogram stretching, histogram equalization, FFT, homomor-
phic filtering [26] could be used.
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2.3 Segmentation

Image segmentation is the most important techniques after the preprocessing step. It
is a process of continuously dividing an image into multiple parts until the region of
interest (ROI) related to particular application has been detected. This step determines
the eventual success or failure of the image analysis. There is a rare chance of failure
of an efficient segmentation method. Here we have briefly provided an overview
of various segmentation algorithms which are being used for dermoscopic image
analysis as provided in

Method used Advantages and
disadvantages

Threshold-based segmentation
It is the simplest image segmentation method. In this method, a
single threshold value t is considered and the pixel located at
coordinates(x, y) with grayscale value f is assigned to class 1 if f ≤ t
or else the given pixel is allocated to class 2 The selection of the
threshold depends on the value at which ROI becomes identified
correctly. This method converts a grayscale image into binary image.
Here are some algorithms of thresholding: (Otsu’s method, local and
global thresholding, maximum entropy, histogram based, etc.) [2, 19,
27–29]. Among all these segmentation algorithm, it has been
concluded that Otsu algorithm gives optimum result

Advantages:
• Computationally
inexpensive
• Fast and simple for
implementation
Disadvantages
• Extremely susceptible
to noise
• The choice of correct
threshold value is critical
because incorrect choice
may result in over- or
under-segmentation

Region-based segmentation
In this segmentation, the main concept is to classify or categorize a
particular image into number of categories or regions. So we need to
assign a class or category to which each pixel in the image belongs
Region growing is a simple region-based segmentation method that
merges or groups pixels by examining neighbor pixel of initial seed
point and determine whether that pixel should be added to the group
or not
Region splitting and merging is another region-based segmentation
method which divides an image into uniform regions. This algorithm
starts by assuming that the entire image is a single region. Then
calculate the homogeneity criteria if it is false, then divide the region
into four smaller regions, and repeat this splitting until no further
splitting is required [30]. Now, these small square regions are merged
to form larger irregular regions. This process ends when no further
merges are possible
Some other famous algorithms for region-based segmentation are:
(seeded region growing, watershed segmentation, etc.) [19, 27–29]

Advantages:
• Gives better result in
comparison with other
segmentation methods
• Proper selection of seed
gives accurate result than
any other methods
Disadvantages:
• Computationally
expensive
• Selection of noisy seed
by user leads to flawed
segmentation



68 P. K. Goyal et al.

Method used Advantages and
disadvantages

Fuzzy C-means method [19, 27–29]. It is one of the most popular
unsupervised segmentation techniques. It is a method which
categorizes one piece of data into two or more clusters. This method
was developed by Dunn in 1973 and later enhanced by Bezdek in
1981. It is widely used in medical image segmentation like brain
tumor detection, MRI.

Advantages:
• FCM unsupervised and
converge very well
Disadvantages:
• Sensitive to noise.
Determination of fuzzy
membership is not very
easy

Edge detection approach [31, 32]
It is a process of locating an edge in the selected image [33]. The
edge representation of the image not only consists of significant
information but also reduces the amount of data to be processed;
therefore, this method is used by advance computer vision algorithms
like medical image processing, biometric. The following steps are
used for edge-based segmentation:
Transform the original image into edge image which consists of all
edges
Now process the image to identify object boundaries
Transform the result in simple segmented image [34]
The edge detection method could be categorized into two classes
such as Gradient and Laplacian
The most frequently used edge detection techniques are Roberts edge
detection, Sobel, Prewitt, Canny, Log edge detection, Marr–Hilderth
edge detection [35]

Advantages:
• This method is suitable
for images which have
good contrast among
regions
Disadvantages:
• This method is not
suitable for the images
which have too many
edges or ill-defined
• It is less resistant to
noise as compared to
techniques

Neural network approaches [19, 27–29]. In neural network
segmentation, an image is processed using ANN or a set of neural
networks. In this method, small area of an image is given as input,
and after performing the decision-making process, it marks the area
of the input image into lesion or healthy tissues for medical image
processing such as brain tumor, MRI.

Advantages:
• There is no
requirement to develop
complex programs
• This method uses the
parallel processing
capability of neural
networks
Disadvantages:
• Training time is long;
• Initialization may
affect the result;
• Overtraining should be
avoided

2.4 Feature Extraction

In computer-aided detection of melanoma, features of skin image play an important
role to determine whether it is benign or malignant melanoma. In the initial stage,
both benign andmalignantmelanoma appear verymuch similar [2].All these features
are categorized as internal and external features. Internal features such as blue-white
veil, cancerous area of skin, irregular streaks are extracted from dermoscopic image.
External features are age of a person, family history related to cancer, itching on the
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skin, etc. [2]. Basically, which features should be extracted depend on the diagnosis
method used for identifying melanoma. For example, asymmetry, border, color, and
diameter are the features of the ABCD rule for melanoma skin cancer detection [21].
Therefore, for an effective computer-aided detection system, it is required to extract
only those features which can be understood by a computer.

There are some conventional clinical diagnosis methods such as ABCD rule,
Menzies method, and seven-point checklist. Among all these conventional meth-
ods, ABCD rule of dermoscopy works as the most effective method for many com-
puterized melanoma detection systems due to its implementation simplicity [36].
After pigmented skin lesion was determined, the features extracted from affected
skin lesion and its surrounded normal skin area are divided into color based, border
based, symmetry and texture based [37]. Rahil et al. [36] proposed an effective feature
extraction method which combines texture and border features extracted from pig-
mented skin lesion. Abdul et al. [19] used a graylevel co-occurrence matrix (GLCM)
in which contrast, correlation, homogeneity, and energy features are used with three
additional features related to geometry of the image. Therefore, feature extraction
creates new features from functions of the original features.

2.5 Feature Selection

In machine learning, feature selection is the process of selecting a subset of relevant
features (variables, predictors) for use in model construction. Basically, this step is
done after feature extraction and before classification step. It is a technique which
reduces dimensions widely used for efficient data mining and knowledge discovery.
But it is required to ensure that important information should be preserved during
dimensionality reduction.

For developing the method of feature selection, different researchers have taken
different approaches [11]. A very useful review on feature descriptors was given
by Maglogiannis and Doukas [4] in 2009. Others methods are leave-one-out (LOO),
sequential floating forward selection (SFFS), and sequential floating backward selec-
tion (SFBS), considered for this purpose. Ganster et al. [38] used SBFS and SFFS
with subset size between 10 and 15 features. But the performance of this method
degrades for more than 20 features.

According to the study, melanoma recognition methods perform well for small
subsets followed by a slight increase up to medium-sized subsets [12], while per-
formance of melanoma identification decreases for larger subsets. This thing was
confirmed by Ruiz et al. [14] using SBFS and SFFS evaluation and discovered
that minimum error rate was achieved using subset of six features and a significant
increase in classification error rate is observed for subset of more than 20 features.

Yashar et al. [39] defined a particle swarm optimization–support vector machines
(PSO–SVM) feature selectionmethod that reduced the number of features effectively
and chosen the best subset for their purpose. PSO computationally is less expensive
than other methods.
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2.6 Classification

Lesion classification is the final step in computerized analysis of melanoma skin
cancer detection. This step is used to decide whether the skin lesion is malignant or
benign. To perform the classification task, the existing systems use different classi-
fication methods to the features that were extracted in prior stage. There exist some
different classifiers such as logistic regression, discriminant analysis, artificial neu-
ral network, K-nearest neighborhood, support vector machine, decision trees, and
support vector machine (SVM) [15]. The classification performance is evaluated
w.r.t. classification accuracy, sensitivity, specificity, positive predictive value (PPV),
negative predictive value (NPV), likelihood ratio, etc.

Year Classification method [Source] Sensitivity
(%)

Specificity
(%)

Accuracy
(%)

2011 kNN classifier [40]
Ramlakhan et al. [40] used the OpenCV
kNN classifier to categorize skin lesion as
benign or malignant. In this classifier,
learning process is based on training
instances. The class to which test sample
belongs is based on the majority of its
k-most similar instances of training set

60.7 80.5 66.7

2012 Multilayer perceptron [41]
Mariam A. Sheha et al. used the MLP
which is a three-layer feedforward neural
network. It uses two techniques for
classification which are automatic MLP
and traditional MLP. In first one, given
data are categorized into three subsets
which are training, validation, and testing
to perform classification, while in second
one, complete data are used for training

70.5 87.5 76

92.3 91.6 92

2015 SVM classifier with RelisfF filter-based
method [42]
Luis Rosado et al. [42] used the SVM
classifier with ReliefF filter by using the
features of asymmetry criterion, border,
and color criterion

86 73 76.7

2015 The classification is performed by the
SVM in two stages. In the first, classifier
is constructed in training stage, and then
classifier performance is done by using
tests which are independent of training
set [43]

95 83.33 90.63
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3 Conclusion

Early detection of melanoma skin cancer plays an important role to decrease its
death rate drastically. This paper has discussed all the phases of computer-aided
melanoma skin cancer detection method in detail. From the review presented in this
paper, it has been concluded that there aremany algorithms formelanoma skin cancer
detection starting from the painful laboratory testing to the computer-aided detection
system, and among these algorithms, SVM classification gives more accuracy and
sensitivity than kNN classifier and multilayer perceptron. Therefore in future to
eliminate the drawbacks of these algorithms such as pain or problem that a patient
feels during laboratory testing and to increase the accuracy of melanoma detection,
the computer-aided diagnosis (CAD) by using some advanced algorithms like deep
learning, machine learning are used.
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Computer Vision-Based Tomato
Grading and Sorting
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Abstract Since ages, agricultural sector plays an important role in the economic
development of a country. In recent years, industries have started using automated
systems instead of manual techniques for quality evaluation. In agriculture field,
grading is very necessary to increase the productivity of the vegetable products.
Everyday a huge amount of vegetables are exported to other places and earn a good
profit. So, quality evaluation is important in terms of improving the quality of veg-
etables and gaining profit. Traditionally, the vegetable grading and classification
were done through manual procedures which were error prone and costly. Computer
vision-based systems provide us such accurate and reliable results that are not possi-
ble with human graders/experts. This paper presents a vegetable grading and sorting
system based on computer vision and image processing. For this work, tomatoes
have been used as a sample vegetable. A total of 53 images were acquired using own
camera setup. Afterward, segmentation using Otsu’s method was performed so as to
separate the vegetable from the background. The segmented images, thus obtained,
were used to extract color and shape features. At last, grading and sorting were per-
formed using backpropagation neural network. The proposed method has shown an
accuracy of 92% and outperformed the existing system.
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1 Introduction

Agriculture plays a significant role in the economic development of a nation. In
developing countries like India, 70% people depend on agriculture. It is a major
source of income for the country. It is considered as the backbone of Indian economy
[1]. Grading of vegetables after harvesting is very important. Customers are getting
more quality conscious, so it is very necessary to grade the vegetables for the quality
purpose. The grading of vegetables is done on the basis of physical properties like
size, color, shape, weight, and specific gravity. The well-known methods for grading
aremanual grading and size grading.When vegetables arrive at the processing centers
in a supermarket, they are graded for quality concern. The immature, mature, and
over-mature vegetables are sorted and then graded on the basis of maturity level.

In recent years, development in an agriculture field has been possible by using
computer vision techniques. But still, development is very slow as compared with
other development fields like electronics and automobile. Therefore, new methods
should be developed to forefront agriculture field. There are still old methods that
are used for quality evaluation of agriculture products. The quality inspection is very
important to increase the market value of products. Therefore, some new automated
methods are required for quality checking which are more accurate and reliable than
old methods [2].

Nowadays, quality inspection is done by using traditional methods which are not
so easy. With the development of image processing tools and computer vision tech-
niques, it becomes very easy to evaluate the quality of vegetables. As the existing
methods have the drawback of low speed, high complexity, high cost, and low effi-
ciency, so it is necessary to develop a system for vegetable grading and sorting with
low cost and high speed [3]. The agriculture products follow many different steps
like cutting of products, washing, sorting, grading, packing, transporting, and then
storing. Among all these steps, sorting and grading are the main steps to find out
the good quality products. Sorting is done on the basis of physical appearance, and
grading totally depends upon the quality of vegetables. A number of feature attributes
that are taken for grading are size, shape, color, texture, etc.

A robot has been deployed in a different type of fields like automobile, consumer
goods, medical, aerospace, food, agriculture, and many other fields. The robot helps
to do task accurately with computer vision techniques. These tasks are pre-defined.
Computer vision system has many applications like object recognition, performing
agriculture tasks, remote sensing, face recognition, biometrics, and medical image
analysis. Weed detection, identification of medical plants, disease detection, clas-
sification of grains, classification of crops and weeds are the various agriculture
applications. In these systems, image analysis is carried out to obtain the feature set
that is used for classification and grading [4].

Humans use their brain and eyes to see the world around them. Computer vision
is the similar technique that provides same capability to the machine of human level
recognition. It is a technique for acquiring, processing, analyzing, understanding, and
extracting meaningful information from images to produce numerical and symbolic
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data [5]. It is a technology for developing artificial intelligence systems that gain
information from images and multi-dimensional data. The importance of artificial
intelligence is to develop a system which acts as a human being and can perform
mechanical actions.

The rest of the paper is organized as follows: Sect. 2 discusses the related work,
Sect. 3 discusses the proposedmethod, and Sect. 4 discusses the experimental results.
Finally, Sect. 5 concludes the paper.

2 Related Work

This section contains various algorithms that have been proposed by different authors
for classification and grading of agriculture produces.

Pla et al. [6] presented a sorting system based on the maturity degree, skin defects,
size, and weight. Classification was done on the basis of size and color. It can
process 15 fruits per second and sort then according to the extracted parameters.
Chalidabhongse et al. [7] developed a vision-based mango’s sorting system which
can extract 2-D or 3-D visual parameters of mangoes. The basic parameters that were
extracted were size, area, surface area, and volume. Firstly, the silhouette part of the
mangoes was extracted using segmentation. All the necessary features were then
extracted, and backpropagation neural network was used for sorting the mangoes.

Feng and Qixin [8] presented a fruit sorting system. Classification feature was
fruit’s color ratio that was calculated with HIS color space. The classic Bayes classi-
fier was used for sorting the fruits. The average accuracy rate of 90% was achieved.
Mustafa et al. [9] developed a grading and sorting system of agriculture produces.
These products were classified based on size and shape parameters using support
vector machine, and grading was done using a fuzzy logic technique.

Nandi et al. [10] presented amachine visionmaturity prediction system for sorting
mangoes. Initially, 27 features were extracted and then most relevant features were
selected. Support vector machine was used as a classifier to predict thematurity level.
The average accuracy of the systemwas 96%.Ukirade [11] presented amethod based
on color grading of tomatoes for quality detection. In this work, color features were
taken to classify tomatoes, as color was the deciding factor of maturity. A total of 20
images were used to train the network. The tomatoes were graded into four maturity
levels for red, orange, turning, and green with the grades A, B, C, and D, respectively.
A backpropagation neural network classifier was used to test the maturity level.

Saito et al. [12] developed an eggplant grading system.Color and shape parameters
were extracted, and eggplants were classified based on the artificial neural network.
Calpe et al. [13] presented a fruit sorting and grading system. In this system, degree
of ripeness was measured and decisions were made on that measured parameters.
Lee et al. [14] developed an automated fruit quality evaluation system. Quality and
maturity of the fruits were measured by using color components. In this, 3-D RGB
components were converted into linear color index and results were more promising.
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Pavithra et al. [15] developed a machine vision-based cherry tomato sorting sys-
tem. In this work, color-based maturity estimation algorithm was used and grading
was done on the basis of color, texture, and shape parameters. K-nearest neighbor
and support vector machine classifiers were used to classify matured tomatoes. Bhatt
[16] described an apple classification system. The proposed system was based on
machine vision and artificial neural network which classified the apple on the basis
of size, color, and external defects. It shows overall accuracy of 96%.

Mhaski et al. [17] developed a system for checking the quality of tomatoes. Size
and shape and degree of ripeness parameters were used for inspecting the tomatoes.
K-mean clustering classifier is used for quality evaluation of tomatoes. Lee et al. [18]
presented a colormapping concept for fruit quality evaluation. 3-DRGB components
were mapped into 1-D space. The quality of the fruits was checked using direct color
mapping. Mizushima and Lu [19] presented an automatic segmented method for
apple grading and sorting. This work presented segmentation of color images using
Otsu’s thresholding algorithm and support vector machine (SVM).

All the existing methods were capable of classifying and grading the agriculture
products. Color, shape, texture, and size features were most commonly used in these
methods. In existing methods, grading of tomatoes was done on the basis of maturity
level. Defected or diseased tomatoes were not considered for grading. Moreover,
choosing a threshold value for segmentation was also a challenging task. Therefore,
any future research endeavors may look into these challenges and such algorithms
are required to be developed that provide more reliable solutions. The objective of
this research method is to grade tomatoes-based quality which must be nondestruc-
tive. For this backpropagation, neural network (BPNN) algorithm is used which is
relatively simple and standard method. It is the classic gradient-based algorithm to
find the best weight vectors and minimize the cost function.

3 Proposed Method

In existing work, a method was developed for quality detection which was based on
maturity of tomatoes. In this, color features were taken to classify the tomatoes, as
color was the deciding factor of maturity. A total of 20 images were used to train the
network. The tomatoes were graded into four maturity levels for red, orange, turning,
and greenwith the gradesA, B, C,D, respectively. A backpropagation neural network
classifier was used to test the maturity level.

In proposedmethod, ‘tomato’ has been used as a sample vegetable. Firstly, images
are acquired and database of images is prepared. Then, the images are segmented
to separate the region of interest from the background details. Afterward, color and
shape features of tomatoes are extracted. At last, extracted features are fed as input to
the backpropagation neural network classifier for grading and sorting of tomato. The
following steps are followed in order to grade the tomatoes, and the corresponding
flowchart is shown in Fig. 1.
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Segmentation

The image is 
segmented from the 
background details

Image

Image is selected from 
database

Feature Extraction

Color features and 
shape features are 
extracted

Grading and Sorting

Grading and sorting
using backpropagation 
artificial neural network

Fig. 1 Flowchart of the grading and sorting process

Fig. 2 Grayscale image

A. Segmentation

Image segmentation is used to separate an image into multiple parts. The main aim
is to change the representation into something which is easier to analyze. In this, the
image is converted into grayscale image, and then the segmentation is done by using
Otsu’s method of thresholding (see Figs. 2 and 3). A threshold value is obtained,
and segmentation is done to extract the region of interest. Finally, a binary image is
generated.

B. Feature Extraction

In this, the set of features that can be useful in grading and sorting are selected. The
color and shape features are extracted, and a feature set is generated. Color features
are obtained from Red Green Blue (RGB) components. RGB components of sample
images are separated and then, the mean and standard deviation of RGB components
are calculated. Shape features are calculated using a segmented image.
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Fig. 3 Segmented image

C. Backpropagation Neural Network (BPNN)

Backpropagation is used to grade the tomatoes. It is a supervised learning algorithm
and a layered feed-forward artificial neural network that is basically used to train
the network. It calculates the errors with respect to assigned weights and optimizes
the performance of the network by adjusting the weights. The error is the difference
between the actual output and the desired output. Basically, it is used to minimize
the error [11].

4 Results and Discussion

A. The Experimental Results

This section presents the experiments and quality grading results of the proposed
system. Image processing toolbox in MATLAB R2014a (Mathworks, MA) has been
used for simulation. The evaluation of proposed approach has been performed on
a single machine with Intel (R) Core (TM) i5-4200 M CPU @ 2.5 GHz, 4 GB of
RAM, and Windows 8.0 Pro as an operating system.

The two types of tomatoes are used, defected and non-defected. The tomatoes are
graded into two grades. Grade A is for non-defected tomatoes and grade B is for
defected tomatoes. The results of the two grades are shown in Fig. 4. A total of 53
images are captured in which 28 are used for training and 25 are used for testing the
system.

Results are based on different parameters like color and shape of the tomatoes.
Various color features like mean and standard deviation are calculated from RGB
components of the image. The min and max values of color features are shown in
Table 1. Along with color features and shape features like area, major axis length,
minor axis length, eccentricity, convex area, solidity, and perimeter are also calculated
as shown in Table 2. Afterward, a feed-forward BPNN is used to grade the tomatoes.
A total of 13 features (6 color and 7 shape features) are fed as input to BPNN and 20
hidden layers are used and one output is generated. Each input value is multiplied by
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Grade A 
(Non-defected)

Grade B 
(Defected)

Fig. 4 Grading category for tomatoes

Table 1 Stores mean and standard deviation of RGB components

Grade A B

Mean R Min 165.1334 115.9402

Max 174.2684 152.5644

G Min 130.5480 78.5692

Max 155.6730 101.1196

B Min 119.4552 65.2261

Max 138.7248 88.6473

Standard
deviation

R Min 15.2400 31.3633

Max 18.1459 49.5666

G Min 29.1225 64.2360

Max 54.2688 76.2710

B Min 51.5554 73.4680

Max 64.2262 83.7465

the connection weight then summation of these multiplied values is calculated and
passed through a function called transfer function or activation function to generate
the desired output.

B. Performance evaluation

For accomplishing this, the accuracy performance evaluator is used. This evaluator
includes the components like True Positive (TP), True Negative (TN), False Positive
(FP), and False Negative (FN). TP shows correct positive prediction, TN shows
correct negative prediction, FP shows incorrect positive prediction, and FN shows
incorrect negative prediction.

Accuracy is the most common measure determined from the confusion matrix.
Accuracy of the classifier is determined by Eq. (1).
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Table 2 Stores shape features

Grade A B

Area Min 37,195 85,164

Max 123,724 117,896

Major axis length Min 386.3985 661.5452

Max 783.4960 761.7418

Minor axis length Min 357.8715 450.9845

Max 701.0133 676.5635

Eccentricity Min 0.1543 0.2745

Max 0.7665 0.7738

Convex area Min 74,688 186,364

Max 247,292 240,124

Solidity Min 0.4240 0.4311

Max 0.5003 0.4997

Perimeter Min 2339.91 3557.16

Max 4670.91 4526.48

Table 3 2 × 2 confusion matrix of proposed work

2 × 2 confusion matrix Predicted grade Accuracy (%)

A B

Original grade A 12 1 92.3

B 1 11 91.6

Accuracy � TP + TN

TP + TN + FP + FN
(1)

Confusion matrix of proposed work is a 2 × 2 matrix for Grade A and Grade B.
In this matrix, columns represent the instances of predicted class and rows represent
the actual class (or vice versa). The accuracy of ‘A’ grade tomatoes is 92% and of
‘B’ grade tomatoes is 91%. The average accuracy of the system is 92%. Confusion
matrix of proposed work is shown in Table 3.

Table 4 represents the confusion matrix of existing work [11]. In existing work,
tomatoes dataset is taken and tomatoes are graded into four maturity levels for red,
orange, turning, and green with the grades A, B, C, D, respectively. Testing is done
with total 40 tomatoes in which 15 are of ‘A’ grade, 7 are of ‘B’ grade, 10 are of ‘C’
grade, and 8 are of ‘D’ grade. The average accuracy of the existing system is 90%.

From the graph shown in Fig. 5, it is clear that the proposed method produces
better results in terms of accuracy (92% accuracy) as compared to existing method
which produced only 90% accuracy.
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Table 4 4 × 4 confusion matrix of existing work [11]

4 × 4 confusion matrix Predicted grade Accuracy (%)

A B C D

Original
grade

A 14 1 0 0 93

B 1 6 0 0 85

C 0 1 8 1 80

D 0 0 0 8 100

Fig. 5 Comparison of existing and proposed method

5 Conclusion and Future Scope

This paper presents a computer vision-based tomato grading and sorting that can
be used to provide better accuracy under different circumstances. In this method,
a methodology was developed to sort and grade the vegetables based on the color
and shape features. The dataset contains samples of tomatoes. Six color features and
seven shape featureswere extracted fromeach image. Feed-forward backpropagation
artificial neural networks (BPNN) were used as a classifier to sort and grade the
tomatoes. In the neural network architecture, 20 hidden layers had been used for
generation and movement of weighage to different samples. In proposed system,
one ‘A’ grade tomato was misclassified by grade ‘B’ and one ‘B’ grade tomato was
misclassified by grade ‘A.’ The proposed system outperformed the existing system
as the accuracy of the proposed system is 92%.

The images captured are taken by using a white background. It can be modified to
provide output for any kind of background. Also, calyx part was not removed from
the tomatoes. This can be further extended using calyx elimination module.
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Movie Recommendation System Using
Genome Tags and Content-Based
Filtering

Syed M. Ali, Gopal K. Nayak, Rakesh K. Lenka and Rabindra K. Barik

Abstract Recommendation system has become of utmost importance during the
last decade. It is due to the fact that a good recommender system can help assist
people in their decision-making process on the daily basis. When it comes to movie,
collaborative recommendation tries to assist the users by using help of similar type of
users or movies from their common historical ratings. Genre is one of the major meta
tag used to classify similar type of movies, as these genre are binary in nature they
might not be the best way to recommend. In this paper, a hybrid model is proposed
which utilizes genomic tags of movie coupled with the content-based filtering to rec-
ommend similar movies. It uses principal component analysis (PCA) and Pearson
correlation techniques to reduce the tags which are redundant and show low propor-
tion of variance, hence reducing the computation complexity. Initial results prove
that genomic tags give the better result in terms of finding similar type of movies,
and give more accurate and personalized recommendation as compared to existing
models.
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1 Introduction

With the rapid development of Internet, data is growing at a very high pace, having
said so many online movie platforms are exploding with new content everyday. Rec-
ommendation systems have proved to be one of the successful information filtering
system. In general, recommendation systems are used to predict howmuch user may
like a certain product/service, compose a list of N best items for user, and compose a
list of N users for a product/service. With this growth of media, users have to spend
significant amount of time searching for the movies in which they are interested [1].
Here, the task of recommendation system is to automatically suggest users what
movie to watch next based to the current movie and thus saving their time searching
for the related content.

Movie recommendation is the most used application on the media streaming
Web sites, both in academics and as well as commercially research has been done
extensively in this topic. The Netflix Prize challenge [2] is one such example where
a prize of one million dollar was at stake. The aim of the competition was to beat
the Netflix’s very own recommender system by ten percent. This attracted various
researchers and companies and more than forty thousand entries were submitted for
the same. Most of these recommender use collaborative filtering mechanism which
has been developed in recent few years [3–5]. First the ratings of movies are collected
given by each individual and then the recommendation is given to the users based on
similar type of people with similar taste in the past.Many popular online services like
netflix.com, youtube.com have used this collaborative filtering technique to suggest
media to users.

This work is an attempt at implementation of a recommender system which uses
genome tags to find out similar types of movies and then basic content-based filter-
ing technique to further enhance the results. MovieLens dataset [6] is used for the
development of this recommender engine and is accessed through its public FTP
interface [7].

2 Related Work

2.1 Recommendation Using Collaborative Filtering

Collaborative filtering recommender relies heavily on the users data or some contri-
bution in order to make recommendation. Contributions may include users to give
ratings, like, dislikes, or other kinds of feedback which can cluster similar type of
users together. As the name suggest, is a way of recommendation for a user in “col-
laboration” with other users. The fundamental of this filtering lies in the fact that if
a person A shares same interest as of B, for certain object(here movie), then A will
more likely share the same interest as of B, for a different object, than that of a ran-
domly chosen person [8]. Collaborative filtering is easy to implement, it works well
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in most of the cases and has ability to find links between items which are otherwise
considered dissimilar [9]. One of the drawbacks that this system suffers from “cold
start” problem, this happens when either a new user comes or new item is added and
we do not have much information/feedback for the item/user [10, 19]. To overcome
this problem, recommender user content-based recommendation techniques coupled
with collaborative recommendation.

2.2 Recommendation Using Content-Based Filtering

Recommendation is purely made on the attribute of the item, hence avoiding “cold
start” problem. The attribute of an item, for example, in amovie can be its genre, year,
running time, rating, starring actors can be used by the content-based recommender
to make a movie recommendation. This concept has its root from the information
retrieval theory where a document representationmethods can abstractly encapsulate
features of an item for potential recommendation [11, 20].

Over the period of time content-based recommender starts building profile for a
person, it includes the taste of an individual which is extremely helpful for highly
personalized recommendation [3]. This type of recommender does not require com-
munity data as it solely relies on the individual’s preference, hence explanation can
be given why a certain item/media was recommended. One major disadvantage of
this is that it requires contents which can be broken down into meaningful attributes.

3 Proposed Approach

The dataset which was downloaded for the research contained 24404096 ratings and
668953 tag applications across 40110 movies. These data were created by 259137
users between January 09, 1995 andOctober 17, 2016.Andwas generated onOctober
18, 2016. The dataset contained the following files “genome-scores.csv”, “genome-
tags.csv”, “links.csv”, “movies.csv”, “ratings.csv”, and “tags.csv”. Description of
who’s is as follows

• genome-scores.csv: Contains the genome score of the movies corresponding to
the tags.

• genome-tags.csv: Contains genome tag id and its corresponding string.
• links.csv: Contains the link to the other sources of movie data.
• movies.csv: Contains information about movie like its title, movie id, and genres.
• ratings.csv: Each row of this file contains rating of one movie by one user.
• tags.csv: Each row of this file represents one tag applied to one movie by one user.
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3.1 The Genome Tags

Netfilx and Youtube are using hybrid of collaborative and content-based filtering,
the prominent feature of which is genre of the video or movie. The major problem
with the genre is that they are binary in nature, i.e., they do not tell till what extent
that genre applies to the certain content. A user may apply the tag ‘violent’ to ‘Fight
Club’, indicating that it is a violent movie, but they might not indicate how violent
the movie is. Just like in Human Genome Project where all the genes in human
DNA were identified and mapped, the researchers were inspired to find and index
the building blocks of their media. Pandora has developed their own Music Genome
Project [12], similarly for movie recommendation GroupLens research laboratory
developed tag genome [13]. The genome tag extends the traditional tagging system
to give the enhanced user interaction. Genome tag contains item and its relationship
to the set of tags. These range between 0 and 1, where 1 being the most relevant and
0 being the least. This creates a dense matrix in which every movie in the genome
has a value for every tag. This can be used to recommend similar type of content.

3.2 Data Preparation

Since genome score does not consist all the movies present in the dataset, first task
was to select only those movies who’s genome score we have. After filtering, we
were left with around 10,000 movies. Next we transformed genome score which was
stored like in Table1 to like in Table2.

After the transformation of genome scores average rating and number of users
who rated the particular movie was calculated. This will come in handy while cou-
pling our model with content-based filtering. Average rating for a particular movie i
was calculated simply using the formula, total rating given by each user to that movie
divided by the total number of users rated that movie, i.e.,

avg_ratingi = �user_ratingi
�useri

(1)

Table 1 Before
transformation

MovieId TagId Relevance

1 1 0.02400

1 2 0.02400

1 3 0.05475

1 4 0.09200
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Table 2 After transformation

MovieId/tagId 1 2 3 … 1128

1 0.024 0.024 0.0548 … 0.0252

2 0.038 0.0418 0.037 … 0.0202

3 0.042 0.0525 0.0272 … 0.0200

4 0.036 0.0385 0.035 … 0.0140

3.3 Feature Reduction

We have total of 1128 genome tags, which are very large and many of them are
redundant, this will increase the computational complexity. There is need to reduce
the number of features, it will not only remove redundancy in data but will also
increase the performance of the model [14]. Principal component analysis (PCA)
was run on the complete genome score in order to the variance explained in data by
the tags available [15].

As it is quite clear from the Fig. 1 that most of the tags show very low variance in
data and can be reduced. We used correlation-based feature selection technique, for
which Pearson correlation method was preferred [16]. Pearson correlation find out
linear correlation between two variable X and Y. It results in the value between −1
and +1 where −1 is the total negative correlation and +1 being the total positive.
Correlation between all the tags were calculated, if the tags were to be correlated
they should have a value between 0 and +1. We were suppose to choose the optimal
threshold value above which we will say tags are correlated else not, lets say this to
be cutoff value. PCA was ran after selecting the cutoff to be 0.6, 0.5, 0.4, and 0.3
(Figs. 2 and 3).

Choosing cutoff to be 0.6 and 0.5 will still leave some of the redundant tags,
whereas if cutoff is set to be 0.3 we might loose some important tags, so for this

Fig. 1 PCA on compete set
of tags
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Fig. 2 PCA after cutoff was
0.6

Fig. 3 PCA after cutoff was
0.5

Fig. 4 PCA after cutoff was
0.4
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Fig. 5 PCA after cutoff was
0.3

model cutoff was set to be 0.4. With this cutoff, the number of tags was dramatically
reduced from 1128 to 275 (Figs. 4 and 5).

3.4 Distance Between Movies

Now we are left with 275 attributes and over 10,000 rows, we can use this to find
out which movies are similar to whom. Vector space model approach was used to
achieve this task [17]. In vector space model, we represent documents (or any object
in general, here movie) as vectors of identifier. Relevance between these vectors can
be find by comparing the deviation between then angles of all the vectors [18]. In
practice, cosine of the angle between vector is calculated (Fig. 6).

cos(θ) = a1 · a2
‖a1‖‖a2‖ (2)

where a1 · a2 is the dot product.

‖a1‖ =
√
√
√
√

n
∑

i=1

qi
2 (3)

In our dataset, every row can be treated as a vector, hence we can find out the
cosine distance between each of them. For the demonstration purpose, we have
chosen sample 2000 movies in this experiment. We obtained the 2000 * 2000 matrix
M, where Mi j will contain the value of the cosine angle between the movieIdi and
movieId j (Fig. 7).
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Fig. 6 Cosine angle between movies

Fig. 7 Recommendation for “Zodiac”

3.5 Recommending Movies

Now when we have obtained the cosine matrix, the recommendation is fairly easy
from here. Suppose a user watching a movie with movieId n, then we will go to the
nth of the matrix and sort out the row in decreasing order. Greater the cosine value,
smaller the angle, smaller the angle more close the movies are in vector space, more
closer the movie more similar it is. We will pick up top K results from the same. Now
using content-based filtering on average rating of the movie, we will recommend top
N movies to the users (Fig. 8).

Fig. 8 Recommendation for “Yes Man”
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Fig. 9 Recommendation for “Step Up 2”

Fig. 10 Recommendation for “Spider Man 3”

4 Results

The system takes movieId as an input and recommends top five similar movies based
on it. Recommended movies rating should be above than 2.4 and at least 100 people
should have rated that movie. The complete experiment is performed in R 3.2.2
(Fig. 9).

5 Conclusion

This hybrid model seems to perform good in all the early testing and gives more
personalized and accurate results. Genome tag is the key driver for this model along
with the content-based filters (Fig. 10).
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Leveraging Machine Learning in Mist
Computing Telemonitoring System
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Vinay Kumar and S. Yadav

Abstract Big data analytics with the help of cloud computing is one of the emerging
areas for processing and analytics in healthcare system. Mist computing is one of the
paradigms where edge devices assist the fog node to help reduce latency and increase
throughput for assisting at the edge of the client. This paper discusses the emergence
of mist computing for mining analytics in big data from medical health applica-
tions. The present paper proposed and developed mist computing-based framework,
i.e., MistLearn for application of K-means clustering on real-world feature data for
detecting diabetes in-home monitoring of patients suffering from diabetes mellitus.
We built a prototype using Intel Edison and Raspberry Pi; the embedded micropro-
cessor for MistLearn. The proposed architecture has employed machine learning
on a deep learning framework for analysis of pathological feature data that can be
obtained from smartwatches worn by the patients with diabetes. The results showed
that mist computing holds an immense promise for analysis of medical big data
especially in telehealth monitoring of patients.
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1 Introduction

Cloud computing has the capabilities for sharing and exchange of medical big data
belonging to various stakeholders. It has created an environment that enabled wide
variety of users to access, retrieve and disseminate medical big data along with asso-
ciated metadata in a secured manner [1]. Cloud-based framework has leveraged for
environmental monitoring, land use and urban planning, natural resource manage-
ment, marine, coastal, healthcare, and watershed management. There are numer-
ous emerging applications of cloud-based framework. It integrates common medical
database operations such as query formation, statistical computations, and overlay
analysis with unique visualization functionalities. These features distinguish cloud
computing-based framework for decision support systems. It is a widely used tool in
public and private sector for explaining events, predicting outcomes, and designing
strategies [2].

Medical data contains wide variety of distributions and informative data. In tradi-
tional setup of cloud computing-based framework, we send the data to cloud server
where these are processed and analyzed [3–5]. This scheme has taken large pro-
cessing time and required high Internet bandwidth. Fog computing overcomes this
problem by providing local computation near the edge of the clients. With the con-
cept of mist computing, it enhances the cloud and fog computing for geospatial data
processing by reducing latency at increased throughput. Fog devices such as Intel
Edition and Raspberry Pi provide low-power gateway that can increase throughput
and reduce latency near the edge of medical-related clients [6]. In addition, it reduces
the cloud storage for medical big data. Also, the required transmission power needed
to send the data to cloud is reduced as nowwe send the analysis results to cloud rather
than data. This leads to improvement in overall efficiency. Fog devices can act as a
gateway between clients such as mobile phones and wearable sensor devices [3]. The
increasing use of smart devices led to generation of huge medical big data. Cloud,
fog and mist services leverage these data for assisting different analysis. It suggests
that the use of machine learning on fog devices which kept close to smart devices for
implementing mist computing. This research paper presents aMistLearn framework
that relied on medical big data analysis on diagnosing patients with diabetes mellitus
in India. So, medical big data was processed at the edge andmist using of fog devices
and finally has stored at the cloud layer: So, medical data are processed at the edge
using of fog devices and finally has stored at the cloud layer. Following contributions
are made in the present research paper:

• It gives the detail concepts and architectural framework about the fog and mist
computing;

• It presents the big data concept in the field of medical applications with some
machine learning techniques in mist computing environments;

• It discusses proposed architecture of MistLearn framework that leads to process
the various medical data analytics at the edge computing environment;

• There is a case study diagnosing patients with diabetes mellitus which has been
elaborated with the use of different mist-assisted fog architecture.
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2 Related Works

2.1 Fog Computing

Cloud computing paradigm has the limitation as most of the cloud data centers are
geographically centralized. These data centers are not located near the proximity of
users or devices [3, 6]. Consequently, latency-sensitive and real-time computation
service requests by the distant cloud data centers have often suffered large network
congestion, round trip delay, and degraded service quality. Edge computing is an
emerging technology for resolving these issues. Edge computing provides the com-
putation nodes near the edge, i.e., close to the clients. It enables the desired data
processing at the edge network that consists of edge devices, end devices, and edge
server. The smart objects, mobile phones are employed as devices, whereas routers,
bridges,wireless access points are employed as edge servers. These components func-
tion cooperatively for supporting the capability of edge computation. This paradigm
ensures fast response to computational demands and after computation; the analysis
report could be transferred to cloud backend. Edge computing is not associated with
any kind of cloud services model and communicates more often with end devices.
Various combinations of edge and cloud computing lead to the emergence of sev-
eral computational paradigms such as mobile cloud computing (MCC), mobile edge
computing (MEC), and fog computing [7].

Fog computing has been first coined by Cisco in 2012. It is a computing paradigm
that decentralizes the resources in data centers toward the different users for improv-
ing the Quality of Service (QoS) and experience. This computing does not require
computational resources from cloud data centers. In this way, data storage and com-
putation are brought closer to the users leading to reduced latencies as compared
to communication overheads with remote cloud servers. It refers to a computing
paradigm that uses interface kept close to the devices that acquire data. It intro-
duces the facility of local processing leading to reduction in data size, lower latency,
high throughput, and thus power-efficient systems. Fog computing has successfully
applied in smart cities and health care [5, 6].

Fog devices are embedded computers such as Intel Edison and Raspberry Pi that
act as a gateway between cloud and mobile clients. From the above discussions, we
can see that it requires an efficient, reliable, and scalable fog computing-based GIS
framework for sharing and analysis of geospatial and medical big data across the
Web [8]. Fog computing is a novel idea that helps to reduce latency and increase
throughput at the edge of the client with respect to cloud computing environment
[3–5]. Fog computing solves the problem by keeping the data closer to local devices
and computers, rather than routing through a central data center in the cloud. The
simple fog computing architecture is shown in Fig. 1.
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Fig. 1 Fog computing is as an intermediate layer between edge computing layer and cloud layer.
The fog computer layer has enhanced the efficiencybyproviding computingnear the edge computing
devices. This framework is verymuch useful for geospatial application, health care, smart city, smart
grid and smart home etc. [3]

2.2 Mist Computing

Mist computing has taken edge and fog computing concepts further by pushing some
of the computation to the edge of the network, actuator devices, and sensor which
build the entire network for cloud data center. With the help of mist computing, the
computation has performed at the edge of the network in the microcontrollers of
the embedded nodes. The mist computing paradigm decreases latency and increases
the autonomy of a solution [9]. Cloud, fog, and mist computing are complementary
to each other w.r.t. the application tasks, which are more computationally intensive
and can be executed in the gateway of the fog layer while the less computationally
intensive tasks can be executed in the edge devices. The processing and the collecting
of data are still stored in the cloud data center for the availability to the user. The
important application of mist computing is a collection of different services which
has been distributed among the computing nodes [10, 11]. Both fog computing and
its even younger brother mist computing coined by Cisco and located somewhere
between the fog and the edge extend the classical client-server architecture to a more
peer-to-peer-based approach, similar or equal to edge [12–15]. By considering this
mist computing, the proposed framework, i.e., mist computing, has been sketched
for processing of data analysis. Figure 2 has shown the proposed architecture mist
computing framework.

The mist computing framework has been categorized into four layers as cloud
layer, fog layer, mist layer, and edge layer. In mist computing framework, we used
Raspberry Pi in every fog node for better efficiency in time analysis. In this frame-
work, Raspberry Pi Model B Platform has employed. Raspberry Pi consists of a
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Fig. 2 Conceptual overview of mist computing framework

900 MHz 32-bit quad-core ARM Cortex-A7 CPU with 1 GB RAM. For WiFi con-
nectivity in Raspberry Pi, we used WiFi dongle of Realtek RTL8188CUS chipset.

2.3 Medical Big Data

Big data have distribution, scale, timeliness, and diversity. It requires the analyt-
ics to enable insights and the use of new technical architectures that unlock new
variety resources of different business value. It includes large datasets whose sizes
are beyond the ability of commonly used software tools. It requires special tools to
acquire, curate, manage, and process big data in realistic time frames. Big data is
generated inmultiple forms.Most of the big data is semi-structured, quasi-structured,
or unstructured, which makes the processing challenging. Appropriate analysis of
big data can discover new correlations to spot business trends, combat crime, and
prevent diseases. Big datasets are growing rapidly because they are increasingly gath-
ered by economical and numerous radio-frequency identification (RFID) readers,
microphones, aerial (remote sensing), cameras, information-sensing mobile devices,
wireless sensor networks, and software logs [3, 5].

Due to diversity of health-related ailments and variety of treatments and outcomes
in health sector, there are numerous healthcare data generated that gives rise to
the concept of medical big data. Electronic health records, biometric data, clinical
registries, medical imaging, patient-reported data, and different administrative claim
record are themain sources formedical big data.Medical big data have several typical
features that are different from big data from other disciplines. These big data are
often hard to access, and investigators in the medical area are aware of risks related
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Fig. 3 Conceptual diagram of the proposedMistLearn framework for power-efficient, low latency,
and high throughput analysis of medical big data between edge and fog layer

to data privacy and access [16]. Big data poses some challenges for data analysis
with cloud computing. Reliability, manageability, and low cost are the key factors
that make cloud computing useful for data processing [17, 18]. However, the security
and privacy are the main concerns for processing sensitive data. Particularly in health
geo-informatics applications with sensitive data, we require secure processing. For
minimizing privacy and security threats, the data should be utilized as per the user’s
context for limited amount of data access within the model. After processing, the
data should be transferred to the next level for final processing of data analysis, that
will benefit the data privacy and security [3, 5, 16].

3 Proposed Model

3.1 Proposed Mist Architecture:MistLearn

This section describes various components of the proposed architecture, i.e.,
MistLearn, and discusses the hardware, software, and methods implemented for
machine learning approaches on medical big data. We employed Intel Edison and
Raspberry Pi as mist computing device in proposed framework. Intel Edison is pow-
ered by a rechargeable lithium battery and contains dual-threaded 500 MHz, dual-
core and Intel Atom CPU along with a 100 MHz Intel Quark microcontroller. It
possesses 1 GB memory with 4 GB flash storage and supports IEEE 802.11 a/b/g/n
standards. It connects to WiFi and based on UbiLinux operating system for running
compression utilities. Figure 3 has shown the proposed architecture which employs
mist gateway between edge and fog layer.

The proposedMistLearn framework has three layers as client-tier layer, fog com-
puting, and cloud computing layer. In client-tier layer, the categories of users divided
into mobile client, thin client, and thick client environments. Processing of medical
big data can be possible within these three environments. Cloud computing layer
is mainly focused on overall storage and analysis of medical big data. The mist
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computing layer worked as middle-tier between client-tier layer and fog layer. We
experimentally validated the mist computing layer as low-power consumption, over-
lay analysis capabilities, and reduced storage requirement. In mist layer, all mist
nodes are developed with Intel Edison processor for processing of medical data.

MistLearn framework used to assist and hence enhanced the capabilities of fog
and cloud computing framework. The mist layer in MistLearn processes the data,
and after processing, it has the ability to send the data to cloud layer for long-
term analysis and storage. So, this framework enables the more power to the end
users for better performance without computational overhead at cloud layer. The
designed framework has the benefit when computational overhead at cloud layer has
very high and data sizes are expanding. Thus, the mist layer increases the overall
efficiency by reducing the latency and increasing the throughput. This framework
added privacy benefit where we processed the data locally at mist devices and sent
only the analysis results to fog and then to cloud computing layer. In the proposed
framework, the number of mist devices has been utilized according to application
demand. For example, in case we have large amount of data that has to be processed
in short time, we need more mist and fog nodes.

4 Case Study: Prediction of Diabetes in Telemonitoring
System

4.1 Diagnosing Patients with Diabetes Mellitus

Diagnosing the diabetes mellitus is highly required in telehealth monitoring system.
The way of treatment required for a diabetic person is different than a normal person.
For detecting whether a person is diabetic or not, the features which are taken in this
work are (1) plasma glucose concentration (2) diastolic blood pressure (3) 2-h serum
insulin (mu U/ml) (4) body mass index (5) diabetes pedigree function (6) age in
years. These data can be collected using health sensors embedded smartphones. For
experimental purpose, a standard dataset from UCI learning repository (C.L. Blake,
C.J. Merz) is taken and used. In this dataset, there are 768 samples present, out
of which 600 samples are employed as training and 168 samples are employed for
testing purpose [19, 20].

The proposed model is based on handling medical big data. So, for accomplishing
the task of classification, conventional classification tools like neural networks are
substituted by deep neural network. The classification of diabetes and non-diabetes
people is done by using a simple deep neural network. A deep neural network model
is configured using Deeplearning4j tool. Deeplearning4j is Java-based open-source
library for creating and deploying deep neural network. These libraries are cus-
tomized through an IntelliJ idea which is an open-source Java IDE [21]. The model
is tailored according to the suitability of the current data. The classification accuracy
is coming as 81.89%. This measure is taken on an averaged 10 random iterations.
Figures 4 and 5 have shown the plotting of classification result of training and test
datasets.
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Fig. 4 K-means clustering plot for two clusters on training

Fig. 5 K-means cluster plot for test dataset
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5 Concluding Remarks

In this paper, diagnosing the diabetes mellitus data from in-home monitoring of
patients with diabetes disease was considered for case study usingMistLearn archi-
tecture. We further leveraged machine learning approaches such as deep neural net-
work on well-type data from diabetes data. In future, we would like to add more
intelligent processing procedures. We also validated MistLearn architectures for
application-specific case studies. Intel Edison processor and Raspberry Pi were used
as mist and fog processors in mist/fog computing layers. Mist nodes not only reduce
storage requirements but also result in efficient transmission at improved throughput
and latency. Mist of things is collection of all nodes between client layer and cloud
via fog. The edge computing done on mist/fog nodes creates an assistive layer in
scalable cloud computing. With increasing use of wearable and Internet-connected
sensors, enormous amount of data is being generated.

The cloud could be reserved for long-term analysis. Mist computing emphasizes
proximity to end users unlike cloud computing along with local resource pooling,
reduction in latency, better user experiences, and better Quality of Service. This paper
relied on mist node for low-resource machine learning. As a use case, we employed
deep neural network to classify and predict diabetes disease on patients with diabetes.
Proposed MistLearn architecture is showing around 81% of accuracy in prediction
of analysis. Mist computing has reduced the onus of dependence on cloud services
with availability of big data. There will be more aspects of this proposed architecture
that can be investigated in future. We can expect mist architecture to be crucial in
shaping the way big data handling and processing happens in near future.
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A Novel Energy-Efficient Hybrid Full
Adder Circuit

Trapti Sharma and Laxmi Kumre

Abstract This article presents a novel energy-efficient hybrid one-bit full adder cell
employing modified GDI logic and transmission gate logic. To analyze the perfor-
mance of various circuits, simulations were carried out using Synopsys HSPICE
tool taking 45-nm technology model. Full-swing differential XOR–XNOR circuits
with restoration transistors are employed in order to realize a noise-resistant full
adder circuit. The weak restoration transistors at the intermediate outputs of XOR–
XNOR ensure the reduced static power dissipation together with the usage of low
power transmission gates at the output side leads to overall reduction in power of
the proposed circuit. Comprehensive experiment results illustrate the superiority of
the proposed adder in terms of power–delay product (PDP) over the other exist-
ing designs with regard to the different simulation conditions such as supply power
scaling, load, temperature, and frequency variations.

Keywords Hybrid full adder · Low power · Energy efficient · VLSI design

1 Introduction

With the emergence of portable electronic devices such as mobile phones, lap-
tops, notebooks, personal communication system, personal digital assistants etc.,
has intensified the requirement of energy efficient system. together with the shrink-
ing technology evolution in electronic industry. Many attempts have been taken by
the researchers to frame highly efficient ultra large-scale integration designs with
high throughput. The critical performance metrics accounted for an energy-efficient
digital systems in microelectronics are power consumption, processing speed, and
area overhead. Power consumption is the primary parameter considered in the digital
system design. As the power dissipation of the system rises, the extra accessories
to make the system resistant against heat will be required which in turn augments
the cost, weight, size, and overall complexity of a digital system. On the other hand
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in high-speed electronic era, the operating speed is also the primal requirement. To
attain high processing speed, high clock rates could be employed but it will make
vulnerable impact on overall power dissipation of the circuit. Therefore to accom-
plish a compromise between the contradictory attributes, a new quantitative metric
is evaluated termed as a power–delay product (PDP). It is widely used figure of merit
for the performance assessment of the digital circuits.

Several VLSI systems such as microprocessor and microcontroller system,
application-specific digital signal processors (DSPs), image and video processors
[1] extensively use basic arithmetic operations such as addition, subtraction, multi-
plication and multiply and accumulate [2]. Addition is the basic function which in
turn could be utilized to realize all other remaining operations. Therefore, one-bit
full adder cell lies in the critical path of the most of the digital systems [3]. The
overall performance of the entire complex systems solely depends on the perfor-
mance of the nucleus adder circuit. Hence, the enhancement in the performance of
the core adder circuit results in the overall performance enhancement at system level
[4]. Several static [5] and dynamic logic style [6] full adder circuits are reported in
the literature. The static logic style is most commonly used for various ultra low-
power digital circuit implementation as they have more simplicity, reliability, and
less power requirement as compared to dynamic logic style. Also, dynamic logic
style has shortcomings such as charge sharing, less immunity toward noise, high
clock load. Therefore, all the static designs are included for discussion in this article.

Most of the static full adder circuits available in the literature employ three logic
styles namely CMOS logic, pass transistor logic (PTL), and transmission gate logic.
Each of the logics has its pros and cons. The classical complementary metal–oxide–
semiconductor logic (CMOS) full adder circuit is presented in [7]. CMOS logic is
based on dual networks of PMOS and NMOS to implement a logic function. It pro-
vides the benefits of robustness against transistor sizing and voltage scaling, low static
dissipation, and full-swing output signals. But circuit becomes more complex as it
requires a large number of transistors which result in increased circuit capacitances,
increased power consumption, and long propagation delays. To overcome the short-
comings of CMOS logic leads to the development of new logic design suites. Another
popular logic emerge after that is PTL in which source side is fed with the inputs
rather than the voltage source. Some of the advantages of the PTL logic are low power
dissipation and small area due to reduction in the number of the transistors, high-
speed and lower interconnection effects [8]. However it suffers from slower operation
at reduced supply voltages, high static power dissipation and threshold voltage drop
problem which produces non-full-swing outputs. Some of the PTL adder circuits are
reported in [4, 6, 9, 10]. Another extended version of PTL logic is gate diffusion
input logic (GDI) whose structure resembles like a CMOS inverter. GDI facilitates
to design digital circuits with small area and improved power characteristics due to
significant reduction in subthreshold and gate leakage component [9]. Also, some of
the basic functions such as AND, OR, multiplexer could be realized with only two
transistors [11]. However, GDI circuits suffer from threshold voltage drop problem,
which results in significant degradation at output side [12]. To resolve the issue of
low logic swing in GDI logic, swing restoration buffers [13] are connected at the
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output; however, it results in increase in transistor count and power dissipation.
Another approach is to employ multiple threshold voltage technique [9] as there
is a flexibility to operate at different threshold voltages in nanoscale region. Low
threshold transistors are used, where low voltage drop is desired and high threshold
transistors are used for inverters. Some of the GDI full adder circuit designs are pre-
sented in [6, 11, 14]. The full adder circuit using transmission gate is reported in [7].
It resolves the problem of low logic level swing encountered in PTL and GDI logic,
but again the compromise with the area has to be done. Another alternative to design
a full adder circuit which uses more than one logic style in order to achieve the ulti-
mate goal of overall performance enhancement known as hybrid logic styles. Hybrid
adders are discussed in [10, 13, 15–17]. In this paper, a new full-swing differential
design of XOR–XNORgate is proposed and by using that module an ultra low-power
hybrid full adder cell is designed and simulated at 45-nm technology using HSPICE.
The main objective of this article is to improve various performance parameters of
the full adder circuit as compared to already existing ones. The paper is organized
as follows: Sect. 2 briefly reviewed the previously published full adder circuits. In
Sect. 3, novel full adder circuit is discussed. Simulation results and performance
analysis are shown in Sect. 4. Finally in Sect. 5, conclusion is made.

2 Previous Works

2.1 The SRCPL Full Adder

The structure of swing-restored complementary pass transistor logic [SRCPL] full
adder shown in Fig. 1a is reported in [12]. It uses pass transistor powerless/groundless
logic styles to realize a full adder cell. A multiplexer with A XOR B and A XNOR
B as the inputs and C as a selection input signal is used to generate the SUM output.
Another multiplexer with A · B and A + B as inputs and C as a selection input
is used to produce the carry signal. Although this design has a large number of
transistors, it has lower power consumption due to very low static consumption and
non-availability of direct rail paths between the inputs and the outputs. Transmission
gates are employed at the last stage of the circuit to generate the output signals
which result in full-swing output signals. Also, the critical path between the input
carry signal and output carry signal consists of three transistors which makes the
circuit to operate at high speed. The main impediment seen in the SRCPL is that it
lacks sufficient driving capability while working in cascaded mode. Its performance
is drastically affected when encapsulated in wide cascaded configuration.
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Fig. 1 a SRCPL full adder [12], b FSGDI adder [11]

2.2 The FSGDI Design

The full-swing gate diffusion input adder circuit [FSGDI] with 18 transistors shown
in Fig. 1b is reported in [11] with the goal to achieve a faster cascaded operation.
The author claims to have lowest energy consumption and resistant against various
process variations. Full-swing XOR gates using GDI logic are used to design the
full adder cell. To remove the threshold voltage loss problem in XOR gate, two level
restoration transistors are inserted to recover the weak 0 or 1 output respectively.
The multiplexers using GDI logic are used to realize the output signals with XOR
and XNOR as the intermediate inputs. Its critical path consists of an inverter which
results in increment of the delay of the overall circuit.

2.3 SERF Full Adder

SERF full adder [18] shown in Fig. 2a is amalgam of improved form of sense energy
recovery full (SERF) adder design [19] and GDI logic. In SERF logic, the capac-
itance charged during high logic is consumed to make the gate logic high instead
of draining it to ground, which results in less energy consumption and low power
design. Two cascaded XNOR cells gives the SUM output and carry is implemented
with GDI multiplexer. As compared with previous GDI circuits, this design has no
threshold voltage drop problem without inserting any level restoration buffers. The
main problem encountered in SERF cells is that supply voltage scaling could not be
reduced below 2Vtn + Vtp. Otherwise, it performs satisfactorily well at high supply
voltages. Also, it has long critical path delay which causes the low-speed operation,
especially at low voltages.

2.4 HFAD Design

A hybrid full adder design (HFAD) shown in Fig. 2b has been reported in [15].
The circuit is implemented by the combination of complementary metal–oxide–
semiconductor (CMOS) logic and transmission gate logic. This circuit contains the
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Fig. 2 a SERF adder [18], b HFAD adder [15]

modified XNOR circuit of six transistors which provides the low power consump-
tion and high-speed operation. The decrement in the power consumption is made by
optimized sizing of the transistors in inverter circuit. The channel width of the tran-
sistorsMn7,Mp7,Mn8, andMp8 is made large which results in the overall reduction
of the carry propagation delay. Level restoring transistors Mp3 and Mn3 avail the
full-swing output signals.Modified XNOR circuit with level restoration transistors is
used to generate the sum output while XNOR–XOR input based transmission gates
constitute the carry generation unit. However, one of the essential drawbacks of this
circuit is that when it operates in carry propagation mode, high-speed operation is
hampered and its performance degrades further as the number of cascading adder
stages increases. The buffers were included in between the cascaded stages at the
appropriate stage in order to minimize the overall delay.

3 Proposed Full Adder

In this section, the proposed hybrid full adder circuit is based on modified GDI logic
and the transmission gate logic. Proposed adder circuit shown in Fig. 5 satisfies the
following equation:

SUM = (B ⊕ C).A + (B⊕̄C). Ā (1)

Cout = (B ⊕ C).B + (B⊕̄C).A (2)

Proposed circuit contains mainly two modules namely differential XOR–XNOR
and transmission gate-based 2:1 multiplexer circuit. In this article, a novel full-
swing differential XOR–XNOR circuit is proposed and embedded with multiplexer
to form a complete adder circuit. As seen from the above equation, the basic unit
comprising the whole module basically consists of XOR–XNOR module. A new
design for differential XOR–XNOR circuit using transistors M1, M2, M3, and M4
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Fig. 3 Proposed circuit

is shown in Fig. 3. Differential XOR–XNOR circuit uses only four transistors with
two restoration transistors Mr1 and Mr2. It utilizes the modified GDI logic [14] for
the logic implementation. In modified GDI logic [14], the NMOS bulk terminal is
connected to the groundand thebulk terminal of PMOS is tied toVddwhich alsohelps
in marginal swing improvement at the output side. Table1 elucidates the operation of
proposed XOR–XNOR cell. The output of the differential module suffers from the
threshold voltage drop problem.As seen fromTable1when the input vector BC= 00,
then XOR gets a degraded zero output, and for the input vector BC = 10, at XNOR
output, the weak low signal is observed. This threshold loss is not desirable as it
negatively affects the power–delay characteristics of the overall circuit. Therefore, it
is necessary to sort out the above issue before that submodule is embedded in larger
complex module. To rectify this threshold voltage drop problem in PTL circuits,
feedback loop method across the output side is adopted as explained in [20]. Mr1
and Mr2 are the feedback loop transistors that restore the degraded levels of the
output. Feedback loop transistors decrease the power consumption as well as delay
by providing the full-swing outputs.



A Novel Energy-Efficient Hybrid Full Adder Circuit 111

Table 1 Operation of
differential XOR–XNOR

B C XOR XNOR

0 0 poor 0 strong 1

0 1 strong 1 strong 0

1 0 strong 1 poor 0

1 1 strong 0 strong 1

4 Simulation Results and Comparison

In this section, comprehensive computer simulations are performed to evaluate the
performance of the various full adder circuits discussed in the above sections. Sim-
ulations of different adder cells are carried out using Synopsys HSPICE tools for
transistor with 45-nm channel length. In order to evaluate the performance, the sim-
ulations are performed at various supply voltages, temperature, frequencies, and
loads. The proposed design is compared with other state-of-the-art designs cited in
the literature [11, 12, 15, 18]. The sizing of the transistors plays a major role in
minimizing the power consumption of the proposed circuit. In the proposed design,
weak inverters with width same as channel length are used. On the other hand, strong
transmission gates are realized with large width (W/L = 2:1). Level restoration tran-
sistors are made with smaller width taken half of channel length. In order to make
fair comparison, the transistor sizes for all the remaining circuits were taken as taken
by the correspondent author. The propagation delay is measured from the instant the
input signal reaches 50% of the input supply voltage until the output signal attains the
same level. The corresponding delay for both the outputs SUMandCout is calculated
and then greater among them is reported as final delay of the circuit. Furthermore,
power consumption taken is the average power measured for the given interval. To
achieve a trade-off between power consumption and delay, an optimized parameter
power–delay product (PDP) is considered and minimized for the proposed circuit.
In the first experiment, the circuits are tested at different supply voltages namely
0.8, 1, and 1.2V all at 100MHz frequency with 1fF load capacitance. The detailed
results of this simulation are exhibited in Table2. There is approximately 85, 90, and
10% improvement in power consumption of the proposed circuit as compared with
FSGDI, SERF, and HFAD respectively. Also, the proposed design is faster of about
90, 74, and 43% as compared with SRCPL, FSGDI, and SERF circuits. And finally,
improvement in the PDP of about 90, 96, 94 and 10% is seen as compared with
SRCPL, FSGDI, SERF, and HFAD, respectively. PDP vs supply voltage variation
graph is plotted as shown in Fig. 4a. From the graph, it is illustrated that at all the
supply voltages taken, the PDP of proposed design is at its minimum level.

To examine the driving capability of the circuit, they are simulated against variety
of output load capacitors ranging from 1 up to 4.2 fF at 100MHz frequency and
1V supply voltage. The PDP of different designs, against load capacitor variation,
is shown in Fig. 4b. From the experimental results, it could be observed that PDP
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Table 2 Performance metrics against power supply variation at freq = 100MHz and C = 1 ff

Vdd(V) 0.8 1 1.2

Delay (ps)

SRCPL [12] 354.80 152.2 96.108

FSGDI [11] 39.380 60.092 39.836

SERF [18] 39.894 26.938 14.166

HFAD [15] 21.588 15.351 10.590

Proposed 25.972 15.315 10.138

Power (uW)

SRCPL [12] 0.092096 0.13206 0.18113

FSGDI [11] 0.51633 0.84116 0.12842

SERF [18] 0.14735 1.3219 1.1820

HFAD [15] 0.14530 0.14355 0.16263

Proposed 0.11462 0.12955 0.14783

PDP (E-18)

SRCPL [12] 32.676 20.104 17.408

FSGDI [11] 77.540 50.547 51.157

SERF [18] 58.783 35.609 16.744

HFAD [15] 3.1368 2.1984 1.7222

Proposed 2.977 1.984 1.4986

Fig. 4 a PDP versus supply voltage, b PDP versus load capacitor

(1.984e-18) of the proposed circuit is lowest in comparison with all other designs
considered for all the load capacitor values taken. Another important trait taken into
account is the circuits immunity toward the ambient temperature variations. In order
to estimate the susceptibility to the temperature noise, the circuit is simulated in a
vast range of temperature from 0 to 70 ◦C at 1V input voltage, 100MHz frequency,
and 1fF load capacitance. The results of this experiment are plotted as shown in
Fig. 5a. It can be inferred from the experimental results that proposed circuit has
robust operation and admissible functionality across the wide range of temperature.
Also, it outperforms the other designs in terms of PDP. To estimate the performance
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Fig. 5 a PDP versus temperature, b PDP versus input operating frequency

of circuits at different frequencies, they are enforced at 100–500MHz frequency, 1V
supply voltage, and 1 fF load capacitance. The result of this experiment is depicted in
Fig. 5b. According to the resultant data, it is implied that proposed circuit has lowest
PDP as compared to other circuits and works reliably at different frequencies.

5 Conclusion

In this article, a hybrid full adder circuit is designed using the synergic combination of
modified GDI logic and transmission gate logic. In order to estimate the performance
of various adder circuits, simulations were carried out using Synopsys HSPICE tool
at 45-nm technology. Investigation at various supply voltages, load, temperature, and
frequencies were considered. This design adopts the full-swing differential XOR–
XNOR circuit to mitigate the threshold loss problem. The goal of low power is
achieved through the coupling of strong transmission gates, weak inverters, and level
restoring transistors. Results of the simulation indicate that the proposed adder circuit
has considerable improvements in terms of power and power–delay product (PDP)
in comparison with other previously existing designs. The savings in PDP sweeps
from 96 to 10%, and in terms of power, it is 85% to 10%, respectively. Hence, the
achievement of lowest PDP under various process conditions favors the suitability
of the proposed circuit for energy-efficient arithmetic applications.
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An Insight into Theory-Guided Climate
Data Science—A Literature Review

Rafiya Sheikh and Sunita Jahirabadkar

Abstract Data science models, though successful in a large number of commercial
domains, have found limited applications in scientific problems that involve com-
plex physical phenomena. Most of these problems comprise of multi-spectral data
composites. Climate science and hydrology is one such scientific domain that faces
several big data challenges. Climate data poses many challenges in research because
of its spatiotemporal characteristics, high degree of variance, and predominantly its
physical nature. One such challenging data in climate science and hydrology is pre-
cipitation data. Precipitation data is vast, and generated at a fast pace from several
sources, but due to the lack of underlying principles, the models in data science to
address climatic issues such as precipitation are dysfunctional. These challenges call
for a novel approach that integrates domain knowledge and data science models.
To do so, the paper surveys an evolving paradigm of theory-guided data science
(TGDS). It is a new paradigm in data science and analytics that aims to improve
the generalization of data science models and improve their effectiveness in scien-
tific discovery. The authors, through the survey, present the challenges imposed by
climate data, which is representative of the precipitation data, and limitations of tra-
ditional data science methods. The paper suggests a shift in data science practices to
adapt theory-guided data science for climate and hydrology domain of precipitation
data, by providing insights on TGDS, its models and approaches.
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1 Introduction

Climate change has been an international concern; from the suspicion of the effect
of greenhouse gases to global warming, climate change has been debated across
countries and scientific experts for decades now. The research in the climate sci-
ence is inherently interdisciplinary. The research started with numerical models and
historical data storage which have led to an improved understanding of the state of
climate affairs by helping understand the correlation between signs from vital cli-
mate events. The observational and historic data for climate change is big data and
is ever increasing and ubiquitous. In the fast-paced technology era, the data deluge
prevails in almost every sector, frommedicine to social network to digital cash trans-
actions with credit card data mounding up to the electronic health records adding
to this deluge [1–3]. Climate data for precipitation too is a part of the data deluge.
Climate data, such as precipitation data, is global in nature, very vast, very erratic,
ever changing, unpredictable, and further includes many such facets to it. This poses
immense challenges to data scientists as they cannot rely on traditional data science
models to a good extent. Climate data can serve as an effective tool in making lives
easier on the planet by unprecedented edgy predictions. Data science models that
have made success on the Internet-scale level applications like natural language pro-
cessing, recommendation systems like Netflix, and all the like, do not incorporate
scientific theories. Referred as “end of theory” [4, 5], there is a lot of excitement
about it among data scientists based on past success. However, these models have
drawbacks when it comes to certain scientific domains, including climate science
and precipitation. The domain of precipitation in climate is enriched with scientific
knowledge, theories that govern rainfall—the major evidences to changing climate
by their erratic nature. Hence, it is important to note the significant role that precip-
itation data can play if analyzed properly through efficient data science models and
when wielded can help ascertain the international policy makers to take strong action
and eliminate the looming suspicion of changing climate into surety. The authors of
this literature review paper discuss the challenges imposed by the nature of climate
science data and the traditional data sciencemethods implemented for climate change
that is inclusive of precipitation domain [6, 7]. The paper also discusses the concept
behind theory-guided data science [8]. The paper surveys the factors that call for a
paradigm shift in data analysis [8, 9] and throws light on reasons to pave way for
theory-driven data science for precipitation in climate science and hydrology.

2 “End of Theory” in Data Science

In data science, a black-box model approach is a typical analytic approach that
completely relies on data. The model as shown in the diagram accounts only for
the stimulus and the response from the black-box. The contrary to this model is the
white model that even integrates inspection of the theories, logic inside the box.
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Black-box model in data science is one of the predictive modeling tools that many
data scientists use as black-box model tool-kits. The drawback of black-box data
science model can be well understood by the case of Google Flu Trends. Google
Flu Trends used data-driven models to estimate the visits to the physicians that were
influenza based. It relied on the number of Google Search queries around influenza-
based keywords in the USA. The queries’ keywords that Google Flu Trends sought
were in propensity with the Center for Disease Control (CDC) data [10]. At a cursory
view, it is apparently efficacious. The model has, however, received limited success.
Eventually due to overestimation of flu propensity based on the number of influenza
visits to doctors by more than a factor of two, it failed [7]. As is evident from the
black-box technique mentioned earlier, it marks the end of theory. It was quoted by
Wired Magazine in 2008 under the End of Science—‘The quest for knowledge used
begin with grand theories. Now, it begins with massive amount of data. Welcome to
the Petabyte age [7, 5].’ The key to understanding why Google Flu Trends failed or
why black-box approach is insufficient is through knowledge discovery in scientific
disciplines. This is also in general helpful in understanding as to why sometimes data
science models fail to make success in commercial applications. Evidently, there is
a need for a novel model that takes into consideration the deep learning of physics
and biochemistry for analysis [7].

2.1 Challenges of Traditional Data Science Models

The black-box model of data science primarily fails because of lack of theory. There
is dearth of scientific knowledge with this model, and that results in failure of getting
hold of deeper truths from the causal relationship observed. But there is more to it,
and the next section shall discuss each factor. The reasons why “black-box” data
science model fails are as follows:

(1) Poor Predictive Performance: Ability of the models to predict the outcomes of
climate changes becomes poor resulting in unpreparedness.

• Scientific problems are different in nature, with many being complex and
under constrains.

• Some problems involve “non-stationary relationships,” meaning transient
variables. These are the relationships between variables that keep changing
with time in sporadic or irregular patterns.

• Often training and testing the data-sets result in inaccurate results as it does
not really give the big picture. In other words, that means—it provides a
limited representation of the overall phenomena.

• A black-box model relies solely on data, which too is disadvantageous. It
leads to spurious relationships that look deceptively good on the training and
testing data-sets, but fail when generalizing outside the available data.
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(2) Poor Scientific Knowledge: Not incorporating domain knowledge can have neg-
ative consequences too, and data and statistics must adhere to what the theories
of the domain demand.

• The basic nature of goals differs when it comes to scientific domains. Solely
improving predicting performance is not useful or enough unless it also
improves our scientific knowledge.

• Non-interpret ability can be viewed as a lack of trustworthiness. For example,
a model for medical diagnosis will be more reliable if it can be construed by
a medical practitioner.

• Models can serve as building blocks of science only if they are able to commu-
nicate to the scientists. Easy translation leads to faster adoption as scientific
knowledge.

• End goal is not the output for scientific domains, but the resulting scientific
insight is. For example, in biomarkers, detecting genetic traits for a certain
disease is not enough—there must be a biological pathway or mechanisms
that explain its causal relations (which is how they affect the disease).

3 Climate System—A Data Science Perspective

Climate system includes complex environmental processes in connection with their
contribution to global weather. Climate data science studies incorporate data sensed
over a short-time span such as a day to very long such as several decades. Monitoring
and observing data from these climatic processes is necessary to understand their
interactions and how they contribute to grave climate change events like global
warming [7]. Precipitation, a sub-domain of climate is a complex combination of
climatic processes that deals with various forms of moisture like rain, snow, hail.
The goal is to understand the driver behind these processes and then project the
impacts (e.g., increasing precipitation and yet the presence of droughts in some
regions) statistically. The data from sensing precipitation is huge, and the categories
of sources are similar to the sources for any general climate data. Following are the
prevailing climate data sources.

3.1 Types of Climate Science Data

Climate science data is divided into three broad classes [6]:

(1) Observational Data—All the observed sensory recordings from in situ ground-
based sensors (station-based) to satellites (grid) [6], e.g., NCDC [11], SPARC
[12];

(2) Re-analysis Data—In case of dearth of observational sensor data-sets, or the
irregular spacing of sensors rendering some interpolation methods function-
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Fig. 1 Types of climate data

less, then use of the comprehensive physical models jointly with the observed
sensor recordings, to enhance the process of calculation of missing values or
those poor in quality previously—contributes to re-analysis class of climate data
sources [6], e.g., MERRA [13], RIO [14];

(3) Climate Simulations—The data from the modeling of dynamically occurring
climate phenomenon and processes. Such models simulate physical processes
over land, oceans, atmosphere, etc. This greatly contributes to understanding
interactions in climatic processes and possibly projecting co-relations among
the same [6], e.g., CMIP 5 [12, 15] (Fig. 1).

3.2 Data-Driven Challenges

The traditional data sciencemethods of predictive analysis and causal inference fail in
climate science domain. Big data analytics of climate data imposes several challenges
to data scientists. A traditional data science method that shall be discusses in the next
section and the nature of data that follows explains why data science in climate lags
behind others. Besides, climate data and its challenges have not been exposed to a
wider community of data science until recently. The following challenges discussed
will provide data scientists a perspective for a complete picture of mining of climate
data-sets.

Uncertainty and Incompleteness: Due to sensor interference and malfunction
of instrument(s) used for recording, the data is likely to be infected with uncertainty
and introduces undesired components—also called noise. This condition is acute
in regions of heavy atmospheric disturbances, and where the sensors are remotely
placed. Atmospheric interference like aerosol, or surface interference like snow and
ice if frequently encountered, then data-sets procured from such regions are prone
to data uncertainty [6].
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Temporal Variability: Ecosystems are bound to have a degree of temporal vari-
ability and so will the observed data. For example, the vegetation’s data such as
greenness normally change over a multi-time scale naturally. But the local and infre-
quent such as forest fires can induce short-term effects in naturally occurring spa-
tiotemporal effects. It is very important that these temporal variations be handled to
avoid detection of spurious patterns [6].

Spatial Auto-correlation: In geography, data is auto-correlated where spatial and
temporal propinquity tend to be highly related. Spatial dependence of Earth science
data needs to be inculcated in order to obtain physically consistent results. One study
in the journal Science [7] identified some correlation (0.9) between the sea surface
temperatures of North Atlantic and the Pacific with the forest fires in certain regions
of Amazon.

Spatial Heterogeneity: Climate processes naturally exhibit a high degree of vari-
ance in space due to changes in geography, topology, and the changes in the climate
conditions in different regions on Earth. This calls for the need for local and regional
models working on groups of homogeneous locations instead of learning a single
global model applicable across all regions of the world [6].

Short Observational Record: Availability of climate data is also a challenge.
Some data-sets span a decade or less. But they may have a high spatial resolution.
For example, forest fires span over large areas, but on the temporal scale, they are
limited. Thus, asking spatiotemporal questions to such data are also limited. In the
examplementioned above onAmazon forest fires, the fires data spanned only 10years
on the timescale. Thus, the high correlations (like 0.9 in the example) can occur by
random chance and must be scrutinized further [7].

Dynamic Data Representation: Traditional data sciencemethods rely on feeding
attribute-value data to machine learning models. But in the case of climate science,
there is a raft of processes that cannot be represented in the attribute-value form. A
hurricane, for example, does not just appear and then disappear. It rather evolves over
a significant spatiotemporal span. And it therefore cannot be represented with binary
values. Secondly, data assimilationmust consider the heterogeneity of data. One data
representation model used in climate science is “climate network” where the nodes
represent the geographic locations in the grid, and the edges weight is characteristic
of the relationship between the nodes. The study of networks in many applications is
assumed to be static networks. However, for climate, intuitive framework is required
in order to represent a spatiotemporal network [7].

3.3 Conventional Method Challenges

Traditional data science performs the data exploration through mainly regression or
classification. However, climate science requires more of understanding than pre-
dicting. This is why black-box models fail. There is interest in predicting indi-
vidual events, but in climate science, major focus adheres to the system level
where emphasis is greater on the interpretability of the model than its flexibility.
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The spatiotemporal nature of the data leads to a cross- or auto-correlation between
input variables. Thus, analysis methods that make implicit or explicit independent
assumptions on the input data variables are rendered futile. Sampling bias is another
methodological challenge. Sampling bias is introduced when the model is being
trained on biased data or a non-random data-set [7]. This results in poor generaliz-
ing of the hypotheses at a later stage. For example, when trying to test the effects
on a population, there should be no bias based on age, gender, or even habits. The
sample set must be random and approximately consummate representation of the
actual population. Another challenge is imposed by defining the problem accurately.
Traditional data science has the boon of providing a clear definition of the learning
tasks (regression, classification, etc.). In climate science, however, it gets difficult
to prepare an objective function. Drought, for example, is quite ambiguous under
data perspective. Firstly, there are numerous types of droughts: agricultural, meteo-
rological, and hydrological. There is also a general definition for it, which is about
prolonged absence of precipitation. Secondly, even if the definition was decided,
how to represent it is unclear, that is, relative or absolute (quantified) terms. If the
different methods are employed, then the conclusion would be different. Moreover,
unlike traditional data sciencemethods evaluating based on objectivemetrics, climate
science demand more of understanding than mere statistical accuracy. Fundamental
difference exists between objective functions in climate science and broader data
science. Lastly, there is a need to shift from predictions to causal inference, a novel
model that will also be interpreted scientifically.

4 Theory-Guided Data Science

A common problem in scientific domains is representing the relationships between
physical variables. Traditionally, scientists resort to theory-based models for repre-
sentation which are rich in domain/scientific knowledge. Another approach is using
data sciencemodels. These models make use of learningmodels, which with the help
of input and output variables to determine the relationship between the variables [8].
Theory-based models depend on theory and are used for representing processes that
require conceptual understanding using known scientific principles, for example, in
the design of satellite trajectories. Data science models on the other hand depend
on data, cardinally rely on the information contained in the data, and find applica-
tions where amply representative data samples are available such as on internet-scale
problems—text mining, object recognition, etc. [8] (Fig. 2).

It can be thus construed that both models individually are limited, irrespective
of their other perks. Both are incomplete in the key components: data and scientific
theory. This failure is a harbinger for the need of another kind of model called the
theory-guided data science model. It is built on the foundations of data science but
takes full advantage of the domain theories [16]. It is a next leap in knowledge
discovery or exploration to fully realize the vision of a new paradigm. And this
new paradigm is the theory-guided data science. It is a novel approach that attempts



122 R. Sheikh and S. Jahirabadkar

Fig. 2 Contrast drawn between theory-based and data science models

to seamlessly blend the data science and theory-based models and overcome their
shortcomings. It is an incorporation or integration of scientific knowledge in data
sciencemodels. TGDS is an attempt to learnmodels that are consistent with scientific
principles, also known as physically consistent models. This effort surely helps in
better generalization than the models poorly based on data. Ideally, it is required
to learn a model that shows best generalization performance over any unseen or
unfamiliar instance. Practically, models may perform on the training set, but the
vision is unaccomplished on a general scale. A number of learning frameworks are
found to favor the selection of simpler models that may although have lower accuracy
on training sets, they show a better generalization performance. This approach to
better generalization is built on the statistical principle of bias-variance trade-off
[17]. This trade-off principle forms the heart of many machine learning principles.
In engineering, TGDS has found many applications: climate science and hydrology,
computational chemistry, biomarker discovery, turbulence modeling.

The overarching vision if theory-guided data science is to include physical consis-
tency as an important component of model performance, other major factors related
to performance are accuracy and model complexity. The vision of ensuring scientific
interpretability and generalized models will thus be possible. It can be summarized
by the following:

Performance Accuracy + Simplicity + Consistency [1]

4.1 Creating Composite Hybrid Models

Composite hybrid models in order to integrate theory and data-sets can be created
by two approaches:
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(1) Theory-Based Feature Selection: In this approach, the domain expertise is
commonly used for extracting features. There is a need for automation of domain
theory encoding. In this model, principle components not only capture the vari-
ance but can also be explained using domain theories. Such a learningmodel that
incorporates domain characteristics finds its applications in Turbulence model-
ing where the characteristic is scaling, translation, and rotational in-variance.
Also, symmetry and near-symmetry are the domain theory for Computational
chemistry in data science [16]. For example, the features for precipitation have
to be selected considering the region-based characteristics like rainfall received
in the area, patterns in rainfall which will involve domain expertise in rainfall.
But in snowy regions, it will include both rain and snow patterns as features.

(2) Feeding Data Science Outputs into Theory-Based Models: Data science can
help fill the gaps where current scientific or domain theory is weak. It can
help provide domain theory with intermediate values or predict quantities that
improve efficiency of the overall model. This model finds its applications in sev-
eral domains, for example, Turbulence Modeling. Reynolds-averaged Navier
Stokes (RANS) model is the standard tools in modeling the turbulent flow.
However, they provide poor approximation in modeling of the complex flows
such as swirling, or curvature. The researchers in data science have explored
to overcome this problem by means of random forests to predict the discrep-
ancy of RANS model [18]. The random forest model estimates the discrepancy
associated in the stress calculation (the cause of the RANS model’s approxima-
tion to be poor) and further helps augment the RANS model approximation by
allowing to scientists to remove the discrepancy so estimated.

4.2 Ensuring Compliance Between Outputs

Domain knowledge or theory can be used to refine the outputs of data science models
such that the outputs comply with our understanding of the physical phenomenon.
There are several ways of achieving the refinement in the data science outputs such
that TGDS leverages even the final stage of the data science models ensuring their
consistency with theory. The precipitation sciencemust be obeyed by TGDS outputs.
The domain knowledge so used for refinement can be available explicitly or implic-
itly. Explicitly available theory that refines data science models subsumes model
simulations or closed equations. Implicitly available domain knowledge could sub-
sume the latent constraints. There are several approaches to ensuring compliance
between outputs and are as shown in Fig. 3.
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Fig. 3 Approaches to
ensuring compliance
between outputs

5 Conclusions

The different challenges of climate data like precipitation, and theory-driven
approaches that can be applied for the domain of precipitation have been thrown
light on so that it is made aware on a larger scale to the data science community.
The “black-box” model is an end of theory in data science. It is insufficient for
knowledge discovery in scientific domains of precipitation. Theory-based models
rely only on scientific principles and data science models heavily rely on data. There
is need to seamlessly blend these two models. The challenges in climate science
demand a novel approach that considers the spatiotemporal aspects of climate data
and takes into account the very physical nature of the precipitation phenomenon.
Theory-guided data science appears as a promising approach to help tackle the big
data challenges in climate computing, and hence precipitation where statistical mod-
els are not enough. When these models are integrated with domain theory or physics,
it can truly help understand the interactions in climate processes involved in precipi-
tation and causing rainfall, snow and also reason out for droughts, etc. Shifting from
accuracy metrics to more “physically meaningful” predictive modeling is the key
aim of TGDS for climate science. It is a new paradigm in data science that promises
knowledge discovery and insights that have significant impact technically as well
socially.

As future work, the authors are working on incorporating theory to drive the data
science for precipitation considering the factors mentioned in this survey. Scientific
knowledge about precipitation forms and various theories such as the ice crystal
theory in the domain of precipitation is capable of providing effective insights for
understanding the causes, correlations, and consequences of precipitation globally.
These prove useful means for scientific knowledge as required by theory-based data
science models. Though TGDS for climate science is in incipient state, its themes are
at the face of research and innovation that can leap on from the taxonomies discussed
in this report.
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Fusion of Signal and Differential Signal
Domain Features for Epilepsy
Identification in Electroencephalogram
Signals

O. K. Fasil, R. Rajesh and T. M. Thasleema

Abstract Epilepsy is a common neurological disorder and the number of epilepsy
patients around theworld is increasing in an alarming rate. Identifying and controlling
epilepsy is a challenging task. Traditionally, electroencephalogram (EEG) is themost
dependable method for the rigorous understanding of epilepsy states. In this paper,
a fusion of signal and differential domain features are presented for the effective
analysis and identification of epileptic EEG signals. The results of the proposed
method for the identification of epilepsy in EEG signal are promising.

Keywords Epilepsy identification · EEG · Fusion of features · Entropy
Signal energy

1 Introduction

In 2015, a video went viral on social media, newspaper, TV channels, and YouTube
showing a “drunken” policeman stumbling and eventually crashing down on the
floor in the Delhi (India) metro. As a result, several debates are triggered on safety of
metro commuters. A day after the video, the policeman was identified and suspended
from the duty [1]. Later, it was found that the policeman was not drunk but suffered
from a stroke. His dizzy state was the after effect of that stroke [2] and few minutes
of that medical condition spoiled his all social life. The same can happen in case of
epilepsy patients. The dizziness and fainting that occurs during epilepsy attack will
create misunderstanding to normal people, and it will make the patients social life a
miserable one.
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Epilepsy is the most common neurological disorder after Alzheimers, stroke and
migraine that has now stamped down many peaceful lives all over the world. Anti-
epileptic drugs are not a solution in many cases and only surgical removal of the
epileptogenic area would lead to cure [3, 4]. In such cases, the identification of
epileptogenic area by manual analysis of recorded EEG signal is the common way
in clinical field.

The brain is having a highly complicated structure with million numbers of neu-
rons and its interconnections. The electric potentials (brain signals) that are produced
by these neurons are also complicated. Traditionally, these electric potentials/brain
signals are captured by placing electrodes over the scalp. There are wide chances for
noise in captured signals due to various reasons such as eye blinking, muscle move-
ments. Also, analyzing plenty of data produced by modern EEG machines manually
is a time-consuming task, and it requires effective machine learning algorithms.
Implanting such algorithms in EEG scanning machines will lead to fast and accurate
diagnosis of epilepsy. Also, it will play a vital role in assisting medical doctors. The
accuracy/performance of the embedded algorithm is very important, even a small
mistake may create worst situations in patient’s life. By considering the above facts,
we have proposed new method for the identification of epileptic EEG signal.

In this proposed method, the identification of epileptic EEG signal is carried
out by the fusion of signal and differential signal domain features and achieved a
satisfactory result.

The remaining sections of this paper are organized as follows: Sect. 2 describes
some of the previous works related to epilepsy identification. Description of the
dataset is provided in Sect. 3. Section4 deals with the feature extraction. In Sect. 5,
the proposed method is explained. Experimental results are discussed in Sects. 6 and
7 concludes the paper.

2 Related Works

Epilepsy identification becomes a challenging and hot topic for research community
because of the complexity of the EEG signals. Several methods have been developed
in recent years to analyze and identify the epileptic EEG signals. The epileptic region
identification is awell-knownproblem in the literature. Epileptic region identification
can be done by classification of focal and non-focal EEG signals. A focal signal is
signal which is originating from brain region where epilepsy has affected and non-
focal signal is a signal from all non-epileptic regions [4–6].

Out of several methods, a delay permutation entropy (DPE)-based study has been
done by Zhu et al. [7], in which authors treated the DPE method as a feature of delay
lags of an epileptic EEG signal. DPE is an improved version of permutation entropy
which was widely used in EEG classification [8–10]. Authors used SVM classifier
with RBF kernel for testing the ability of DPE method and achieved 84% accuracy.
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In another work by Sharma et al. [11], authors extracted features in empirical
mode decomposition (EMD) domain, which is a well-studied decomposition method
in the literature [12–14]. In which, the signal will decompose into intrinsic mode
functions (IMF). In their method, they have first decomposed the signal into ten
intrinsic mode functions (IMFs) and average sample entropy and average variance
of instantaneous frequencies are used as features. LS-SVM classifier classified the
signalwith an accuracy of 85%whileRBFkernel is used.Although themethod giving
better accuracy, the computational cost which is needed to decompose the EEG signal
in a large dataset is extremely higher. In an another work, Sharma et al. [15] studied
the capacity of various entropy measures in EMD domain for the classification of
focal and non-focal EEG signals and proved that the capacity of the entropymeasures
for analyzing nonlinear natured signals is promising. This ability of entropymeasures
is also explored in number of other studies in the literature but not limited to [16–19].

Other than EMDdecomposition, discretewavelet transform-based decomposition
was done by Sharma et al. [20] for the classification of focal and non-focal EEG
signals. They decomposed the EEG signal upto six levels using Daubechies wavelet
and various entropy features are extracted from these DWT coefficients. Authors fed
these extracted features to LS-SVM classifier and achieved a classification accuracy
of 84%. There are various other studies which depended on the DWT decomposition
method for the analysis of epilepsy [21–24].

3 Dataset

A publically available EEG epilepsy dataset collected from Bern-Barcelona EEG
database [3, 25] is used in this paper.Dataset containsEEG recordings of five epilepsy
patients who are candidates of epilepsy surgery. EEG signals in the dataset are in two
classes, namely focal EEG and non-focal EEG, and both class contains 3750 pairs of
signal denoted as x and y. Each signal contains 10240 samples and having a length of
20 s. A detailed description of the dataset be read from the paper by Andrzejak et al.

Fig. 1 Pair of focal signals
in dataset: a Focal x signal,
b Focal y signal
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Fig. 2 Pair of non-focal
signals in dataset:
a Non-focal x signal,
b Non-focal y signal
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[3]. As used by Zhu et al. [7] and Sharma et al. [20] 50 focal signals and 50 non-focal
signals (which is named as Data_F_50 and Data_N_50 in database) are considered
for our study. Sample focal and non-focal signals (both x and y) are shown in Figs. 1
and 2, respectively.

4 Features

The two well-known features namely log-energy entropy and signal energy, are used
in this study. Experimental results shows that both of these features together can
discriminate EEG epileptic signals.

Entropy features are widely used in EEG analysis in many of the studies in the
literature [19, 26–28]. As they are highly capable to measure the stochasticity of
nonlinear EEG signal and well known for the ability of measuring the randomness in
chaotic systems [4]. In this work, we have used log-energy entropy as a feature. Let
X be a discrete signal with probability distribution function p(X), then the average
log-energy entropy of the segmented signal can be expressed as:

XLogEn = 1

S

S∑

j=1

N∑

i=1

log2(pi (X j))2 (1)

where i indicates one of the discrete state, j indicates one of the segment, and S is
the number of segments.
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Signal energy is another feature that we extracted from the signal. Energy is a
measure of the strength of the signal. Average energy of a discrete signal X (n) can
be expressed as:

E = 1

S

S∑

j=1

∞∑

i=−∞
|X j (n)|2 (2)

where j indicates one of the segments and S is the total count of segments.

5 Proposed Method

The signals are preprocessed using a Butterworth filter to remove frequencies beyond
60Hz as they are not influencing classification of epilepsy. In addition to the pair
of signal x and y, derived signals like y, x-y, |x − y|, x × y and differential domain
signals, namely x′, x′′, y′, and y′′ are also considered. If X = [x1, x2, x3, ...xN ] is
a single channel discrete signal, then the first-order differential and second-order
operations at t th time unit can be defined as:

x
′
t = xt+Δt − xt

Δt
(3)

x
′′
t = x

′
t+Δt − x

′
t

Δt
(4)

where Δt is the difference between adjacent points. In this work, Δt is set as 1.
The signals are segmented into ten non-overlapping segments of 2 s duration. Well-
known features, namely log-energy entropy and signal energy, are extracted from
each of these segments. Average log-energy entropy and average signal energy of
all segments of x are considered as the feature for x. Similarly, average log-energy
entropy and average signal energy are found from all derived signals in both signal
domain (y, x-y, |x − y|, x × y) and differential domain (x′, x′, y′ and y′). Features
from signal domain and differential domain are then fused together to form feature
vector. Thus for each record, 18 features are obtained [i.e., 9 signals (y, x-y, |x − y|,
x × y, x′, x′, y′, y′) × 2 features (log-energy entropy and signal energy) = 18]. The
features are not normalized in this study. These features are passed to SVM classifier
for effectual classification. Figure3 shows the block diagramof the proposedmethod.
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Fig. 3 Overall block diagram of the proposed method

6 Experimental Results and Discussions

As used by Zhu et al. [7] and Sharma et al. [20] 50 focal signals and 50 non-focal
signals are used to test the accuracy of our proposed method. Features are extracted
from signal domain (i.e., y, x-y, absolute(x-y) and x*y) and in differential domain
(i.e., from x′, x′′, y′ and y′′). These extracted features are fused together. K-fold cross
validation with k = 5 using SVM classifier is performed.

The proposed method achieved an average accuracy of 86% (minimum accuracy:
85% andmaximum accuracy: 90%). A comparison of the results with existing works
is shown in Table1. Zhu et al. [7] achieved an accuracy of 84% with signal domain
features. and Sharma et al. [11, 20] used DWT and EMD domain features and
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Table 1 Comparison of classification performance

Method Domain Features Accuracy
(%)

Zhu et al. (2013) [7] Signal DPE 84

Sharma et al. (2015) [20] DWT Entropy features 84

Sharma et al. (2014) [11] EMD ASE, AVIF features 85

Proposed method Signal and differential Entropy and energy 86

achieved 84 and 85% accuracy, respectively. In proposed work, fusion of signal
and differential domain features is used and the results show clear improvements in
the accuracy.

7 Conclusion

In this article, features extracted from the signal domain and differential signal
domain are fused together for the identification of epileptic EEG signals.Well-known
features, namely log-energy entropy and signal energy, are taken as features. The pro-
posed method achieved an accuracy of 86%with SVM classifier, which is better than
the results by Zhu et al. [7] and harma [11, 20]. The proposed differential features
from signal domain can be extended to other transformed signal domains.
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Replica Control Following 1SR in
DRTDBS Through Best Case of
Transaction Execution

Pratik Shrivastava and Udai Shanker

Abstract Replication is the technique to provide the opportunity of deadline ful-
fillment of real-time transaction in distributed real-time database system (DRT-
DBS). Just-in-time real-time replication (JITRTR), on-demand real-time replication
(ORDER), on-demand real-time replication with replica sharing (ORDER-RS), peri-
odic transactions using partial replication (PTUDPR), periodicity prediction algo-
rithm, and so on are the replication protocols designed for DRTDBS. None of the
algorithms followone-copy serializability (1SR) correctness criteria for real-time and
non-real-time data items. Our main objective is to fulfill strict consistency together
with transaction deadline fulfillment. In this paper, the proposed model works on
multi-master together with slave sites and uses middleware for following 1SR cor-
rectness criteria. In the proposed model, master sites are responsible for executing
update and write transactions and slave sides are responsible for executing only read
transaction. The proposed model performs better in terms of deadline fulfillment and
strict consistency with respect to other replication protocol.

Keywords Replication · Serializability · Strict consistency · Deadline
Multi-Master

1 Introduction

In today’s world, distributed real-time database systems (DRTDBSs) have become
the need for large number of applications. Time constraint property of DRTDBS
makes it different from distributed database. DRTDBS categorizes three types of
transactions based onvalue: hard real-time, soft real-time, andfirm real-time.Missing
the deadline of hard real-time transaction arises fatal effect in the system. Missing
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the deadline of soft real-time transaction provides the opportunity to use its value
for some time, and missing the deadline of firm real-time transaction gives no value
[1]. Consistency constraint, timeliness, and predictability are the major objectives of
DRTDBS but there is a trade-off between consistency, timeliness, and predictability.
Consistency is compromised for predictability because it enables timeliness. The
major source of unpredictability is present in distributed transaction processing. To
overcome this problem, replication is used for distributed real-time database [2].
Through full replication, all the data objects are present in all sites such that global
transaction can execute locally without coordinating other sites.

DRDTBS uses two types of data objects for transaction execution: real-time data
objects and non-real-time data objects. Real-time data object is one whose states get
invalid after certain interval of time. Update transaction is periodically executed to
maintain its state valid [3]. Non-real-time data object does not have this limitation.
It is being modified by application transaction [1, 4]. Application transaction can
read/write non-real-time data object but cannot update the real-time data object.
Author in paper [3] proposed co-scheduling algorithm for update and application
transaction such that consistency of real-time data object together with timeliness of
transaction can be fulfilled.

Replication is the technique for increasing the availability of services and execut-
ing real-time transaction within its deadline. There exist different variants to handle
replica such as primary copy, majority protocols, ROWA, ROWA-A, and quorum
consensus. Replication protocol is used to maintain the consistency of data objects
in the replicas. It can be categorized as eager or lazy and primary copy or update
anywhere. Eager propagation assumes that all replicas should get updated before
getting commit and lazy propagation assumes that transaction gets commit first and
propagation of message is done later. In primary copy-based replication, there is only
one master and others are slave. In update anywhere, there are more than one num-
ber of masters. Different authors have proposed different replica control algorithm
for maintaining the consistency [5]. But to the best of our knowledge, none of the
authors follows one-copy serializability criteria for real-time transaction execution
in DRTDBS. So, this paper proposes replica control algorithm based on one-copy
serializability criteria. The contribution of this paper is as follows.

1. Proposed algorithms work in different sublayer of middleware with 1SR correct-
ness criteria.

2. Middleware performs transaction data analysis, conflict detection and
propagation.

2 Literature Review

There has been extensive research done by the researchers in replication for DRT-
DBS. In the paper [6], author integrates replication protocol with real-time schedul-
ing. The replica control algorithm was based on majority consensus scheme and



Replica Control Following 1SR in DRTDBS … 141

follows epsilon correctness criteria.Due to epsilon serializability, some inconsistency
must be tolerated for read-type transaction. In the paper [7], author proposes replica-
tion algorithm for distributed real-time object-oriented database. JITRTR algorithm
creates replication transaction which copies the required data object from remote
to local such that transactions get the updated value. But this replication algorithm
works in static environment where data object location and user transaction require-
ment were known in advance. This algorithm does not deal with dynamic request
and is not suitable for DRTDBS. In the paper [8], author has proposed a replication
algorithms ORDER and ORDER-S which create the replica based on the request
by the incoming transaction and its update frequency is decided based on the data
freshness requirement by the transaction. This replica updation based on request
makes short duration real-time transactions to miss their deadline which may cause
transactions to be aborted for firm real-time transaction or cause fatal effect to sys-
tem for hard real-time transaction. In the paper [9], author uses dynamic replica-
tion together with partial replication for dynamic workload in real-time distributed
database. Here, author has proposed two replica control algorithms; one is based on
non-static periodic transaction arrival termed as periodic transactions using partial
replication (PTUDPR), and another is based on random transaction arrival termed
as periodicity prediction algorithm. Due to the unpredictability of dynamic request
and partial replication, sometimes real-time transaction can miss their deadline. In
the paper [2], author has proposed a continuous convergence protocol for distributed
real-time database. This protocol has three main terms: local consistency, local pre-
dictability, and eventual global consistency. Local consistency and predictability are
the need of real-time transaction for execution on the local site, and eventual global
consistency allows read transaction to read inconsistent data. If same data objects get
concurrently updated by more than two transactions, then instead of being rollback,
it is being resolved through forward conflict resolution mechanism. This algorithm
has to tolerate inconsistency for read transaction. In the paper [10], author proposes
a real-time replication control protocol (RT-RCP) for distributed real-time database.
RT-RCP protocol focuses on maintaining the consistency of non-variant (i.e., non-
real-time) data objects. Themain idea behindRT-RCP is that the owner site executing
the transaction will update as many replicas coming under transaction deadline and
the remaining replicas will be updated after commitment of transaction. In the paper
[11], author has proposed a configuration of replication technique for increasing
the availability and performance in real-time database. Replication protocol used to
manage non-real-time data cannot be used to manage real-time data. In this paper,
the author focuses onmaintaining the consistency of non-real-time data. To fulfill the
time constraint of real-time transaction, the author binds the DLR-ORECOP algo-
rithm with commit protocol, so that, maximum transaction can be completed within
their deadline. In the paper [5], author increases the scalability of DRTDBS through
using virtual replication, state transfer propagation in place of operation transfer, and
on-demand updating scheme. This paper follows optimistic replication protocol.

After going through all these papers, none of the authors in my best of knowledge
focuses on strict correctness criteria (1SR) for DRTDBS.
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Pessimistic replication guarantees that transaction during execution does not read
the stale data. It creates illusion to user that there exists single available copy of data.
Previous pessimistic replication protocols are suitable for LAN because failure and
latencies are small. Pessimistic replication is not suitable where network is very slow
and node is frequently disconnected. It shows poor performance when the nodes in
system increases [12]. Due to all these drawbacks, pessimistic replication protocol
shall not to be used for real-time database system. But today, due to the presence
of high-speed network and total order broadcast, pessimistic replication protocol
becomes capable to be utilized in real-time database system. High-speed network
makes the guarantee that the message send by the sender will be received by the
receiver in a predictable amount of time, and total order broadcast ensures that the
order of message send by the sender will be executed by the receiver in the same
order.

There are various correctness criteria which can be followed for replicated
databases serializability [13]. One-copy serializability means that the effects of
concurrent transactions performed on different replicas have an ordering which is
equivalent to an ordering obtained when the same number of transactions is per-
formed sequentially in a single centralized database. Serializability does not allow
the alteration order of transaction execution even if they produce the consistent result
[14, 15].

In this paper, middleware is proposed which implements replication algorithm
that follows 1SR for application and update transaction execution. By following
1SR, none of read transaction has to read inconsistent data. Pessimistic replication
protocol allows 1SR but it may cause concurrent transaction requiring same data
objects to wait because of locking data objects by another transaction. So, in this
paper we will use the approach of paper [16] which improves the response time of
transaction through thread-to-metadata policy. The proposed approach will try to
complete transaction execution together with all replica updation within transaction
deadline. Due to concept of paper [16], concurrent transaction waiting for same item
will get decreased.

Theorganizationof the rest of the paper is as follows. Section2dealswith literature
review. Section 3 describes system model. Description of protocol has been done in
Sect. 4. Section 5 describes summarized contribution. Section 6 concludes the paper.

3 System Model

This systemmodel is composed ofN number ofmasters which are connected through
high-speed network, and masters are fully replicated which provides the opportu-
nity to the master to handle non-static, dynamic, and periodic transaction. Periodic
transaction was updating the value of real-time data item such that transactions get
the updated value for their execution. Dynamic transactions need unexpected data
items for their execution, and non-static transactions were coming non-statically on
the master site but their data items requirement were already known. Every master
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consists of two types of data item: real and non-real. These both data items may be
used by dynamic and non-static transaction. Real-time data items are attached with a
validity interval which states that its validity gets elapsed if it is not updated before its
validity time expires, whereas non-real-time data item does not have such limitation.

The proposed system architecture consists of master site, slave site, clients, and
middleware shown in Fig. 1, and detailed description is given below.

A. Master site: The master site is responsible for executing update transaction and
write transaction. Update transactions were of very less deadline, whereas write
transaction can be of less or large deadline. Master site holds both data item. It
is also responsible for forwarding the read transaction to slave node based on
load status set by the slave. The execution of transaction in master site follows
thread-to-metadata policy in place of thread-to-transaction because it improves
the response time of transaction as defined in the paper [16].

B. Slave site: This site is responsible for executing only read transaction. All the
data items required by the transaction for execution are available on the site.
Slave sites fetch the updated data item value from the master periodically for
getting updated. The execution of read transaction on the slave site and update,
write transaction on the master site makes the master CPU load shared.

C. Client: Clients are the users who want the services from the system, and they
are forwarding the request in the form of SQL query to the system. Request can
be of type read or write.

D. Middleware: This middleware is the link between client and server. This middle-
ware will accept the request, perform some functions, and based on the result,
it will forward the request to server for completion. This middle layer consists
of three sublayers where each sublayer has its own functionality for fulfilling
the 1SR correctness criteria. The detailed description of each sublayer is given
below.

(a) Transaction Data Analyzer: This layer identifies the data item requirement
from the transaction. Basically, transaction is a collection of set of com-

Fig. 1 1SR multi-master architecture for DRTDBS
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mands where each command can be categorized into read, write, or update
and for executing the command, data items are required. So, from the col-
lection of commands, this layer identifies the set of required data items.
This layer also identifies the deadline of the transaction. After identifying
deadline and set of data items, this information is passed to upper layer for
conflict detection.

(b) Conflict Detection: This layer identifies the conflict between different trans-
actions. The detection of conflict is done on the basis of three conditions.
(i) Operations should belong to different transaction.
(ii) Same data item should be accessed.
(iii) Operations can be combination of read–write, write–read, or

write–write.
This layer records the history of completed transaction, executing transac-
tion, and forthcoming transaction. It checks the conflict between executing
and forthcoming transaction. If there is conflict between them, then forth-
coming transaction may be restarted in future based on commit or abort of
executing transaction. This layer checks the serializability of all transac-
tions.

(c) Propagator: This layer will total order broadcast update, write transaction
to all master such that they all reach in the same order. Read transaction
are unicast to only master site randomly such that master will forward this
request to eligible slave having less load.

The main role is played by the middleware in this system. All three sublayers of
middleware perform different functionality for following the serializability correct-
ness criteria (Table 1).

4 Proposed Algorithm

This proposed algorithm “Identify List of Data Items from Transaction” works in
transaction data analyzer sublayer, and it is executed whenever any transaction enters
for execution. In this algorithm, loop is executed until it founds commands in the
transaction. Information about extracted data item is stored in queue. The finalized
resultant queue will be forwarded to conflict resolution sublayer.

Algorithm followed in transaction data analyzer is described below.
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Table 1 List of symbols and
definitions

Symbol Definition

Tre Requested transaction

C Command

D Data item

Qi Requested queue

Tr Read transaction

Tu Update transaction

Tw Write transaction

Dw Deadline of write transaction

Du Deadline of update transaction

Dr Deadline of read transaction

R Result

CNT Counter

RSTO Restart option

M Master site

Sl Slave site

S Schedule

T Waiting time

Result: List of data items
Requested Transaction Tre;
while C exist in Tre do
        Identify D from C;
        Store D in Qi one by one;
end
Identify type Tr, Tu;
Enqueue transaction type in Qi;
Finalized Qi is send to upper layer;

Algorithm 1: Identify List of Data Items from Transaction

This proposed algorithm “Identify Conflicted Transaction” works in conflict
detection sublayer. In this algorithm, deadlines of update transaction and read trans-
action are compared whether they are coinciding, if they then check data conflict.
This algorithm will mark that conflicted read transaction with RSTO options which
marks the master that this read transaction will be restarted or not that depends upon
whether update transaction or write transaction is committed or aborted.
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Algorithm followed in conflict resolution is described below.
Result: Serialized Transaction
Select Tu or Tw from Qi;
Identify Du, Dw and Dr of Tu,Tw and Tr respectively;
while If Du or Dw coincides with Dr do

Compare each D of Tu with D of Tr;
Store compare result in R;

if R is true then
Tr conflicted with Tu;
CNT incremented by 1;

end
end
if CNT>0 then

Mark Tr with RSTO;
else

Don’t Mark Tr with RSTO;
end
Forward the Tr to next upper layer;
Finalized queue is send to upper layer;

Algorithm 2: Identify Conflicted Transaction

This proposed algorithm “Identify Schedule Following Serializability” works in
propagator sublayer. In this sublayer, schedule for concurrent execution of trans-
action is verified. The generated schedule for concurrent transaction follows the
serializability criteria.

Algorithm followed in propagator is described below.
Result: Broadcast or Unicast Transaction
foreach T do

Create S following 1SR with Deadline;
end
if S is Successful then
foreach T do

if Check T type then
Tu or Tw will be total order broadcast;

else
Tr will unicast to any M;

end
end
else

Regenerate S;
End

Algorithm 3: Identify Schedule Following Serializability with Deadline
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Fig. 2 Load table

Master Site
All master sites are responsible for executing update and write transaction. They all
execute the set of update and write transaction in the same order as per finalized by
the propagator. Master site is also responsible for selecting the slave site based on the
load status. Slave site periodically sends their load status to their respected master.
This load status information is stored in the table which will be used by the master
site. The load table structure is given in Fig. 2.

Algorithm used by the master for selecting the slave is given below.
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Result: Selected M
foreach Sl in Load Table do

if Sl Load Status is UNDERLOAD then
Select Sl for Tr;
Forward the Tr in Sl;
From selected Sl;

if Tr is marked with RSTO then
if deadline of Tr not violated then
Wait for T (T<Tr deadline); 
Fetch and Operate on updated value;
Respond to client with result;

else
Abort the transaction;

else
Work on updated value;
Respond to client with result;

else
Check for next Sl;

end
end

Algorithm 4: Slave Selection

5 Summarized Contribution

The proposed system will be performed better due to the following reasons.

1. In the proposed system, there will be large probability of transaction deadline
fulfillment because master sites only have to execute write, update transaction
based on its priority value, whereas slave sites are more as compared to master
sites and they have to execute only read transaction.

2. In the proposed system, we use thread-to-metadata policy in place of thread-to-
transaction policy [16] because response time of transaction improves through
following thread-to-metadata policy. This policywill help the transaction to com-
plete within its deadline.

3. In the proposed system, we use high-speed network and total order broadcast
for message propagation because in highly speed network, message sent from
the master site to slave site will be received in a predictable amount of time.
Total order broadcast guarantees that the execution order of message on slave
site is same as it is sent by the master. Due to high-speed network and total order
broadcast, all slave sites will reach to same state.

4. In the proposed system, read and write transaction execute on different place
locations. Due to this, CPU load on the master site and slave site decreases.
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5. The scalability of the proposed system does not get compromised even if number
of read transaction increases because slave sites are in large number as compared
to number of master sites for executing read transaction.

6. The proposed model follows strict correctness criteria because read transaction
can work only on consistent data. If read transaction is conflicted with ongoing
write or update transaction then in that case if it is possible to wait then read
transaction will wait for getting updated value and then execute, otherwise read
transaction will abort.

7. The performance of the system will not decrease because of different place loca-
tion of transaction execution.

8. Proposed system provides the property of high availability because all sites are
fully replicated and even if one or more than one site got failed, then also the
request will be fulfilled by the nearest available server.

9. Proposed system provides the illusion of single server even if some sites got
failed because all sites are fully replicated.

6 Conclusion

In this paper, the proposed system uses multi-master together with slave sites for
DRTDBS. The proposed system consists of middleware which follows 1SR correct-
ness criteria for transaction execution. Middleware consists of three sublayers where
each sublayer has its defined functionality. In the proposed system, read transaction
is executed on the slave sites and write, update transactions are executed on the slave
sites such that it provides the opportunity to fulfill the deadline requirement of trans-
actions. The proposed system works on the consistent values and returns consistent
result. The proposed algorithm considers both real-time data and non-real-time data
and will perform better in terms of deadline and strict consistency fulfillment.
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FPGA Implementation of a Fast Scalar
Point Multiplier for an Elliptic Curve
Crypto-Processor

Satvik Maurya and Vaishali Ingale

Abstract This paper presents a fast scalar point multiplier for an elliptic curve
crypto-processor in the field GF

(
2163

)
. Elliptic curve-based cryptographic algo-

rithms have been in wide use since the early 2000s after being introduced in 1986.
With the ever-increasing need for information security, it is essential for systems to
perform the required operations in a fast and efficient manner. In this work, a hybrid
type Karatsuba multiplier has been used for fast field multiplications and a dedicated
inverter module based on the extended Euclidean algorithm is used for fast field
inversions. The point multiplication is performed using the standard double-and-add
algorithm for which the point doubling and point addition are done using standard
projective coordinates. The use of the fast multipliers and field inverters makes the
implementation a fast one as compared to other high-performance implementations
that have been reported over the years, at the cost of increased resource usage. The
results obtained, however, justify this increased resource usage as the point multipli-
cation is the most time-intensive operation in the encryption and decryption process
of elliptic curve cryptography.

Keywords FPGA · Karatsuba multiplier · Extended Euclidean algorithm ·
Elliptic curve cryptography (ECC) · Scalar point multiplication

1 Introduction

Cryptography, in its most classical form, has been around for thousands of years.
From Julius Caesar, who used a simple substitution cipher to relay messages to his
generals, to the Second World War, in which the breaking of the German cipher
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hastened the end of the war, cryptography and subsequently cryptanalysis have been
a part of society for a very long time. Till the 1970s, cryptography was an obscure
field, used primarily by the military and spy agencies. With the advent of modern
computers, and along with it the invention of Data Encryption Standard (DES) and
most importantly the RSA public-key cryptography algorithm, the field of cryptog-
raphy was brought to the public domain. With the increasing need to protect data
from unauthorized usage along with the ever-increasing computational power avail-
able, new algorithms are constantly being developed. Elliptical curve cryptography
is an algorithm which has gained popularity in recent times, even though it has been
around since the 1980s.

ECC is a public-key cryptographic algorithm first developed in 1985 by Neal
Koblitz and Victor S. Miller, and it has been standardized by [1–3]. Like the RSA,
ECC functions in a finite field, which can be a prime field represented by GF(p) or
a binary field GF(2m), where p and m are prime numbers. The chief reason for the
popularity of ECC is the smaller key size required to encrypt data as compared to the
RSA algorithm. For example, the security offered by a 1024-bit key in RSA can be
offered by a 160-bit key in ECC. Both RSA and ECC are used in applications where a
secure communication is to take place between two entities, and thus, for applications
such as IoT, Near-Field Communication (NFC), Bitcoin, their use is extensive. The
smaller key requirement of ECC thus enables it to have lesser hardware, making it
suitable for mobile applications.

The functionality of ECC is based on the manipulation of points present on the
elliptic curve, the most important being the scalar point multiplication Q � kP
which is the addition of P to itself k − 1 times. The security of ECC is thus based on
this manipulation, that given two points P and Q on the elliptic curve; it is difficult
to calculate the value of k. This problem is known as the Elliptic Curve Discrete
Logarithm Problem (ECDLP).

The relative ease with which software applications can be compromised has
resulted in the general popularity of hardware approaches towards cryptography.
Dedicated crypto-processors not only perform the encryption faster, they also pro-
vide security at a physical level from potential attackers as they cannot be compro-
mised without direct physical access to them. Hardware approaches towards ECC
can be broadly classified into two main categories based on the finite field used.
Approaches which use the prime field GF(p) are few as compared to the approaches
which use binary fields GF(2m) [4]. This skew is due to the difficulties involved with
large prime numbers on hardware as well as the ease with which binary fields can
be represented on hardware. As the scalar point multiplication is the most hardware
and time-intensive operation involved in any elliptic curve application such as the
elliptic curve Diffie–Hellman (ECDH) key protocol or the Elliptic Curve Digital
Signature Algorithm (ECDSA), it is this operation that has been the prime area of
focus for crypto-processor systems. A high-speed crypto-processor implementation
using theMontgomery Point Multiplication Algorithmwas presented in [5, 6] which
used pipelining as well as multiple multipliers and squarers for reducing the latency
of operations. Dual field approaches which implement both prime and binary fields
are also becoming popular, such as the architecture proposed in [7]. In general,
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most papers on the hardware implementation of ECC alternate between the various
point multiplication algorithms [8–11] and the inversion algorithm used, with the
Itoh-Tsujii being the most efficient algorithm in this case [4].

This paper presents an implementation of an elliptic curve crypto-processor in the
finite field of GF (2163). The point multiplication has been accomplished using stan-
dard projective coordinates, and the extended Euclidean algorithm has been used for
the inversion. To perform quick field multiplications, a hybrid Karatsuba multiplier
has been used. The structure of the paper is as follows: Sect. 2 presents the basics of
ECC as well as the architecture of the modules used in this work, Sect. 3 presents
the implementation and results, and conclusions are put forth in Sect. 4.

2 Methodology

2.1 Elliptic Curve Cryptography Preliminaries

The elliptic curve E for a binary field GF(2m) is given below:

E : y2 + xy � x3 + ax + b (1)

wherea ε [0, 1] and b �� 0.Anyoperation on a point that satisfies the curveE follows
a specific set of group laws which govern how the operation can be performed. These
group laws differ according to the field in which the elliptic curve is defined.

Elliptic curves have a wide range of modular arithmetic operations associated
with them. These include the field multiplication, field squaring, field reduction,
field addition and the field inversion operations. Asmentioned earlier, the scalar point
multiplication is themost important operation inECC.The scalar pointmultiplication
involves repeated point doublings and point additions which in turn require the field
arithmetic operations mentioned above. Depending on the algorithm used for the
point multiplication, field inversion can be required for every point doubling and
addition or just once for every point multiplication. This variability comes from the
use of coordinate systems such as standard projective coordinates and the Lopez-
Dahab projective coordinates that differ from the one in which the curve E is defined
in. The field arithmetic as well as the group laws governing elliptic curves are given
in detail in [12].

2.2 Proposed Design

The architecture for the proposed arithmetic unit for implementing a point multipli-
cation for ECC in GF (2m) is shown in Fig. 1. A hybrid Karatsuba multiplier has
been used for the fieldmultiplication alongwith a field inverter based on the extended
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Fig. 1 Architecture for the arithmetic unit

Euclidean algorithm. The dedicated hardware made for field inversions guarantee a
fast inversion process at the cost of increased area usage.

The register file contains the registers used for storing the values of the intermedi-
ate as well as final coordinates of the point multiplication process. The registers W1
and W2 are the two working registers that are loaded with the values that need to be
operated on. The working registers form the input to the arithmetic blocks, namely
the squarer, double squarer, adder, multiplier and field inverters. Working register
W1 is used to provide the singular inputs to the adder, squarer, double squarer and
Inverter1 as well as the dual inputs to the multiplier along with working register W2.
W2 also provides the input to the second inverter module, Inverter2. It should be
noted that in a field of GF(2m), all registers and wires are m-bits wide.

The algorithm that has been used for the scalar point multiplication is called the
left-to-right double-and-add algorithm. Starting from the MSB of the key, every bit
is checked whether it is a 0 or a 1. Depending on the value of the current bit, a point
doubling and a point addition are performed on the points. The algorithm is given in
Fig. 2.

Thus, if the present bit of the key is 1, a point addition is performed after the point
doubling. The total length of the key in this case will decide the worst-case execution
time of the entire point multiplication.

The point addition and doubling are part of the group law which governs the
elliptic curve being used. When standard affine coordinates (X,Y ) are being used,
the point doubling and point additions require a field inversion every time they
are executed. Because the field inversion is the most time-intensive operation of
the point multiplication process, a better alternative is to use a different coor-
dinate system which requires a field inversion only once during the entire point
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Fig. 2 Algorithm for scalar point multiplication

Fig. 3 Point arithmetic
using standard projective
coordinates

multiplication process. One such system is the standard projective coordinate system
which introduces an additional coordinate Z which reduces the point doubling and
addition operations to field multiplications, squaring and addition. The projective
coordinates can be converted back into affine coordinates by using a suitable
transformation. A method of point doubling and point addition using standard
projective coordinates is given in [13]. During point addition, the point P is added
to the starting point G. Thus, the generator points (Gx ,Gy) in affine coordinates
can be converted into the projective coordinate (Gx ,Gy, 1). This can be verified
using the projective to affine conversion (X,Y, Z ) → (X/Z ,Y/Z2). Thus, the
final coordinates in P can be converted into affine coordinates to obtain the points
(Px , Py). The algorithm for point doubling and point addition is given in Fig. 3.

The field squaring, double squaring, multiplication and addition are performed
using entirely combinational circuits which thus enable these operations to be per-
formed in a single clock cycle. The addition, squaring and double squaring can be
done using simple XOR operations. The various modules including the control logic
are explained below:
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I. The Karatsuba Multiplier: The Karatsuba multiplier is one of the many alter-
natives available for designing a finite field multiplier. The efficiency of the
Karatsuba multiplier, especially for large number multiplication, has made it
one of the most popular choices for the finite field multiplier module in ECC
cryptosystems. The Karatsuba multiplier used in this paper differs from the tra-
ditional recursive Karatsuba multiplier that requires operands with a bit length
of an integral power of 2. To accommodate the fields and word lengths required
in ECC, a hybrid Karatsuba multiplier is used as presented in [14]. The 163-
bit multiplication is split into two multiplications with lengths 81 and 82 bits,
respectively. These are further split into 40- and 41-bit multiplications, and
the remainder of the tree can be grown likewise. The last layer of multipli-
ers, namely the 20-bit and 21-bit multipliers, can be implemented using simple
AND and XOR logic. The properties of polynomial arithmetic in GF(2m) do
not allow the generation of any carries during any arithmetic operation, and
thus, combining the multipliers together to obtain the final product requires
simple XOR operations. It should be noted that a field multiplication of 2m-bit
numbers will result in a product with (2m − 1) bits. The modular reduction of
this product according to the irreducible polynomial of that field is done using
a reduction module that is present with the multiplier. This reduction unit has
not been shown in the diagram, but it converts the (2m − 1) bit product to a
m-bit product. The multiplier tree for the field GF (2163) is shown in Fig. 5.

II. Finite Field Inversion: The finite field inversion has been performed using the
extendedEuclidean algorithm for binary fields, as shown in Fig. 4. The extended
Euclidean algorithm works on the principle of continuously dividing the poly-
nomial until the remainder is 1. While the area requirement of such an inversion
process is larger than other approaches such as the Itoh-Tsujii [15], it has the
advantage of being faster. The inverter block shown in Fig. 1 also has the control
word input from the control unit and an “End” output which signals the end of
the inversion process. The control unit reads this output.

III. Control Unit: The control unit controls which register values are transferred to
the working registers as well as the selection of outputs of the various arith-
metic modules. The state diagram for the control unit is shown in Fig. 6. The
control unit issues a control word (CW) which is specific to the present state
of the control unit. The states are broadly classified in four different types: the
initial state, which initializes all registers and is active until the active low asyn-
chronous reset is enabled; the point doubling and point addition states which
are switched according to the present bit of the input key; the projective to affine
conversion state, which is entered when the point multiplication is complete.
The projective to affine state issues the control word for starting the inversion
process in the inverters and reads the “End” output of both inverters. The inverter
outputs are transferred to the register file only after both inverters have com-
pleted their operations. Once the point multiplication has been completed, the
control unit asserts the “finished” signal which indicates the end of the point
multiplication process. The final outputs are available from the register file from
the Px , Py registers.
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Fig. 4 Extended Euclidean algorithm for field inversion

Fig. 5 Tree for 163-bit Karatsuba multiplier

Fig. 6 FSM for PM control logic

From the point doubling and point addition algorithms, these operations will
require a fixed number of states and hence a fixed number of clock cycles for
execution.
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Another aspect of this architecture is that the key register is placed separately from
the register file. This physical separation of the key wherein it cannot be accessed
by any unauthorized means introduces the hardware-level protection for the key.
This physical boundary between the key and any malicious entity is one of the most
important advantages offered by hardware-based implementations over conventional
software implementations of cryptographic algorithms.

3 Discussions

The proposed design was implemented using the binary field GF(2163) with the
standard NIST recommended irreducible polynomial p � x163 + x7 + x6 + x3 + 1.
The curve equationwas taken to be theNIST recommendedbinary curve E : y2+xy �
x3 + x + 1, i.e. a � b � 1. The proposed architecture makes use of a 163-bit hybrid
Karatsubamultiplier for fieldmultiplications and dedicated invertermodules for field
inversions.While this will increase the speed of execution, the associated trade-off in
the area usage can be seen directly. The key registerwas 32-bit long. The comparisons
of the proposed architecture with other published papers using the same FPGA and
binary field GF(2163) are given in Table 1. The number of clock cycles and the time
are the values obtained for one point multiplication.

From the table, it can be easily seen that area-efficient implementations are much
slower than the proposed design. However, the proposed design suffers from a very
low maximum clock frequency which makes the time required for one point mul-
tiplication comparable to the other implementations. But implementations with an
area usage which is comparable to the proposed design too require more time for the
execution of one point multiplication.

The area of the proposed design is large due to the use of the dedicated inverter
modules and the Karatsuba multiplier. The resource usage of these modules is given
in Table 2.

The area usage indicates that using a more area-efficient multiplier can reduce
the overall area requirement, at the cost of increased latency. The use of an inversion
algorithm such as the Itoh-Tsujii algorithm can further reduce area usage as this

Table 1 Comparison of proposed design with other published works

Ref. Slices LUTs Clock
cycles

Fmax
(MHz)

Time (µs) Field size FPGA

[16] 16,209 26,364 3,010 154 19.55 163 Virtex-4

[17] 12,834 22,815 3,372 196 17.2 163 Virtex-4

[5] 3,536 6,672 4,168 290 14.39 163 Virtex-4

[18] – 27,889 2,128 133 16 163 Virtex-4

[8] 4,080 7,719 4,050 197 20.56 163 Virtex-4

Ours 14,255 27,111 918 71 12.8 163 Virtex-4
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Table 2 Resource usage of various modules in the proposed design

Module Slices LUTs FPGA

Hybrid 163-bit
Karatsuba multiplier

6,304 1,0982 Virtex-4

Field inverter 1,365 2,581 Virtex-4

Double squarer 181 315 Virtex-4

Squarer 95 165 Virtex-4

Adder 94 163 Virtex-4

algorithm uses the existing squaring and addition modules. The other field arithmetic
modules, namely the adder, squarer and double squarer, have a negligible resource
usage as compared to the multiplier and inverter.

4 Conclusions

This paper presents a fast implementation of the scalar point multiplier required
for elliptic curve cryptography. The area usage, while large as compared to other
similar implementations, is a justified trade-off for the speed the design possesses.
The number of clock cycles required for the completion of one point multiplication is
the lowest and thus shows the high-speed nature of the design, which can be used for
many high-performance applications which do not have tight area constraints. The
resource usage can be lowered by using other inversion algorithms and multipliers,
but these optimizationswill cause an increase in latency. The architecture for an entire
elliptic curve crypto-processor using the elliptic curve Diffie–Hellman protocol can
be constructed around this scalar point multiplier. A viable implementation of such
a processor on an FPGA can use the embedded MPU found on most modern FPGAs
such as the Artix-7.
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A Bloom Filter-Based Data
Deduplication for Big Data

Shrayasi Podder and S. Mukherjee

Abstract Big data is growing at an unprecedented rate with text data having a large
share and redundancy is a technique to ensure availability of this data. Large growth
of unstructured text data hinders the primary purpose of the big data rendering the
data difficult to store and search. Data compression is a solution to optimize the
use of the storage space for big data. Deduplication is the most useful compression
techniques. This paper proposes a two-phase data deduplication mechanism for text
data. In the syntactic phase, a combination of clustering and Bloom Filter is used.
In the semantic phase, a combination of SVD and WordNet synset is employed.
Experimental results show the efficacy of the proposed system.

Keywords Deduplication · Bloom Filter · Clustering · SVD ·WordNet

1 Introduction

A large amount of data to the tune of terrabytes are generated every day by various
mediums. Eighty percent of generated data is claimed to be unstructured and in the
text format [1], making data management a difficult, time-consuming, and complex
task. The big data is primarily characterized by the rate of growth of the data. This
data is stored in various storage mediums including cloud. To contain such a massive
amount of data, storage continues to grow at an explosive rate (52% per year) [2, 3].
By the end of 2020, the size of the total generated data will surpass 30 zettabytes
(ZB) as per a very conservative estimation [4, 5].

However, generating new data is just one quantum of the real problem of the
growth of the data. Unprecedented growth of the data is also contributed to other,
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more complex, data handling mechanisms employed. To handle data easily, data
needs to be at the location of the user, and in the digital world today, a user may be in
any geographic location. While with the growth of the Internet, it is possible to serve
the data to a user anywhere, bandwidth and other issues pose as serious challenges. To
resolve this problem, typically data would be duplicated and distributed to various
geographic locations for ease of access, thereby relieving the need of bandwidth
usage and networking across large geographical regions. However, this causes a
unique problem of redundant duplicated data occupying more and more storage
space. Redundancy in the big data is contributing proactively to the rapid increase in
the size of this data. Although new forms of storage such as Cloud employ different
techniques to improve storage efficiency, it is a costly method, especially in the
scenario where the demand of a specific data reduces after an initial period. To
alleviate this problem, such duplicates must be managed, which entails ensuring that
the unnecessary duplicates are detected and deleted; a challenging task, given the
nature and size of the big data.

Typically, the technique of deduplication is widely used to identify and remove
similar contents from various data storages, thereby reducing cost and saving space
in data centers [6]. Deduplication is a very effective method that claims to save up
to 90–95% of storage. Even though data deduplication technique had evolved as a
simple storage optimization technique for secondary storages, it is widely adapted in
larger storage areas like cloud storage. Different data deduplication is widely used by
various cloud storage providers like Dropbox [7], Google Drive [8]. Deduplication is
becoming a popular method for not only in backups and archives, but also in primary
data centers. The major benefit of deduplication is saving disk space, and it also
reduces the search space for searching such data.

While applying deduplication mechanisms is difficult in numeric data, it is par-
ticularly challenging in case of text data since, besides having identical data blocks,
text data may also be similar in the semantic sense. Besides identifying and remov-
ing identical data, an efficient deduplication method for text data must identify and
eliminate semantically similar data as well.

To handle deduplication of text data effectively, this research proposes a two-stage
mechanism that can efficiently deduplicate a large amount of text data. The first phase
is the syntactic similarity phase, where two documents are subjected to a process of
detecting similarity by comparing the set of words in the documents. A combination
of clustering and a proposed Bloom Filter called Updatable Bloom Filter is used in
this phase. This mechanism can identify identical documents. Semantic similarity
is handled in the second phase. This is the process of detecting semantic similarity
between two documents by not only comparing the set of words in the documents
but also comparing their synonyms. A combination of SVD and WordNet synset is
used in this phase.

The paper is organized as follows. Section 2 investigates the existing work in the
area of deduplication, clustering, and Bloom Filter. Section 3 discusses the proposed
method. In Sect. 4, algorithms are described. Section 4 shows the efficacy of the
system using the experimental results with Sect. 5 bringing the conclusion.
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2 Background Details and Related Work

Over the years, many efficient solutions to the deduplication problem by measuring
document similarity and by using BloomFilter were proposed. Su et al. [9] suggested
the method of using an integer Bloom Filter in cloud storage. The algorithm used
for hashing in Bloom Filter is Secured Hash Algorithm (SHA-1). A number of hash
functions have been defined. Data is divided into chunks that are processed in differ-
ent clusters and are checked for duplicates using Bloom Filter in each cluster. As a
result, unique data are written on the storage. Merlo et al. [10] suggested a method of
deep learning, called Self-Organizing Maps (SOM). da Cruz Nassif et al. [11] used
clustering algorithms like k-means and k-medoids.K-medoid is the process of taking
median of data points in a cluster. K-means is the process of taking mean of data
points in a cluster. After this step, hierarchical clustering techniques like centroid-
based, average-link based were used to identify similar documents. Combinations of
k-means and k-medoid with hierarchical clustering techniques were performed and
the one with higher accuracy was chosen. Jiang et al. [12] suggested a simple method
of using a feature to check if the documents are similar. Feature can be a word or a
set of words. Feature can either appear in both documents, in any one document or,
in none of the documents. Based on the number of features matched, similarity score
is assigned between two documents. Pires et al. [13] proposed a vector space model
which involved machine learning techniques namely k-nearest neighbors, random
forests, and support vector machines. These techniques use cosine similarity as the
distance measure. Semantic analysis has also been performed which included word
co-occurrence, matching noun phrases, WordNet synonyms, etc. Gemmel et al. [14]
implemented an idea of removing duplicate entries from a spreadsheet of names and
addresses. The authors used affine gap distance, which is a variation of Hamming
distance to check whether two records are similar. Historically, most deduplication-
related publications focus on a narrow range of topics: maximizing deduplication
ratios and read/write performance. Further, existing research work on document
deduplication is either syntactic or semantic according to the need of the applica-
tion. Machine learning techniques used are largely time-consuming and many used
mechanisms cannot process very large documents. Attempts to modify clustering
techniques to improve time have been performed. The proposed model aims at creat-
ing a new model for deduplication using machine learning and semantic techniques,
attempting to optimize the limitations found by measuring the similarity of the data
both syntactically and semantically.

3 Proposed Approach

In the proposed method, we employ a two-phase deduplication. The first phase per-
forms deduplication based on the syntactic similarity, and the second phase is based
on semantic similarity.
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3.1 Syntactic Phase

To perform deduplication using syntactical similarity, it is required to find all pairs of
documents that are identical to each other and replace one with a pointer to the other.
This process can be recursively applied to all the documents for complete deduplica-
tion of a set of documents. However, in a big data environment, there will be a large
number of documents in a data center and the method of applying such mechanisms
consumes time as well as CPU cycles. This research proposes to optimize using
two approaches. First, the documents are clustered such that each cluster contains
lesser number of documents. Since clustering groups similar documents together,
similarity need not be measured between documents across clusters. To create the
initial clusters, we apply a k-means clustering. K-means clustering is dependent on
the initial seed and its efficacy depends on the robustness of initial seed selection. To
improve this method, we employ fractionation algorithm for obtaining the initial k
seeds. The corpus is broken into n/m buckets each of size m > k. An agglomerative
algorithm is applied to each of these buckets to reduce them by a factor of ν. Thus,
at the end of the phase, we have a total of ν · n agglomerated points. The process is
repeated by treating each of these agglomerated points as an individual record. This
is achieved by selecting one of the documents within an agglomerated cluster. The
approach terminates when a total of k seeds remain. These seeds are used as centroids
in standard k-means clustering algorithm in order to determine good clusters.

A document is added to the cluster having the smallest cosine similarity value
between the document and the corresponding centroid of that cluster. For every
iteration, cosine similarity is calculated between the documents and centroids to
decide whether a document should be moved to another cluster or not. The document
which lies closest to the mean value of all the documents in a cluster is made the new
centroid of that cluster. The above processes are repeated until the centroids do not
change.

During the formation of the clusters, deduplication is performedbyusing proposed
Forgetful Updatable Bloom Filter (FUBF). A Bloom Filter (BF) is a space-efficient
probabilistic data structure that can be used to test whether an element is a member
of a set.

A basic BF uses an array of m bits. The whole array is initially set to 0. When a
document is to be inserted, it is hashed using a fixed number of hash functions, k.
Therefore, the BF can be represented using parameters (m, k). Each hash output of
a BF maps to a bit in the filter, which is then set to 1. To check for the presence of a
document, the same set of hash functions are used to verify if all the mapped bits are
already 1. In a Bloom Filter, it is possible to get false positives (i.e., a document not
present may appear to be present) but no false negatives are possible (i.e., it always
returns the right answer for a document not present) [15]. However, research shows
that there have been ways to keep the rate of false positives to an acceptable level
(almost close to 0) by manipulating parameters [16, 17]. Hence, Bloom Filters can
be employed to check for the presence of a duplicate in a cluster during the process of
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creating the cluster, thereby avoiding altogether the incidence of adding an identical
duplicate to a cluster.

While BF is an efficient way, it gives rise to two following problems that lead to
scalability issue [18].

1. Nothing is forgotten by the BF. Hence, the bits set by older operations cannot be
deleted.

2. Parameters (m, k) need to be fixed at the time of creation of the Bloom Filter.

As a result, once the Bloom Filter fills up, it is hard to “scale up” or “move”
its elements to another BF with different parameters. Hence, a BF provides more
and more false positives as it fills up since more bits are set to 1 by the incoming
documents.

We propose to use a Forgetful Updatable Bloom Filter (FUBF) that employs the
techniques of Forgetful Bloom Filter [18]. The proposed FUBF uses three filters for
the representation of the documents in each cluster:

1. A current documents Bloom Filter;
2. A old documents Bloom Filter;
3. A new documents Bloom Filter.

All theseBloomFilters are equal in size and identical in their use of hash functions.
Before a new document is to be inserted in a cluster, it is checked for the presence
of its duplicate in the cluster using FUBF. All the three filters of the FUBF of the
cluster are checked for this purpose. If the tested document is present in at least one
of the three constituent filters, a duplicate is found and the new document is not
inserted. However, if it is not found in any of the three filters, it is inserted only into
the new and current Bloom Filters, but not in the old Bloom Filter. This way, the
FUBF purges the filters of the older documents giving way to add more and more
documents in a cluster, ensuring scalability.

At the end of the complete syntactic similarity phase, we obtain k clusters of doc-
uments having no syntactically similar documents. We perform semantic similarity
on these clusters.

3.2 Semantic Phase

In the semantic phase, semantic similarities between documents are considered. We
propose to use a variant of Latent Semantic Analysis (LSA) to check the seman-
tic similarity. Documents in each cluster from syntactic phase are further divided
into concept-based clusters using LSA that employs Singular Value Decomposition
(SVD) method. We propose to apply LSA to obtain those documents that contain
the same concept and calculate similarity between all pairs of such documents. If the
similarity measure for a pair of documents is greater than a pre-defined threshold,
these documents are subjected to the next level of semantic checking whereWordNet
synset is used for obtaining sentence level concept-based similarity. In this level, each



166 S. Podder and S. Mukherjee

document from a pair is split into sentences. Nouns and named entities are used to
compare a sentence with sentences belonging to the other document in the pair. If the
targeted words of two sentences have the same tag, then the sentences are considered
to be similar. If all the sentences are similar, then the documents are considered as
duplicates.

4 Experimental Setup and Results

The proposed method is tested against four different datasets as follows:
a set of 6,000 documents which has details about different countries with 2,000
duplicates; a set of 10,000 documents having jokes that has 3,000 duplicates
randomly injected and a set of 25,000 documents having jokes that has 10,000
exact and semantic duplicates; a set of 10,000 books from Gutenberg Web site
with 2,000 exact duplicates. The proposed method is tested against two existing
approaches. The first is constraint-based k-means clustering algorithm which is

Table 1 Deduplication using the proposed model

Dataset name No. of data No. of duplicates
present

No. of duplicates
found

F-measure

Country dataset 6,000 2,000 1,809 0.94

Joke dataset 10,000 3,000 2,521 0.91

Joke dataset 25,000 10,000 9,107 0.95

Gutenberg books 10,000 2,000 1,823 0.94

Table 2 Deduplication using constrained k-means

Dataset name No. of data No. of duplicates
present

No. of duplicates
found

F-measure

Country dataset 6,000 2,000 1,409 0.70

Joke dataset 10,000 3,000 1,921 0.66

Joke dataset 25,000 10,000 7,897 0.78

Gutenberg books 10,000 2,000 1,389 0.76

Table 3 Deduplication using chunking

Dataset name No. of data No. of duplicates
present

No. of duplicates
found

F-measure

Country dataset 6,000 2,000 1,609 0.87

Joke dataset 10,000 3,000 2,121 0.76

Joke dataset 25,000 10,000 8,970 0.88

Gutenberg books 10,000 2,000 1,598 0.84
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Fig. 1 Improved results of
the proposed system
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a deduplication method proposed by Hu et al. [19]. The second is deduplication
using chunking method as suggested in [20]. These algorithms are applied on the
same datasets and the corresponding results are compared. Table 1 shows the result
of applying our proposed two-phase method on all four datasets. Table 2 shows
the results of constrained k-means clustering method on all the datasets using 200
constraints. Table 3 shows the results of applying chunking for deduplication over
the same datasets. F-measures are calculated for each method. Figure 1 shows the
performance comparison of the three methods. It could be noted that the F-measure
of the proposed model is higher than the other methods. It is evident that the extra
levels of Bloom Filter during clustering and LSA and WordNet-based methods after
clustering have increased the recall of the process, thereby improving F-measure.

5 Conclusions

From the results, it is clear that the performance of the proposed two-phase dedu-
plication method is better than the pure clustering or chunking-based approach. The
proposedmethod can be further improved by implementing concept-based clustering
for the semantic phase.
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ITDA: Cube-Less Architecture
for Effective Multidimensional
Data Analysis

Prarthana A. Deshkar and Parag S. Deshpande

Abstract Recent developments in real-time applications, sensor technology, and
various online services are responsible for generating large amount of data which
can be used for analysis. Performing multidimensional data analysis on such type of
data requires aggregation at various levels which is generally done using data cubes.
Generation of data cubes involves lot of storage and time overheads which make
such approach practically less feasible if aggregation involves lot of hierarchies in
dimensions. The Integrated Tool for Data Analysis (ITDA) project aims to provide
a data analytics solution, under single Web-based platform to address the issue of
generating the cube for high volume data by proposing the ‘on-the-fly aggregation’
architecture. This paper presents the ITDA which aims to provide the support for
absorption of data, modeling it in multidimensional model, analyzing the absorbed
data, and producing effective visualization. Target users can do analysis on their data
without relying on costly tools or any prior knowledge in programming. In this paper,
detailed architecture of ITDA software with its operating mode is discussed.
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1 Introduction

In recent years, multidimensional analytics tools are becoming guide for data
researchers as these tools give them cutting edge over their counterparts in mar-
ketplace. Due to increased frequency of data generation, data under consideration of
analysis is also increasing tremendously. The large size of the data and complexity
in data analysis demands an easy platform so that researchers and target users can do
analysis on their data without the hard-core knowledge of information technology.

Ad hoc querying or ad hoc reporting is the main need of data analysis. To achieve
this, data modeling is essential task if the system wants to facilitate the variety of
domains. Multidimensional data modeling is the way to provide facility to perform
ad hoc analysis. Analyzing multidimensional data is of growing need to extract the
knowledge andhence to enable the decisionmaking in various domains.Data analysis
process, which leads to the enhanced decision making, combines various techniques
like statistical techniques, data mining algorithms, and machine learning techniques.
With all these techniques, presentation of analysis output with attractive visuals is a
key part of popular analytics systems. Most of the current multidimensional systems
rely on data cubes which are very much resource- and time-intensive. In this context,
ITDA architecture is proposed to give the solution for multidimensional analysis
with the reduced memory and time overheads as compared to the existing systems.
The proposed system is providing analysis without the generation of cube.

Section 2 of this paper explains the preliminary concepts which are used in this
paper. Section 3 provides the review of the systems which are already available.
Section 4 proposes the new architecture. Section 5 elaborates the operating mode of
the proposed architecture. Section 6 discusses the data security and privacy measures
taken by the proposed architecture, and the last section is the conclusion of the
proposed work.

2 Preliminaries

Multidimensional data is a type of data which talk about the fact which is associated
with various entities called dimensions. Measure carries information of operational
values such as sales, quantity. It represents the value of parameter on the basis of
whichmultidimensional analysis is performed.Dimensions are informational entities
such as product, region, and time, which are used to analyze the data. Generally
dimensions have hierarchical structure. Dimensions may have additional properties
like sequential relationship or more complex relationship.

For example, region dimensionmayhave hierarchical relationship such as country,
state, region, city. Time dimension has hierarchical as well as sequential properties.
It can have days, weeks, months, and year as hierarchical levels. Sequential property
indicates that each month is having value of the previous month and the next month.
These relationships in the data play an important role in the analysis. The hierarchical
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Table 1 Sample x values

Dimension #Unique Symbol Value

Product 2 X1 CD, PEN DRIVE

Region 1 X2 PUNE

Year 2 X3 2015, 2016

relationship allows comparing fact values at different levels of hierarchy and can
be used to design the market strategy for advertising requirements, supply chain
management, to find out market share and so on. Sequential relationship helps to
keep track of comparative progress among dimensions and within dimensions. For
example, ratio of sales with previous month sales gives us growth over last month.
Dependency relationship helps in the future prediction. For example, economists
might base their predictions of the annual gross domestic product (GDP) on the final
consumption spending within the economy. They use a dependency between GDP
and final consumption spending.

Multidimensional data model is having multiple dimensions, and while analyzing
it often the data at higher level of dimension is required; e.g., data generated at the
seconds or hours level and for analysis datamay be required atmonth, quarter, or year
level. Multidimensional data analysis often requires such aggregated data, and hence
these aggregations are stored in the form of cube to have faster data retrieval. A cube
is used to generate aggregation of multiple dimensions or multiple combinations of
multiple dimensions.As the number of rows and columns in the base data table having
dimensions and facts increases, the cube generation may suffer from combinatorial
explosion. Suppose there are d dimensions each with N unique rows, then the size
of cube is given by Nd.

Let x1, x2, x3, … be the number of unique entries in each column except
the measure column. In general, the number of rows in cube will be (x1 + x2 +
x3 + … + xn) + (x1x2 + x2x3 + … + xnx1) + (x1x2x3 + x2x3x4 +
… + xnx1x2) + … + (x1x2 …) + 1. The extra addition of 1 is to include the final
aggregation of fact (grand total). The following example represents the same with
sample data (Table 1).

In the above example, number of rows in the cube can be calculated as:

(x1 + x2 + x3) + (x1x2 + x2x3 + x1x3) + (x1x2x1) + 1 � (2 + 1 + 2)

+ (2 ∗ 1 + 1 ∗ 2 + 2 ∗ 2) + (2 ∗ 1 ∗ 2) + 1 � 18.

Need of Cube-Less Architecture
To perform the analysis in multidimensional environment, cube architecture is used
to store the aggregates. Aggregated values facilitate the analysis process and reduce
the response time of the system. But forming a multidimensional model for high-
speed streaming data and generating data cube for analyzing it is a big challenge
from the perspective of space and performance.
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Let us take an example table containing seconds data to analyze the feasibility. The
table under consideration would contain, say, 3 columns only. One is time column
where data is recorded by a sensor which gives out values every second, and the
second is the value/reading given by the sensor corresponding to each second. Third
might be modes for those of which we are interested to see the value in each second.
Even if we consider only 30 days data, it would result in table containing 5,184,000
rows. Further, running cube query on this table for a single aggregation would result
in

2 ∗ 2,592,000 + 25,920,002 � 6,718,469,184,000

� 6.72 ∗ 1012, rows.

Hence, using cube architecture one has to wait for months to do some basic
processing on such a high granular data. This is one aspect in the generation of
cube. One more aspect is all these calculations are based on consideration that we
are storing aggregations for only one aggregation function. But in real-life problems,
analystsmay require aggregations on themultiple aggregation functions like average,
minimum,maximum.Onemore challenge in cube generation is relationship between
the dimensions. Consider a scenario where two levels of a hierarchy, product and
state, are present in the table. It is possible that multiple products are manufactured in
a single state and multiple states manufacture a single product. So there is a many-to-
many relationship between product and state. Cube generation has to be done twice,
one considering a hierarchy of state under product and the other with a hierarchy of
product under state. Again, it is inefficient in both space and time.

The proposed system is the research effort to overcome big challenge in handling
the multidimensional stream data while generating the cube. It aims to develop a
system which will address the storage overhead of cube architecture for stream data
from any domain andwill try to incorporatemaximum statistical and datamining and
machine learning algorithms for analysis. So the main objective of this system is to
provide a single platform for multidimensional reporting, statistical processing, data
mining, machine learning and visualization. The proposed system is designed on the
basis of cube-less architecture, where aggregations are performed at query level and
calculated on-the-fly, hence trying to reduce the time and storage overheads which
are the main side effects of the cube architecture. The system is targeted expert as
well as non-expert data miners.

3 Related Work

The proposed system aims to provide a data analytics, or decision support system
works on the huge volume of data which comes from any domain. Many existing
commercial products and research projects are working to facilitate the data analysts
but with different approaches. Due to advancement in the technology, data generation
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speed is increasing exponentially and the communities want the knowledge from this
data in very less time so that they can strengthen the decision support system.

Usman AHMED (2013) in the paper [1] proposed the technique to reduce the
time required to get the analysis result from large amount of data, rightly said as
‘analysis latency is pre-aggregation of data in a cube’. But cubing of data gives rise
to problem like complexity in calculations and storage of data. In the same paper, to
handle real-time data loading and thus avoiding the storage overhead of cube, they
have proposed one approach to create blank tables with the same structure as that of
source tables, then data is copied to it, then data is loaded in the data warehouse, and
those temporary tables are removed.

B. Janet, A. V. Reddy (2011) in the paper [2] proposed the approach to manage or
overcome the storage space issue. The approach is to use the subset of materialized
view.

Authors Konstantinos Morfonios, Yannis Ioannidis (2006) in the paper [3] pro-
poses another approach is by avoiding storage of unwanted and redundant aggrega-
tions. They have proposed a ROLAP cubing method called Cubing Using a ROLAP
Engine (CURE) that computes whole data cube over very large data space consti-
tuted of hierarchical dimensions. CURE uses an efficient algorithm for partitioning
fact table that helps improving the cube computation speed. One more approach is
performing cube construction process in parallel [4].

Sandro Fiore, Alessandro D’Anca, Donatello Elia, Cosimo Palazzo, Ian Foster,
Dean Williams, Giovanni Aloisio (2014) in the paper [5, 6] propose the decision
support system for big data. Even if the systems are targeting big data as their
data source, they are following the traditional OLAP structure to store the multi-
dimensional data, i.e., cube architecture to store the data. Also some programming
knowledge is required to customize the analysis, and hence system can focus on very
limited set of data mining algorithms.

Many decision support systems are very much problem specific. Hence, the archi-
tecture and set of analytical algorithms are specific to that domain only, for example,
analysis of text data [4], analyzing the stream data of clinical domain for classifica-
tion. Zhang et al. [7] proposed ‘on-the-fly’ cube generation for sensors data [8], for
analysis of the traffic data [9].

IBM research team (2008), in document [10], provides a dynamic cube architec-
ture for a very popular commercial analytical system IBMCognos. It is also creating
a cube, using in-memory caching to support large database. They have implemented
the approach by storing the once retrieved data from cube in caches, and if required
retrieve from caches.

From the above discussion, it seems that the decision support system which han-
dles the storage overhead of cube architecture and not restricted to particular domain
is the need. Also it is observed that the systems which are developed carry very spe-
cific analytical features, or may require the expert knowledge in the data analysis.

This proposed architecture is addressing the storage overhead by avoiding the
generation of cube, and the aggregations are done at query level or on-the-fly. Further
optimization of the query structure is also planned to enhance the performance of
the query execution. The proposed system is also offering the complete analytical
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processing includingmultidimensional reporting, statistical processing, data mining,
machine learning, and visualization under single platform. Also the focus of system
is not restricted to any specific domain or problem.

4 Proposed Architecture

The proposed system is basically designed to facilitate the researchers and data ana-
lyst with the complete package of multidimensional reporting, statistical processing,
data mining, machine learning and visualization. This is achieved by the Web-based
system with user-friendly and secure environment for the data analyst. Proposed
system is functionally independent; this means it does not require any additional
external component or system to complete the task. Also, the components of this
proposed system are integrated and there is no need to install any of the components
separately, which is often common for most of analytics tools.

Proposed system architecture is mainly divided into two parts, data modeling part
and data analysis part. As the system ismodeled as aWeb application, user can access
it as a client and the processing part is handled by the server. Client will act as a data
provider, and the processing algorithms are residing at the server side. The main
objective of the proposed cube-less architecture is to reduce the time and storage
overhead which are the side effects of the cube architecture; hence, data storage on
server is avoided (Fig. 1).

Proposed system consists of two main parts containing various components. First
is data absorption from different data sources, collection of metadata, and formation

Fig. 1 Cube-less architecture
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of multidimensional model, and second is multidimensional analysis on modeled
data which further extends to perform statistical analysis and data mining.

Data modeling functionality mainly includes the extraction, transformation, and
loading (ETL) process. Source data is given to the ETL process, and it produces the
ready to analyze data. ETL process is responsible to extract the data residing on var-
ious sources and in variety of formats. It also performs cleansing and customization
of data according to the analysis needs. This process is also responsible to generate
the metadata of the ready to analyze data. The proposed system is not going to store
the data and the aggregations; hence metadata is having crucial role in this system.
Aggregations can be generated on-the-fly by using the metadata.

User events are nothing but the data requirements of the analyst to perform the
MDDM.Target users of the systemcanbe expert or non-expert dataminers, andhence
system provides the graphical user-friendly interface to select the data items. System
will convert the user selection into user events. With the help of these user events
and metadata, system will automatically generate the query. Queries are generated
on-the-fly even for the aggregated data. Calculation of aggregated values is done at
the runtime. And hence time and storage overhead are avoided by the system.

One query is generated to achieve the value of one cell in the multidimensional
output. Though the system achieves the reduction in storage and time overhead,
queries are generated in high number. To optimize the number of queries generated,
system will further introduce the query optimization engine to have reduced number
of queries.

Multidimensional data analysis report is generated by the system. This report is
in grid form as well as it provides the attractive visualization techniques to represent
the multidimensional output. This output can further be analyzed using different
statistical techniques, data mining algorithms, forecasting, and machine learning
algorithms. All these components are integrated into the system itself. All these
components also provide the reports with grid values and the visual representation.

5 Operating Mode

Expert or non-expert data miners can access the system by creating client users.
User will upload the data through these clients. The system is able to extract the
data from flat files or from databases. For flat files system supports excel, csv, and
txt file formats; for databases it supports MS-Access and Oracle formats. Using
the graphical user-friendly interface, user can perform transformations on data to
achieve the customization according to organization needs for analysis. The ETL
process ends by generating the metadata of the final customized data prepared after
transformation. During this entire process, one log file is maintained to record the
activity log of user. It contains all status messages and stack trace in case of some
exceptions and errors. During each step of execution of ETL algorithm, logged user
first records its status and then performs the step. If there are some bad rows in
the given dataset, then the process takes care of putting it to bad file which is also
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maintained by the ETL process. Along with these files, metadata information is
also stored in the file, which is then used for further analysis. Metadata contains
description of the hierarchy of the dimension, formats followed by the data items,
database credentials, and customized formulas created by user to analyze the data.
While deciding metadata parameters time dimension is handled separately. Time
dimension requires the special treatment as it can have sequential as well as normal
dimension properties. If it is normal time dimension, then its hierarchy and bounds
for uppermost levels can be directly considered; i.e., if uppermost level for time is
year, then we need to record lower and upper bound for year so that we can give
interactive interface to user for time dimension data selection during analysis. If it is
sequential dimension, then it is needed to have lower and upper bound for each level.
In the terminology of ITDA, the proposed architecture, all these files are stored in
the ‘environment’ of the client user. Environment is the conceptual area given to user
along with the multidimensional model for the single data view. One user may have
any number of environments for the absorption of data. Environment is in the form of
folder on the client machine. Data is accessed with the help of environment. Because
of the environment structure, user can handle themany-to-many relationships present
in the dimension, separately.At the time of implementation, themetadata information
which is stored in file is passed to server in a form having smaller grammar and easy
to map with the data structures used by the modern programming language. Only
transfer of metadata instead of complete data will reduce the transfer and storage
overhead.

After creation of the environment, now system is made ready to perform the
analysis. To generate the multidimensional output, user needs to provide the data
which is to be analyzed. In ITDA terms, these user requirements for analysis are
termed as user events. The proposed systemprovides differentmathematical facilities
to prepare the data for analysis. Users are allowed to specify the aggregation function
onwhich data aggregation is required.User is free to selectmore than one aggregation
function at a time as the aggregations are not going to be stored in the system, so no
need to worry about time and storage required for the aggregations. Along with the
aggregation functions, the system provides various filters to filter the data which is
to be analyzed.

Rank Filter Rank filter provides an easy way to add inputs based on the rank of
input values.

Measure Filter Measure filter is similar to rank filter. Here, the user would want to
select inputs based on the measure value’s range instead of rank value.

In the multidimensional report, along with the aggregated values for dimension
values, user also can have some analytical functions for the preliminary analysis.
The analytical functions which are provided in the system are dense rank, cumulative
distribution, ntile, percent rank to one, market share, growth rate, etc.

With the help of all the information provided through the user events, query
builder engine generates the queries automatically. Query builder module takes the
input selections for each of the dimensions in row and column sequences and builds
a single query for each combination.
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NRdi be the number of selection from dimension i present in row sequence.
NCdi be the number of selection from dimension i present in column sequence.

Totalnumberofqueriesfired � pi NRdiXpiNCdi

The query complexity can be given by N X k where N is number of rows in the
table and k is number of cells in the output matrix.

Once the row and column sequences are specified, the outputs from the execution
of queries are stored in a R × C matrix where R is product of number of inputs for
all dimension specified in row sequence and C is the product of number of inputs for
all dimension specified in column sequence.

There is a specific mapping from output matrix to the graph being plotted. The
measure is plotted along the y-axis. Each one of the rows in the matrix is mapped to
x-axis. The columns in matrix are mapped as legends which create overlapping plot.

6 Security and Privacy

The proposed architecture is maintaining the security and privacy by giving different
privileges to users according to their need. As the proposed system is going to store
only the metadata for the environments created by user on the client side, no other
user can access the metadata. To maintain the privacy, the system is managed by the
authorized login, i.e., admin login. Admin is responsible to allow any user to create
their account. No other user can access the data from the other user.

To use this system, user first needs to create the account. According to level of
understanding and experience in the data analysis domain, there are four privileges
given to user while creating the account. If the user is expert data miner, then the
user is having right to upload the data in the system, can create the multidimen-
sional data model by its own, and then can perform multidimensional analysis on it.
Professional analysts having data but wants to avoid the technicality of creation of
multidimensional model, then they can just upload their data, and admin is going to
create the environment for them and notify them after successful creation of environ-
ment. Some users can have only right to perform analysis using statistical and data
mining algorithms on the environments created and assigned by the admin. Here in
this case, user is not having access to source data. And for the non-expert users, there
is facility that admin will assign some predefined reports to study the analysis.

Every user can create the environments based on the analysis need. N number of
environments can be created for a single dataset. These environments are stored on
the client side, hence not accessible to any other user.
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7 Conclusion and Future Work

In this work we have presented the system ITDA, a complete solution for data anal-
ysis. This model follows the cube-less architecture to overcome the side effects of
cube architecture like storage requirement and time to build a cube. In this paper, we
talk about the architecture of the system and its components. Also we focus on the
operating mode of the system so that system capabilities can be explored. We pro-
pose a system which can perform multidimensional reporting, statistical processing,
data mining, machine learning and visualization under single platform. In future, the
query optimization part of the system needs to be developed so that time required to
generate on-the-fly queries can be optimized.
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On Using Priority Inheritance-Based
Distributed Static Two-Phase Locking
Protocol

Sarvesh Pandey and Udai Shanker

Abstract Two-phase locking with high priority (2PL-HP), a well-suited concur-
rency control protocol for distributed real-time database systems (DRTDBS) because
of being free from priority inversion problem, is used for accessing data items to
resolve conflicts among the concurrently executing transactions. However, it suf-
fers from the problems of wastage of system resources responsible for degrading
the system performance. In DRTDBS, our basic aim is to minimize the number of
transactions missing their deadline. In this paper, static two-phase locking with pri-
ority inheritance (S2PL-PI) protocol has been proposed specifically to minimize the
wasted system resources, i.e., CPU and data items by avoiding unnecessary abort of
transactions by optimal use of priority inheritance mechanism. A DRTDBS is sim-
ulated for comparison of the performance of S2PL-PI protocol with previous other
protocols, and results confirm the significant improvement in system performance.

Keywords Concurrency control · Two-phase locking · 2PL-HP · Priority
inheritance · Distributed real-time database

1 Introduction

Database systems (DBS) are a collection of logically interrelated data items shared
by multiple users [1, 2]. A user can interact with databases by means of a partially
ordered set of read and write actions termed as a transaction. Every transaction
follows ACID (Atomicity, Consistency, Isolation, and Durability) property [3, 4].
Isolation is one of the essential transaction properties. The role of isolation comes
into play whenmore than one transactions concurrently execute in the database using
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critical resources [5]. To ensure the isolation among concurrently executing transac-
tions, the system must govern the interaction among them by having a serializable
schedule. Concurrency control (CC) schemes ensure the serializability among con-
currently executing transactions [6]. Results obtained from concurrently executing
transactions can be reflected in the database only when there exists an equivalent
serial execution schedule of such concurrently executing transactions. CC schemes
are broadly classified as pessimistic and optimistic. In pessimistic CC scheme, con-
flict is detected before access of data item, while in optimistic CC scheme, conflict is
detected after the access of data item. After detection of conflict among a set of con-
currently executing transactions, a conflict resolution mechanism comes into play.
Conflict resolution mechanism specifically does the following.

1. Select transaction(s) from the set of conflicting transactions to prosecute.
2. Take an appropriate action against selected transaction(s) at a suitable time.

The two most used actions are blocking and abort. If a conflict is detected before
data item access, one of both actions can be taken. However, abort action is appropri-
ate in case of conflict detected after data item access. Several CC schemes have been
proposed to overcome the problem of inconsistency [6, 7]. Most of the techniques
used to facilitate concurrent execution of transactions rely on the notion of locking of
data items. The commercial conventional DBS uses two-phase locking (2PL) [8] as
a CC scheme. They use locking of data items to ensure isolation among concurrently
executing transactions and thereby guaranteeing serializability. Every data item in a
DRTDBS is associated with a variable that describes the possible operations that can
be performed on it. 2PL protocol says that all locking operations on a transaction
precede the first unlock operation. In 2PL, every transaction obtains a lock before
accessing any data item. Transaction execution divides into two phases: growing
phase and shrinking phase [9]. A transaction can acquire a lock on data items during
growing phase, but any of the locks that are acquired during this phase cannot be
released. In shrinking phase, a transaction can release all the locks acquired during
growing phase, but cannot acquire any new lock.

Two widely known 2PL variants available in the literature are static 2PL and
dynamic 2PL. In static 2PL, the data item access list, i.e., locks required by a transac-
tion are presumed to be granted prior to the start of its execution [10]. The transaction
locks all needed data items before it begins its execution. Here, a data item access
list is predeclared before execution of any transaction. Note that a data item access
list consists of a set of data items required to be granted access for completion of a
transaction. If any of the predeclared data items of the data item access list cannot be
granted an access, then the transaction does not lock any of the data items; however,
it waits until all data items are available for locking. In dynamic 2PL, transactions
obtain locks to access data items on request and release locks upon expiry or com-
mit. The working principle of static 2PL is like dynamic 2PL except the technique
of setting locks on data items. In general, static 2PL requires smaller number of
messages for setting locks as compared to dynamic 2PL. Static 2PL does not suffer
from deadlock since blocked transactions cannot hold a lock on any data item.
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In non-real-time static 2PL, a transaction gets blocked if any of its required lock(s)
from the predeclared data item access list is/are locked by some other transactions.
At the time of transaction blocks, some of the data items required by it may be free.
Such data items that were free at the time when conflict occurred can be seized by
other transactions later. As a result, even after the original conflicting data items
are released, the transaction may get blocked by other transactions arrived after
it. Consequently, the requesting transaction blocking time can be randomly long
because of extended blocking which is a result of waiting for more than one locks.
Real-time S2PL (RT-S2PL) protocol [11] overcomes this problem. Here, each data
item in the database is assigned a priority equal to the priority of highest priority
transaction from the set of transactions that have requested access to this data item.
Like S2PL, all the data items required to be accessed by a transaction need to be
locked before starting execution of a transaction. If a conflict occurs for any of the
data items, none of the required locks will be assigned to a requesting transaction.
Note that in case a data item requested by a transaction has lower priority than that of
the transaction itself, its priority will be updated to that of the requesting transaction.
All such features of RT-S2PL lead to its suitability for DRTDBS.

The 2PL wait promote (2PL-WP) protocol [12, 13] is identical to 2PL in its res-
olution of conflicts. As in 2PL, 2PL-WP resolves the conflict (if any) by means of
blocking a requesting transaction. It is the first concurrency control protocol based
on priority inheritance mechanism to reduce the negative impact of priority inver-
sion problem [14], which is inherent in a real-time environment. In case of priority
inversion, low-priority lock-holding transaction inherits the priority of the highest
priority transaction from the set of transaction requested access to the data item. Fur-
ther, lock-holding transaction retains this inherited priority until it either commits or
restarted. Priority inheritance mechanism specifically reduces the priority inversion
duration so that requesting high-priority transactions can get the conflicting resource
earlier [15, 16].

The 2PL high-priority (2PL-HP) protocol [12, 13] ensures that low-priority trans-
actions do not delay high-priority transaction by eliminating priority inversion prob-
lem. It does so by resolving data conflicts instantly in favor of the transaction with
higher priority. 2PL-HP concurrency control protocol suffers from the problem of the
cyclic restart. Just like 2PL-HP, the S2PL high-priority (S2PL-HP) protocol also [1]
does not suffer from priority inversion problem. It does so by resolving data conflicts
instantly in favor of the transaction with the higher priority. Lengthy transactions
suffer from the starvation problem due to use of S2PL-HP. One more severe problem
with S2PL-HP protocol is that it may lead to undesirable wastage of resources due
to ABORT of low-priority lock-holding transactions in case of conflict with high-
priority transaction. Thismay lead to the increase in a number of transactionsmissing
their deadline. S2PL-HP concurrency control protocol suffers from the problem of
the cyclic restart. Let us consider an example to explain this problem.

Suppose, at time t1, a distributed real-time transaction T 1 starts its execution at site
S. Coordinator of transaction T 1 divides it into a set of subtransactions as T 1 � {T 11,
T 12, T 13, …, T 1N}, where N is the number of cohorts participating to complete T 1.
All these subtransactions execute at different sites in the database system. At time



182 S. Pandey and U. Shanker

t2, subtransaction T 12 is in the processing phase and completed locking phase. The
data item O is locked by T 12, during its locking phase. Note that execution period
consists of locking phase and processing phase, respectively. This same data item O
is further required by some other transaction T 2 that enters in the system. Note that
priority of T 2 is greater than the priority of T 1. So, as per S2PL-HP, the transaction
T 1 is aborted (or restarted), and the data item O will be given to T 2. Note that all
the subtransactions participating to complete the execution of T 1 will be restarted,
no matter conflict arrives only at the site where subtransaction T 12 is running. There
is a possibility that after a restart of transaction T 1, its priority may become higher
than the priority of T 2 as a result of decrease in slack time, which directly affects
the deadline of the transaction. In such case, transaction T 2 is aborted (or restarted)
and transaction T 1 will again lock the data item O. This leads to the cyclic restart
problemamong transactions (transactionsT 1 andT 2). Transactions involved in cyclic
restart miss their deadline at the end, which in turn leads to the wastage of resources
and degradation in performance of the system in terms of increase in a number of
transactions missing their deadline.

Based on S2PL, S2PL-HP, and 2PL-WP, static two-phase locking with prior-
ity inheritance (S2PL-PI) protocol has been proposed which optimistically uses the
priority inheritance mechanism to minimum resource wastage. It also improves a
chance of the low-priority transaction to get completed even after the conflict with
some high-priority transaction provided that high-priority transaction can manage to
wait for completion of low-priority transaction. S2PL-PI also overcomes the starva-
tion problem with lengthy transactions up to some extent.

Section 2 discusses proposed S2PL-PI concurrency control protocol in detail. The
performance study presented in Sect. 3 shows significant performance improvement
in S2PL-PI protocol over other protocols. Finally, in Sect. 4, conclusions are drawn
with future directions of works.

2 S2PL-PI: A Real-Time Concurrency Control Protocol

The lifetime of a cohort is divided into two phases, i.e., execution phase and commit
phase. In SWIFT protocol, execution phase is further divided into two phases, i.e.,
locking phase and processing phase [17]. During locking phase, the cohorts lock all
the required data items, and then, during processing phase, the cohort does some
necessary computation. WORKSTARTEDmessage to the coordinator is sent before
the start of processing phase. If there are dependencies, then the sending of WORK-
DONE message is deferred till the removal of dependencies. S2PL-HP is used as a
concurrency control protocol in SWIFT protocol which is a combination of S2PL
and 2PL-HP. Further, it is suggested that a focused and coordinated research work
is required to develop a new concurrency control protocol which directly affects the
performance of SWIFT and all the existing commit protocols.

In case a high-priority distributed transaction TH requests access to the data item
that is already locked by some low-priority lock-holding transaction TL, then con-
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flict resolution strategy is used to resolve such conflict that affects the system’s
performance. Although it is clear that minimum the wastage of resources (CPU and
data items) because of ABORT, maximum the chance of successful completion of
transaction, but at the same time, there is need to ensure that the concurrency con-
trol algorithm is more focused toward respecting priority of transaction rather than
minimizing wastage of resources or increasing throughput of the system. Hence, a
new S2PL-PI protocol has been proposed which optimistically minimizes wastage
of resources, reduces the starvation problem, and in turn minimizes the number of
transactionsmissing their deadline. In S2PL-PI protocol, theABORTof lock-holding
cohort is done based on the intermediate priority of all the cohorts of a lock-holding
transaction TL and the priority of lock-requesting transaction TH. It is a temporary
priority assignment policy without affecting the initial priorities [18] and is based
on the remaining execution time (TRemain) needed by the lock-holding low-priority
cohorts (TL1, TL2,…, TLi) and the slack time available with the newly arrived higher-
priority cohort (TH). It also solves the problemof starvation of long cohorts that arises
due to the high probability of access conflicts. The slack time is the amount of time
the distributed transaction can afford to wait in order to complete before its deadline.
The remaining execution time of the lock-holding cohorts (TL1, TL2,…, TLi) is given
as:

TRemain � Ri − TElapse

where Ri is the minimum transaction response time; TRemain is remaining execution
time needed by TL; TElapse is elapsed execution time of TL.

There are three ways to minimize the number of transactions missing their dead-
line.

1. If TL is in the execution phase and MaxTRemain(TL1, TL2,…, TLi) is less than the
slack time (TH), then the priority of TL gets inherited to TH, and TH is inserted
into the wait queue.

2. If TL is in the execution phase, MaxTRemain(TL1, TL2,…, TLi) is greater than or
equal to the slack time (TH), and TL, then the low-priority lock-holding transac-
tion gets aborted.

3. If TLi is in commit phase (have sent a PREPARED message to its coordinator),
then the priority of TL gets inherited to TH, and TH is inserted into wait queue,
no matter the requesting transaction TH is a high-priority transaction. Although,
the priority inheritance applied here, gives the conflicting transactions a chance
of successful completion by reducing the priority inversion duration.

In brief, S2PL-PI protocol optimistically minimizes the wastage of resources by
using priority inheritance mechanism and overcomes the starvation problem with
lengthy transactions up to some extent. The following algorithm shows how the
locks are granted in S2PL-PI.
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2.1 S2PL-PI Algorithm to Resolve Data Conflict
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2.2 Major Contributions

The major contributions of S2PL-PI protocol are as follows.

1. Minimization of number of Aborts optimistically by use of priority inheri-
tance scheme, and intermediate priority assignment policy (based slack time
of lock-requesting high-priority transaction and remaining execution time of
lock-holding low-priority transaction), which in turn minimizes the number of
transactions missing their deadline.

2. Overcomes the starvation problem with lengthy transactions up to some extent
using the intermediate priority assignment policy. Such problem arises due to the
high probability of access conflicts in case of lengthy transactions.

3 Performance Evaluation

In the DRTDBS research community, there is no hands-on benchmark available to
assess the performance of the proposed protocol. Therefore, a DRTDBS including N
sites was simulated in accordance with the environment assumed in earlier studies
[17, 19–21]. We ensured a significant level of resource and data contention during
performance study. Table 1 presents different parameters used in a simulation study
with their default values.

Parameter Meaning Default setting

DBSize Size of database (no. of pages
in databases)

200 data objects/site

Ndb No. of database sites 4

AR Transaction arrival rate per site 0–4 transactions/sec
(uniformly distributed)

T com Communication delay among
transactions

Either 1 ms or 100 ms

Nop No. of operations in
transaction

4–20 (uniformly distributed)

SF Transaction slack factor 1–4 (uniformly distributed)

P(w) Probability of write operation 0.60

CPUpage Processing time required for
accessing CPU page

5 ms

Disk page Processing time required for
accessing disk page

20 ms

Earliest deadline first (EDF) is used as the cohort’s priority assignment policy
for the performance study of S2PL-PI protocol. As per EDF, a transaction with the
closest deadline is assigned the highest priority in the system. In case of a tie, we

https://doi.org/10.1007/978-981-10-8360-0_1
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Fig. 1 Transaction kill
percentage with resource and
data contention at 1 ms
communication delay under
normal load
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Fig. 2 Transaction kill
percentage with resource and
data contention at 1 ms
communication delay under
heavy load
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assign priority to the transaction using FCFS scheme. The performance of S2PL-PI
protocol is measured based on the number of transactions missing their deadline.
Mathematical calculation of kill percent is done as the following,

Kill Percent � Number of transactions aborted

Total number of transactions in the system

3.1 Simulation Study and Performance Results

To investigate the performance of the S2PL-PI when applied to a DRTDBS, a wide
rangeof operations (Nop �4–20) in global aswell as local transactions are introduced.
The simulation study is performed with disk-resident databases. We compared the
S2PL-PI concurrency control protocol with S2PL-HP protocol. Figures 1, 2, and 3
show the transaction kill percent at communication delay of either 1 ms or 100 ms
in disk-resident databases with different transaction arrival rates.

The proposed protocol performs better than SWIFT protocol+S2PL-HP protocol
under all load conditions. This is because of avoidance of ABORT of lock-holding
transaction wherever possible by using priority inheritance scheme.
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Fig. 3 Transaction kill
percentage with resource and
data contention at 100 ms
communication delay under
normal and heavy load
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4 Conclusions

In this paper, the S2PL-PI protocol has been proposed to minimize the unnecessary
abort of the transaction via the optimal use of priority inheritance mechanism. Here,
an intermediate priority assignment policy has been introduced to assign an interme-
diate priority to the conflicting transactions at the time of data contention between
them. This policy avoids the wastage of resources such as CPU and data item by not
aborting a near to completion lock-holding transaction provided that a high-priority
lock-requesting transaction can wait for the conflicting data item without missing its
deadline or at least one of the lock-holding conflicting cohort is in PREPARED state.
In this way, cooperative execution of conflicting transactions may lead to success-
ful completion of all the competing transactions. It provided performance benefits
over SWIFT protocol+S2PL-HP by optimum use of priority inheritance scheme and
combination of initial and intermediate priority assignment strategies. A DRTDBS
is simulated for the comparison of the performance of S2PL-PI protocol with pre-
vious other protocols, and results confirm the significant improvement in system
performance.

As a part of future work, an exhaustive real-life implementation work is required
to establish this approach as a value-based commercial product.
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A New Way to Find Way Using Depth
Direction A*

Akashdeep Singh, Ankit Agrawal, Pratik Patil, Priyanshu Pal
and Prashant Udawant

Abstract The paper presents a review on a new algorithm for path finding, namely
Depth Direction A* Algorithm, which uses linear graph theory in collaboration with
A* Algorithm. The algorithm increases the efficiency of A* Algorithm for avoiding
obstacles and finding the path ofminimumdistance to its goal in anymap. Further, the
path is more naturalistic, data structure requires less number of nodes for expansion
and computation, and less memory is required. To prove this, we compare the results
obtained by using various pathfinding algorithms such Dijkstra’s, BFS, DFS, A*,
and Depth Direction A*.

Keywords Pathfinding · Depth Direction A* · A* · RTS

1 Introduction

Pathfinding algorithms are used extensively in variety of fields of work and also in
day-to-day life such navigation, computer simulation, artificial intelligence, traffic
planning, and network design [1]. Path finding is especially used in the field of
computer video games to move an agent (object or a character) from one position to
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Fig. 1 Example of RTS game

another position avoiding obstacles such as water obstacles (sea plants, rocks, etc.),
land obstacles (trees, rocks, mountains), and sometime air obstacles too [2].

In 3D space, the objects refer to 2D coordinate plane for maintaining their posi-
tions. Most of the strategy games [3] will play on terrain that is large and complex
in relation to the movable agent, and there are many obstacles present in the envi-
ronment. Pathfinding is an important element of RTS games [4]. The games involve
many movable agents being moved in various paths at different times. The player
does not have time to control every individual unit to proceed to where it needs to be
at every instant [1, 4]. The artificial intelligence in the game is used to determine how
an agent should proceed to a given goal node. This is donewith the help of pathfinding
algorithms. These algorithms seek for the most efficient path of minimum distance
from the source point to the destination point (Fig. 1).

Besides, in RTS games, units and objectsmight havemovement inmultiple layers;
that is, some agents can travel in water tiles, travel on ground, and fly above in the
sky. Thus, each layer consists of an access cost value and the obstacles and barriers
are different for different objects based on their ability to traverse the given layer.
In other note, the game has rendering process that consumes time while rendering
the game in 3D space [2, 5]. The experiment must show that rendering times are
stable, so it does not affect the calculations regarding the pathfinding algorithms in
independency.

2 Literature Survey

The analysis of path ofminimumdistance is an implementation of artificial intelligent
which is developed with respect to the human capability of thinking, understanding
the cause and effect, and learning [6]. Heuristic is defined as proceeding to a solution
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by trial and error or by rules that are only loosely defined. Heuristic technique is a
technique for problem solving, learning, or discovery that employs a practicalmethod
which may not be optimal or perfect but is sufficient for immediate goals. It might
return values that are not expected [1, 5]. This varies with each different problem. 3D
RTS game uses analysis of minimum distance to manage the path of movement of
movable agents. The researchproposes the following idea. It proposes the comparison
between several pathfinding algorithms in terms of rapidity, intelligence, memory
consumption, and efficiency [3, 5]. The algorithms to be compared are breadth-first
search, A*, depth-first search, iterative deepening, bidirectional breadth-first search,
Dijkstra’s, and depth-limited depth-first search [5]. The pathing analysis provides
appropriate paths to move from start/source location to end/destination location for
agents in variety of games. It can solve the trouble of finding the best possible shortest
path while avoiding obstacles.

2.1 Breadth-First Search

Pseudo code:
bfs(Graph, start_node, end_node)
{
Create Empty List VISITED
Create Empty QUEUE
VISITED.add(start_node)
QUEUE.enqueue(start_node)
current � start_node
while current ! � end_node
if v not in VISITED

current � QUEUE.dequeue()
for all neighbours n of current in Graph
if n not in VISITED

QUEUE.enqueue(n)
end for
VISITED.add(current)

end if
end while

}

Scope for Improvements:
Breadth-first search [7] requires the saving of each level of traversal tree for further

processing. Consequently, this leads increasedmemory usage and will easily exhaust
the available memory in low-memory systems (Fig. 2).

Further, the time consumed by the algorithm is directly proportional to distance
between the goal node and the root node.
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Fig. 2 Implementation of breadth-first search

2.2 Depth-First Search

Pseudo Code:
dfs(Graph, start_node, end_node)
{

Create Empty List VISITED
Create Empty STACK
VISITED.add(start_node)
STACK.pust(start_node)
current � start_node
while current ! � end_node
current � STACK.top()
STACK.pop()
for all neighbours n of current in Graph
if n not in visited

STACK.push(n)
VISITED.add(n)

end if
end for
end while

}

Scope for Improvements:
Assuming infinite (very large value) depth of the search tree, then there is a

possibility that the algorithm will continue to search along the left descendent node
forever if in case the goal is not reached. To fix this, a depth cut-off value could be
defined. This will further need to be optimized as the position of the goal node is not
known; thus, if the goal node is below the cut-off, then goal will never be reached.
Hence, it is not guaranteed to find the solution. Also, if loops exist in the graph,
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Fig. 3 Implementation of depth-first search

then DFS [8] will traverse these loops infinitely. For this, checking for loops must
be implemented (Fig. 3).

2.3 Dijkstra’s Algorithm

Pseudo Code:
dijkstra(Graph, start_node, end_node)
Create Empty List VISITED
Create Empty List NEIGHBOUR
current � start_node
VISITED.add(current)
while current ! � end_node
for each neighbour n of current in GRAPH
NEIGHBOUR.add(n)
end for
current � NEIGHBOUR.min()
VISITED.add(current)
end while

Limitations:
The time taken is a lot in Dijkstra’s [6]. The path found may not always be the

shortest as it does not take into account a heuristic function.Thenumber of expansions
made is very large, so a lot of memory is used (Fig. 4).
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Fig. 4 Implementation of Dijkstra’s

2.4 A*

Pseudo Code:
Astar(Graph,start_node,end_node)
{

Create Empty List CLOSEDSET
Create Empty List OPENSET
OPENSET.add(start_node)
while OPENSET.count > 0
find the node in OPENSET with lowest f cost and call it current
current.visited � true
CLOSEDSET.add(current)
OPENSET.remove(current)
if current �= end_node

display path found
return

end if
for all node n adjacent to current
if not n.visited

n.g_cost � current.g_cost + distance between g and n
n.h_cost � distance between n and end_node
n.f_cost � n.g_cost + n.h_cost

end if
if n not in OPENSET

OPENSET.add(n)
end if

end for
end while
}



A New Way to Find Way Using Depth Direction A* 195

Fig. 5 Implementation of A*

Scope for Improvement:
The path that is formed does not look good. The number of nodes expanded in

A* [4] is more compared to Depth Direction A* (Fig. 5).

2.5 Depth Direction A*

Depth Direction A* [5] is a modification of A* in which when no obstacles are found
in the vicinity of the current node where the path has reached, it calculates the next
node by using graph theory using the formula

y � mx + c (1)

where y is the y index and x is the x index and m is the slope of line from the current
point to the final node and c is the intercept of that same line. m is calculated using
the formula

m � y2 − y1

x2 − x1
(2)

where x2 and y2 are the x and y coordinate of target node, respectively, and x1 and y1
are the x and y coordinate of the current nod. Similarly, c can be found by substituting
value of x, y, and m in the equation of line. Thus, using m, c, and the new value of
x coordinate, i.e., either old x coordinate +1 or old x coordinate −1, we can find the
value y coordinate for the next node in the path, whereas if we encounter an obstacle
we use the traditional A* Algorithm to avoid the obstacle.

We also make use of a heap instead of list for OPENSET, as we use a heap it will
reduce the time required to find the element which has the lowest f cost and finding
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Fig. 6 Implementation of Depth Direction A*

the element which has the lowest f cost is a very costly affair where most of the time
is spent by the algorithm (Fig. 6).

Depth Direction A* pseudo code:
Depth_Direction_Astar(Graph,root)
{

Find intial value of m � (Goal Y – Start Y)/(Goal X – Start X)
Create Empty List CLOSESET
Create Empty Heap OPENSET
OPENSET.add(root)
While OPENSET not empty
current � OPENSET.removefirst()
if current’s neighbors not obstacles

find next node using linear graph theory
else

find next node using A*
end if
end while

}

3 Experiment

The algorithms were implemented using unity in which a separate class was used for
each algorithm. We also had a class called node which stored was used to define a
particular node in the map or grid. This class had a property called walkable which
was a Boolean. This property was used to define if that particular node could be
traversed by the object or if this node was to be considered an obstacle (Fig. 7).
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Fig. 7 White squares have property walkable as true, and red square has property walkable as false

Another class that was used was the grid class, which contained a 2D array of
nodes for all the nodes in the map. The initialization of the walkable property of
the node is done in this class. Since we also allow an object to have certain height
before it become an obstacle, we check that in this class. The maximum allowable
height is defined by the property maxHeight. This class also contains a function
called GetWorldPointFromNode (Node A) which returns the x and y coordinate for
node A.

We have implemented A*, Dijkstra, DDA* using a heap for instead of a list as this
makes the searching of elements which have the least cost much less expensive. If
we used list, we would have to search the whole list for the shortest element; even if
we used a priority queue, we would have to traverse the queue a lot during insertion.
This problem is handled by heap very effectively.

4 Result Analysis

The implementation of Depth Direction A* on unity sands the path developed by it
to reach from one node to another node.

The comparison graph betweenDepthDirectionA*,A*,BFS,DFS, andDijkstra’s
is shown in the following graphs (Figs. 8 and 9).

The graphs represent time taken to reach the goal node (written above each graph)
from start node by different algorithms. The comparison graphs show that Depth
Direction A* pathing algorithm takes less time than any other pathing algorithm.

After deliberate comparison of aforementioned algorithms, we have come to a
result that Depth Direction A*Algorithm is better in rapidity, efficiency, and reduced
memory consumption.
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Fig. 8 Multiple comparisons for random map #1

Fig. 9 Multiple comparisons for random map #2

5 Conclusion

In finality, after executing different pathfinding algorithms, including Depth Direc-
tion A* (DDA*), on various maps with varying obstacles, it was observed that DDA*
Algorithm performed better in terms of space required and time taken. There was
considerable amount of difference in time taken as well as the memory used for node
expansion by DDA* for pathfinding. Further, the path observed in DDA* is neater,
more linear, and naturalistic as compared to other pathing algorithms (Fig. 10).
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Fig. 10 Green area is traversable, and red blocks are obstacles

The average time taken by A* is 9.87 ms, whereas the average time taken by
DDA* is 6.07 ms. The difference is observed using a small map. The superior nature
of DDA* over A* is observed more profoundly as the size of map increases. This is
a comparison made when both A* and DDA* are implemented using heaps.
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ECG Biometric Analysis Using
Walsh–Hadamard Transform

Ranjeet Srivastva and Yogendra Narain Singh

Abstract The electrocardiogram (ECG) signal expresses unique cardiac features
among individuals. This paper proposes a novelmethod to human identification using
ECG. The proposed method utilizes a band-pass filter for quality check and autocor-
relation (AC) for feature extraction. Furthermore, the Walsh–Hadamard transform
(WHT) is used for feature transformation. To get cost- and time-efficient classi-
fication performance, the dimensionality of feature vector is reduced using linear
discriminant analysis (LDA). Experimental results show the best identification rate
of 95 and 97% over MIT-BIH arrhythmia database and QT database, respectively.

Keywords Human identification · Electrocardiogram · Walsh–Hadamard
transform · Discriminant analysis

1 Introduction

The identity of a person needs to be determined in many applications of access
control. Traditional identity verification methods based on passwords and ID cards
are vulnerable to identity theft [1]. In order to offer better security to identity proving
systems, many body parts and behaviors are being used from last decade [2, 3]. This
class of strategy offers better security to identification system. Among them, some
modalities are widely accepted but lack to provide robustness to circumvention or
replay attacks and user privacy. In the recent years, researchers have suggested that
physiological signals like electrocardiogram (ECG) have potential to be used for
identity proofing and provide robustness in identification [4, 5].
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In the literature, it has been shown that the ECG signals of different individuals
are heterogeneous [6, 16]. The discriminatory features in ECG are found among
individuals due to different levels of ionic potential, plasma level of electrolytes as
well as physical structure, position, and size of heart. Different methods are found
in the literature to analyze the ECG and its use to biometric application. One of the
early studies of use of ECG biometric was presented by Biel et al. [6]. They have
used multivariate method on a group of 20 subjects and achieved 100% identifi-
cation rate. Shen et al. [7] have investigated the feasibility of ECG as a biometric
by using time-domain and appearance-based features. They have achieved 95 and
80% classification accuracy by template matching and decision-based neural net-
work approaches, respectively. By combining these two approaches, the reported
identification result is 100% for 20 subjects.

Singh et al. [8–10] have analyzed the ECG using signal processing techniques.
They have classified the individuals using a variety of features those are extracted
from temporal, amplitude, and angle features with an accuracy of over 99%.
Plataniotis et al. [11] have introduced a non-fiducial feature extraction method based
on autocorrelation (AC) and discrete cosine transform (DCT). They reported the
recognition rate of 100% on a data set of 14 healthy subjects. Chan et al. [12] have
classified 50 subjects with accuracy of 95%, using three different quantitative mea-
sures: residual difference, correlation coefficient, and distancemeasure usingwavelet
transform.

A short-time frequency method has been developed by Odinaka et al. [13]. They
have performed experiments on a sample of 269 subjects. The equal error rates of
verification are found to be 5.58% on multisession data. When training and testing
samples are collected from same day, the verification results are improved further.
Agrafioti et al. [14] have presented an autocorrelation-based approach in conjunction
withDCTand linear discriminant analysis (LDA).Wanget al. [15] havedemonstrated
the comparison of fiducial-based approach using analytic and appearance attributes
and non-fiducial-based approach using AC and DCT. Li et al. [16] have proposed a
hybrid approach fusing temporal and cepstral information and achieved identification
accuracy of 98.26% on 18 subjects.

The issues related to these studies include individuality of ECGover larger popula-
tion, sensitivity to exact localization of fiducial points, heart rate variations, different
anxiety level. In this paper, a novel method is proposed that addresses the issues like
the individuality of ECG and accurate localization of dominant fiducials. Themethod
calculates the AC coefficients from the windows of filtered ECG signal. Further, the
AC coefficients are transformed intoWHT coefficients and LDA is applied to reduce
the dimensionality. Experimental results show that the proposedmethod outperforms
other methods on MIT-BIH arrhythmia database and QT database. The rest of the
paper is outlined as follows: Sect. 2 presents the novel method of ECG analysis and
its characterization that is used for biometric application. The experimental results
are presented in Sect. 3. Finally, the conclusion is noted in Sect. 4.
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Fig. 1 A schematic of proposed ECG biometric system

2 Proposed Methodology

A schematic diagram of proposed biometric system is depicted in Fig. 1. It involves
mainly: preprocessing, feature extraction, feature reduction, and classification. Dif-
ferent types of noise and artifacts are removed in preprocessing step. Features are
extracted from an ECG trace of 50 seconds, by autocorrelation followed by Walsh–
Hadamard transform (WHT). The LDA is used for feature reduction, and the last step
of the identification process is classification based on match scores of the subjects.

ECG signals may have different type of noises such as low-frequency noise com-
ponents including baseline oscillations, respiration or body movements and high-
frequency noise components due to power line interferences. A band-pass filter is
used to eliminate the effects of noise by combining a low-pass (Eq.1) and a high-pass
(Eq.2) filter [17]. The cutoff frequency of low-pass filter and high-pass filter is about
11 and 5Hz, respectively. The reason behind selecting this combination of filter is
that most of the energy of ECG signal lies within the above frequency range.

yn = 2yn−1 − yn−2 + xn − 2xn−6 + xn−12 (1)

yn = 32xn−16 − (yn−1 + xn − xn−32) (2)

The filteredECGsignal is divided into non-overlapping segments. Thewindowing
criteria are followed with the motivation that the maximum correlation among data



204 R. Srivastva and Y. N. Singh

samples can be found, if the window size is at least two heartbeats. The length of
window can be chosen heuristically according to the sampling rate of signals. For
this experiment, all the data is sampled at 200Hz, and the data window of size 50
seconds is chosen.

The fiducial-based feature extraction techniques may not achieve better classi-
fication performance, since it is highly dependent on the accurate localization of
dominant fiducials of ECG wave. Several factors may affect the exact delineation of
fiducial points such as noise present in the ECG signal. This motivates us to adopt
a method which is independent of fiducial points of ECG signal. To extract fea-
tures from ECG signal without localization of fiducial points, autocorrelation (AC)
is applied on windowed ECG. The AC shows similarity of samples as a function of
time lag between them. The AC provides an automatic, shift-invariant representation
of similarity features over multiple cardiac cycles. The normalized AC (̂ACyy[t]) for
ECG signal, y[i] of length n can be computed as follows,

̂ACyy[t] =
n−|t|−1
∑

i=0

y[i]y[i + t]
̂ACyy[0]

(3)

where y[i + t] is determined by shifting windowed ECG with a time lag of t =
0, 1, . . . (m − 1);m << n.

The AC coefficients are transformed using WHT to maximize the inter-class
dissimilarity and intra-class similarity.Walsh function offers a fast method of solving
nonlinear differential and integral equations with the reduction in calculation speed
and storage space [18]. The Walsh function has only three possible values:+1 or −1
in the interval 0 � x � 1 and a value zero outside this interval. The Walsh transform
of a given series of numbers x0, x1, x2 . . . xN−1 can be calculated as follows,

aj = 1

N

N−1
∑

t=0

xt ∗ wj(xt), j=0,1, . . .N-1 (4)

whereN is the number of samples in the series, andwj is theWalsh function calculated
as:

wj(x) = 0, for x < 0 or x > 1 (5)

w0(x) = 1, for 0 <= x <= 1 (6)

w2j(x) = wj(2x) + (−1)jwj[2(x − 1/2)] (7)

w2j+1(x) = wj(2x) − (−1)jwj[2(x − 1/2)], for j=0,1, . . .N-1 (8)

The feature vectors formed with Walsh coefficients have higher dimension. To
retain the discriminatory information even with lower dimension, LDA is applied to
the feature vector. The LDA seeks to reduce dimensionalitywhile preserving asmuch
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the class discriminability as possible. It linearly transforms the feature characteristics
in a lower dimension space.More formally, let us assume that training setχ = {χi}Ni=1

contains the patterns of N classes. Each class χi = {χij}Ni
j=1 with χij windows and a

set of M feature basis vectors {�t}Mt=1 are estimated by maximizing Fisher’s ratio.
Fisher’s ratio is defined as the ratio of between-class scatter to within-class scatter.
The maximization can be formulated as follows,

� = argmax

( |�T Sb�|
|�T Sw�|

)

(9)

where � = [�1, . . . , �K ], and Sb and Sw are the between- and within-class scatter
matrices, respectively, defined as:

Sb = 1

n

N
∑

i=1

Ni(χi − χ)(χi − χ)T (10)

Sw = 1

n

N
∑

i=1

Ni
∑

j=1

(χij − χi)(χij − χi)
T (11)

where n = ∑N
i=1 Ni, is the total number of training windows. The mean of class χi

is χi = 1
Ni

∑Ni
j=1 χij. The discriminatory feature vectors can be found corresponding

to the vectors of largest eigenvalues. In this experiment, set � contains eigenvectors
corresponding to k eigenvalues computed from (Sw)−1Sb.

3 Experimental Results

The proposed ECG biometric method is tested onMIT-BIH arrhythmia database and
QT database of physionet [19]. Both databases include ECG recordings of men and
women with the age between 20 and 84 years. The databases have ECG recording
of normal and arrhythmia patients. For this experiment, ECG recordings of 48 sub-
jects from MIT-BIH arrhythmia database and 39 subjects of QT database are used.
The original sampling rate for MIT-BIH arrhythmia database and QT database is
360 and 250Hz, respectively. All these records are re-sampled at 200Hz for this
experiment. Each signal is processed with a band-pass filter. Eleven windows of
50seconds (10,000 samples) and 10 seconds (2000 samples) in length are chosen
from processed ECG signal of MIT-BIH arrhythmia database and QT database,
respectively. To avoid the sensor and body stabilization effects, the windows are
chosen from the middle of each recording. A data set of 528(48 × 11)× 10,000
for MIT-BIH arrhythmia database and of 429(39 × 11) × 2000 for QT database is
formed for feature extraction.
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Fig. 2 AC representation of filtered ECG signals: a single subject for different windows (eleven)
and b single window for different subjects (five)
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Fig. 3 Plots for Walsh transform of autocorrelated ECG signals: a single subject for different
windows (eleven) and b single window for different subjects (five)

On applying AC to these data sets, the feature vectors of 528 × 180 and 429 ×
180 are formed for MIT-BIH arrhythmia database and QT database, respectively.
The AC time lag of 180 samples is set for this experiment by considering the fact
that a normal heart beats 60 to 100 times a minute. The plots of normalized AC
for eleven windows of a subject and for five different subjects are shown in Fig. 2a
and in Fig. 2b, respectively. These feature vectors are transformed by WHT, in order
to minimize the intrasubject variations and to maximize the intersubject variations.
The results of WHT for eleven windows of single subject and single window of
five different subjects are shown in Fig. 3a and in Fig. 3b, respectively. The LDA is
applied for dimensionality reduction of feature vectors to different dimensions such
as 2, 5, 7, 10, 13, 15, 20, 22, 25, and 30. The intrasubject variability and intersubject
similarity on first three dimensions as achieved by LDA for ten subjects for each
database are shown in Fig. 4.

The last window from each record is used as template to form gallery data set.
A probe data set is prepared from rest of thewindows from each record. Thematching
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Fig. 4 Intrasubject similarity and intersubject variability represented by first three dimensions as
shown by DIM 1, DIM 2, and DIM 3 for ten different subjects of a MIT-BIH arrhythmia database
and b QT database

scores (genuine and imposter) are generated by comparing each projected feature
vector from gallery data set to all projected feature vectors in the probe data set.
Euclidean distance is used as similarity measure between gallery and probe data
sets. The match scores are genuine scores, if they are generated by comparing the
attribute sets of probe and gallery data of the same subject; otherwise, the scores
are impostor scores. Thus, 48 genuine scores and 2256(48 × 47) impostor scores are
generated, for the population ofMIT-BIH arrhythmia database. For the population of
QT database, the system generates 39 genuine scores and 1482(39 × 38) impostor
scores. The performance of the proposed identification system is evaluated using
classification accuracy by rank-k. The percentage of probe signals that have the
correct class as one of the top k scores is known as the rank-k classification accuracy
of the system. Further, the cumulative match characteristic (CMC) curve has been
drawn after computing the average rank classification accuracies.

The CMC results at different dimensions for MIT-BIH arrhythmia database are
shown in Fig. 5a. The rank-1 classification accuracies of the system at dimensions
10, 13, 15, 20, 27, and 30 are found to be 66, 72, 81, 85, 62, and 60%, respectively.
It shows that the rank-1 classification accuracies increase with the increase in dimen-
sions up to twenty (DIM 20) and decreases above DIM 20. The system achieves the
better rank-1 classification accuracy of 85% at DIM 20. The CMC curve for DIM
10 shows poor classification performance and reported accuracies of 68% at rank-2,
80% at rank-3, 84% at rank-8, 86% at rank-10, 90% at rank-12, and 100% at rank-36.
The classification accuracies at DIM 13 are found to be 80% at rank-3. It increases
with the increase in rank and reported as 86% at rank-10, 90% at rank-18, 96% at
rank-25, and 100% at rank-29. The classification accuracies are improved at DIM 15
and achieve 100% accuracy at rank-28. The accuracies at other ranks are reported
as 85% at rank-2, 91% at rank-9, 97% at rank-25. At DIM 20, the classification
accuracies are 91% at rank-2, 95% at rank-10, 97% at rank-19, and 100% at rank-37.
The classification accuracies show degradation of performance above DIM 20. At
DIM 27, it reports accuracies of 89% at rank-2, 95% at rank-16, 97% at rank-23,



208 R. Srivastva and Y. N. Singh

 60

 65

 70

 75

 80

 85

 90

 95

 100

 1  5  10  15  20  25  30  35  40C
la

ss
ifi

ca
tio

n 
A

cc
ur

ac
y(

%
)

Rank
DIM10
DIM13

DIM15
DIM20

DIM27
DIM30

 90
 91
 92
 93
 94
 95
 96
 97
 98
 99

 100

 1  2  3  4  5

C
la

ss
ifi

ca
tio

n 
A

cc
ur

ac
y(

%
)

Rank
DIM10

DIM13

DIM15

DIM22

DIM25

DIM30

Fig. 5 Cumulative match characteristic curves for rank-based classification accuracies: aMIT-BIH
arrhythmia database and b QT database

and 100% at rank-29. The classification accuracies at DIM 30 are found to be 89%
at rank-2, 95% at rank-19, 97% at rank-25, and 100% at rank-29.

The aforementioned system performs better on QT database. The CMC curve is
shown in Fig. 5b. The classification accuracies reported at dimension 22 (DIM22) are
found to be 97% at rank-1, 99% at rank-2, and 100% at rank-3. The CMC curve for
DIM 10 shows poor performance, and reported accuracies are 94% at rank-1, 96%
at rank-2, 98% at rank-4, and 100% at rank-5. At DIM 15, it reports classification
accuracies of 97% at rank-1, 99% at rank-3, and 100% at rank-4. The classification
accuracies at DIM 30 are found to be 96% at rank-1, 99% at rank-3, and 100% at
rank-4.

The average rank classification accuracies on different databases at different
dimensions are presented in Table1. On MIT-BIH arrhythmia database, the aver-
age rank classification accuracies are found to be 80, 86, 91, 95, 94, 94, and 91%
at dimensions 10, 13, 15, 20, 22, 25, and 30, respectively. The average rank classi-
fication accuracies on QT database at dimensions 10, 13, 15, 20, 22, 25, and 30 are
reported as 96, 97, 97, 97, 97, 96.6, and 96% respectively. These results reported
the highest average rank classification accuracies as 95% at DIM 20 on MIT-BIH
arrhythmia database and 97% at DIM 22 on QT database. For both databases, the
performance of the system degrades at higher dimensions. For example, above DIM

Table 1 Results of average rank classification accuracies at different dimensions for MIT-BIH
arrhythmia database and QT database.

Dimensions Average rank classification accuracy(%)

10 13 15 20 22 25 30

Database

MIT-BIH arrhythmia
database

80 86 91 95 94 94 91

QT database 96 97 97 97 97 96.6 96
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20 onMIT-BIH arrhythmia database and above DIM 22 on QT database, the average
rank classification accuracies are linearly decreasing.

These results show that the proposed method reports better identification per-
formance in comparison to the other methods of ECG biometric. For example, the
proposed method reports better result than fiducial-based identification method [2].
Although the identification accuracy of 100% was achieved by fiducial point-based
methods [6, 7], these methods were tested on only group of 20 subjects. The result of
proposed method can also be compared with non-fiducial-based ECG identification
methods [4, 11, 12, 15, 16]. Among these, the methods [4, 11, 15, 16] report better
performance but they are tested only at 74 healthy subjects, 14 healthy subjects, two
sets of 13 subjects each, and 18 subjects only. The proposed method proved to be
better in handling the issues like sensitivity to accurate localization of fiducial points
of ECG wave and individuality of ECG over larger population.

4 Conclusion

The ECG has emerged as a potential tool for biometric recognition due to its unsus-
ceptibility against spoofing andvitality detection features. TheECGanalysismethods
based on fiducial points take advantage of different morphological features. Tem-
poral, amplitude, and angle features are significantly different among individuals.
These methods rely on accurate localization of fiducial points and their onset and
offset. There is no universally acknowledged algorithm to find accurate wave bound-
aries. This study has analyzed the ECG signal to use as a biometric without detection
of its dominant fiducials. The autocorrelation is used to compute the discriminative
information available to the ECG signals among population. The autocorrelated sig-
nals are transformed into their Walsh coefficients to distinguish the features among
them. Further, linear discriminant analysis is used to reduce the dimension of feature
vectors to result time- and cost-efficient classification performance. The experimen-
tal result has demonstrated that the proposed method of ECG analysis proved to be
benchmark for biometric research community as it achieves high identification rate
for healthy subjects as well as the subjects having arrhythmia.
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A Priority Heuristic Policy in Mobile
Distributed Real-Time Database
System

Prakash Kumar Singh and Udai Shanker

Abstract In fast processing new technology, to provide priority scheduling among
different running transactions is a challenging part of research in wireless environ-
ment. It incorporates a mechanism to assign priority among transaction to maintain a
sequence of execution. Priority heuristics are the backbone of a transaction schedul-
ing approach in real-time systems. It is one of the sophisticated tasks which heav-
ily affect the overall performance of mobile distributed real-time database system
(MDRTDBS). Priority heuristics have been developed for centralized and distributed
real-time database systems where cohorts or sub-transaction executed in sequen-
tial/parallel manner; however, these heuristics may not fit well for the MDRTDBS
where sub-transactions are performing parallel execution and face a lot of wireless
environment challenges. In this paper, a priority heuristic has proposed which inte-
grates the concept of number of write locks and the variable size of data items.
Further, simulation study has been done to evaluate performance of proposed pri-
ority heuristics with earliest deadline first and heuristic based on number of locks
required.

Keywords Real-time · Transaction · Priority heuristic · Mobile distributed
database

1 Introduction

Increasing demand for portable mobile devices, such as laptops, mobile phones,
personal digital assistants, and many other wireless devices has become an essential
part of our daily life [1–4]. Several real-time applications running on these mobile
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devices such as taxi booking, mobile banking, and stock trading need to complete
their transaction within a time constraint. A correct and timeliness method is needed
to run these mobile devices properly in intrinsic limitations of wireless environment.
In past three decades, research in time-specific distributed real-time database system
(DRTDBS) [5–7] received a great attention. To maintain data consistency among
transaction, various pessimistic and optimistic concurrency control policies have
been developed [8, 9]. However, recent advances in mobile technology introduced a
new era of research challenges in the field of mobile distributed real-time database
system (MDRTDBS) [8, 9]. MDRTDBS is a collection of mobile and fixed devices
(or participants), which are connected through wired and/or wireless channels and
share and store the available resources. MDRTDBS performs multiple concurrent
transactions which are integrated with a time constraint method.

To perform correct transaction execution and minimize transaction miss rate,
researchers have been motivated to develop priority heuristics [4]. Priority heuris-
tics (PH) [4] decide the sequence of transaction’s execution. The main concept
behind heuristics is to minimize transaction miss rate. So far, many researchers have
addressed number of heuristics for centralized and distributed databases. Abbott
et al. [1] have addressed transaction scheduling algorithm for centralized real-time
database system. They have developed three transaction priority heuristics to achieve
data consistency within a time constraint: (i) first come first serve (FCFS), (ii)
least slack first (LSF), and (iii) earliest deadline first (EDF). Nowadays, most of
the researchers are using EDF with their developed concurrency control policies
[8, 9]. Kao et al. addressed the deadline assignment of sub-tasks on various dis-
tributed sites [10]. Further, Haritsa et al. [2] have introduced a different approach to
decide transaction priority. They have proposed a priority heuristic based on deadline
and values that finally resulted inmaximizing the actual realized transaction value. In
their approach, authors have assigned a specific value to a transaction and expected to
have the same value if the transaction finished their commit operation before assigned
deadline. Generally, in distributed database, a global transaction (GT) is partitioned
into sub-transaction (ST) which runs on different sites.

In last twodecades, researchers havedevelopedvery fewconcurrency control (CC)
policies in MDRTDBS [8, 11]. Although these CC policies developed for mobile
distributed environment, these CCs have also used sequential heuristic methods.
These heuristics may not fit well for the MDRTDBS when sub-transactions are
performing parallel execution [9, 12]. At first, Shaker et al. [12] have developed
a priority heuristic to support parallel sub-transaction execution on different sites
for DRTDBS. But it may not fit well in MDRTDBS due to intrinsic limitation of
wireless medium. Singh et al. [13] have developed another heuristic using optimistic
concurrency control in mobile environment. However, it is not much appropriate for
the variable-sized data items distributed among sites [14]. Hence, there is need to
develop priority heuristics to fit well for mobile distributed real-time environment
where the data item may be of variable size.

Here a new priority heuristic has been proposed to enhance the overall system
performance of MDRTDBS which is based on number of write lock required and
variable-sized data items. Simulation experiments [13] showed that priority heuristic
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based on number of write locks outperforms than other existing heuristics over awide
range of workloads. But, they assumed that data items have the fixed (same) size.
Most of the systems assume that data items are fixed sized, but in real world, not
all data items have the same size. Treating large-sized data items and small-sized
data items in the same manner is unfair choice [14]. Ultimately, it is not suitable
for variable-sized data items. This motivates us to develop a new heuristic with
variable-sized data items.

Instead of past heuristic, where a sub-transaction has been inherited the priority
from its parent transaction, our approach assigns priority based on the number of
write locks and size of data items required by a sub-transaction at a site. In this
paper, performance study has been done by integrated this heuristic with DH2PL
[8]. However, the improvement gain as shown by the experimental result is not
limited to only DH2PL.

Section 2 briefly describes MDRTDBS transaction model and basic assumptions
used in the model. In Sect. 3, proposed heuristic has been detailed. Section 4 presents
performance evaluation model parameters and simulation results. Finally, Sect. 5
concludes the paper.

2 MDRTDBS Model

MDRTDBS is a collection of fixed and mobile participants, which can communicate
with each other and share resources stored on different sites [8, 9, 15–18]. These
participating sites execute multiple concurrent transactions, which should complete
before their deadline. The structure of our MDRTDBS model consists of some fixed
hosts (FHs), participant mobile hosts (MHs), fixed mobile support stations (MSSs),
and different database servers, as given in Fig. 1 [9, 13]. Each MSS is connected
through its mobile sites as well as fixed stations. Server site maintains a transac-
tion generator, data manager, concurrency controller, transaction manager, a local
database such as main memory, data manager, data broadcasting component [8, 9,
13, 19, 20], ready and wait queue, etc. Transaction generator creates real-time trans-
action independent to other mobile hosts using Poisson’s distribution using given
arrival time. Mobile site consists of a mobile transaction generator, mobile concur-
rency controller, mobile transactionmanager, CPU, ready andwait queues formobile
transactions, a wireless communication interface, a local database, a sink, data man-
ager, data receiver, data manager, and disconnection processor. In this model, the
transaction is initialized at mobile clients within its cell or from others cell. The
fixed server (MTSO) is responsible for active transaction maintenance, channel allo-
cation, handoff procedure, message routing and allocation of cohort on different base
stations (Fig. 1).

Mobile data manager manages the locally committed data items of read-only
transaction (ROT) [16, 18, 20, 21]. Data receiver receives the committed data
broadcasted by server in last broadcast cycle. In this paper, mobile transaction can
be initiated at mobile host. Transaction from mobile host is assumed to be flat
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transactions which allow only firm deadline. If the transaction misses their dead-
line, it must be aborted. Each transaction is assigned an initial deadline. In real-time
scenario, it is assumed that the transactions have their predefined set of read andwrite
data items. Each base station and server maintains a lock table, and the data conflict
is detected by a scheduling mechanism. In our MDRTDBS model, the most impor-
tant component is priority assignment which assigns the priority to different mobile
transactions. Priority assignment policy specifies the order of execution of mobile
transactions. Based on transaction priority, the mobile sub-transactions known as
cohorts are queued in ready queue and it must pass through concurrency control
mechanism to obtain a lock on the data item. The MDRTDBS model uses two-phase
commit (2PC) to perform its commit procedure. In the given MDRTDBS model,

Fig. 1 Mobile distributed real-time database model
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sink component gathers the statistics for all committed or aborted transactions. After
commitment procedure, transactions release their read or write locks.

3 Proposed Priority Heuristic

The new heuristic is based on number of write locks required by the cohorts with
addition to total size of data items of transaction on which locks are required. Initial
priority (Init_P) of each cohort Ti is computed using following formulae:

Init_P � 1/Nw + 1/S where, Nw ≥ 1 (1)

where it is assumed that Nw is the number of write locks required by the cohort and
S is total size of data items of transaction on which locks are required. In mobile
environment, the percentage of read-only transaction is much more than update
transactions [9, 16, 18]. The write locks of update transaction have a greater chance
of confliction than read locks, and it takes much processing and communication time
than read locks [8]. So, it is not fair to consider only fixed-sized data items. In this
paper, the size of data items is assumed to be variable. In deciding initial priority
of cohort transactions, the concepts of total size of data items have been added with
number of write locks. An intermediate priority assignment policy (I_Pr) is added
with the proposed heuristic to minimize the transaction miss rate.

I_Pr is used with the proposed heuristic to minimize the restart rate. In this policy,
an intermediate priority is assigned to newly arrived lock requesting cohort. Basically,
this policy prevents the unnecessary abort of lock holding low priority cohort T lh.
This scheme is primarily based on the total remaining execution time Remain (T lh)
required for lock holding low priority cohort T lh and the available slack time ST (T lr)
of the newly arrived higher priority cohort T lr. Even if the requesting arrived cohort
T lr is higher priority than T lh, the low abort of T lh is possible only when the slack
time of T lr is lower than the total remaining execution time of T lh. In this procedure,
this policy does not affect the initial priorities assigned to the two cohorts. The total
remaining execution time of the lock holding cohort (Ti) is given as:

Remain (Ti ) � Ri − Elapse (Ti )

where assume that Remain (Ti), Elapse (Ti), Ri, ST (Ti) are the remaining time
left of transaction execution, elapsed time of transaction execution, remaining time
needed of transaction, and slack time of Ti, respectively. In case of Remain, (T lh)
is less than ST (T lr) and then T lr waits for the lock which holds by executing T lh;
otherwise, it forces T lh for performing the abort procedure. The following is the
algorithm developed for the above-proposed heuristic with I_Pr. Assume that Pr (Ti)
is the priority of cohort Ti.
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4 Performance Evaluation

4.1 Performance Parameters and Measures

The MDRTDBS having N sites different sites is simulated based on [8, 9, 12, 14].
Table 1 consists of the default values of related parameters. The parameter has been
taken based on earlier simulator developed by Lee et al. [4, 14], Lam et al. [8], Lei
et al. [9], and Shanker et al. [12]. Simulation has been written using C language. The
transaction is assumed to be initiated at mobile site. Server distributes the cohorts
among different sites. After completion of the transaction on different sites, the
next transaction will generate using think time given in Table 1. The concurrency
control policy DH2PL is used to evaluate the impact of EDF, heuristic of [12], and
proposed heuristic with I_Pr policy. In this paper, it has been assumed that m is
number of cohorts of transaction T , N is number of operations, T l is time required
to lock or unlock a data item, T pr is the time to process a read or write data item,
T comm is communication delay between server and mobile node, Ncomm is number of
messages communicated between server and mobile host, TTPT is total processing
time of local or global transaction, and SF is the slack factor. Then, estimated deadline
of a transaction Y is calculated as:

DL (Y ) � AT (Y ) + (TTPT × N + Tcomm × Ncomm) × (1 + SF)

For local transaction, value of � 0 and TTPT is calculated as,

TTPT � 2Tl + Tpr

However, for global transaction and for m cohorts, the value of TTPT is computed
as:

TTPT � 2Tl + Tpr × m.

Table 1 maintains the baseline setting for the simulation work. The parameters are
chosen to create a scenario with high utilization and variable-sized data items. In our
simulation work, decreasing distribution (DEC) [14, 22, 23] is used for data access
pattern, where default value of θ is taken as 0.8. A mobile transaction is processed
until it is committed. Once the transaction deadline is found missing, the transaction
will be aborted.

Miss rate and restart rate are twoperformancemetrics of our simulation. Following
formulae is used to determine the miss rate and restart rate:

Miss Rate � number of deadline missing transaction

total number of transactions submitted for processing
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Table 1 Baseline setting

Parameter Meaning Default value

DB_SIZE Database size 500

NL_DB_SIZE No of local database size 5

d_size Min Minimum size of data item 5 Kbytes

d_size Max Maximum size of data item 1000 Kbytes

B Bandwidth 128 K bytes per second

DT Disk time 20 ms

PHR Hit ratio 75%

CPUP Time to process an operation 10 ms

CPUL Time to lock a data item 1 ms

CPURL Time to unlock a lock 1 ms

CPUUD Time to write a data item 4 ms

L_UI Location update interval 0.2 s

θ Zipf distribution parameter 0.8, range is between 0 to 1

P_WL Proportion of write lock 0.6

S_R Slack range 2–6

N_CELL Number of mobile cells 5

N_MC Number of mobile clients 10

Pdiss Probability of disconnection 0.5%

Tdis Duration of disconnection 1–50 s

P_ROT Proportion of ROT 70%

P_H Handoff probability 2%

TT Think time 1–7 s

Restart Rate � Total number of local (or global) transaction estart

total number of local (or global) transaction submitted

4.2 Simulation Result

In this simulation work, a comparison has been performed among our heuristic
(HP_NWL_SD), basic EDF-based policy (HP_EDF), and a heuristic proposed by
Shanker et al. (HP_NL) [12]. Increase in think time ultimately decreases the trans-
action workload. Hence, in Fig. 2, the graph shows the transaction miss rate cor-
responding to the think time and it seems that an increase in think time decreases
the miss rate. Similarly, in Fig. 3, the graph shows the restart rate decreases with
respect to increase of think time. In our simulation work, study the performance of
the proposed heuristic with high data contention, a Zipf distribution of data items
(default value � 0.8) in global as well as local transactions. The proportion of write



A Priority Heuristic Policy in Mobile … 219

Fig. 2 Miss rate versus
think time

Fig. 3 Restart rate versus
think time

lock has been taken as 0.6 and communication disconnection as 1–50 s. Locks are
granted in a controlled manner.

Themiss rate and restart rate have been calculated using the formulaementioned in
last Sect. 4. In Fig. 2, its look clearly that the performance of the proposed approach
is consistently better than the other two policies (as shown in figure). Similarly,
in Fig. 3, using restart rate metric, it has been found that the proposed approach
HP_NWL_SD performs better than PH_NL and PH_EDF.

5 Conclusion

Priority heuristic policy for mobile distributed real-time database systems (MDRT-
DBS) is a backbone for MDRTDBS. This paper proposes a priority heuristic for
MDRTDBS which includes two main factors, i.e., number of write locks and total
size of data items. Simulation results show that these factors are critical to perfor-
mance of CC protocol and suitable in mobile environment. The proposed heuristic
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has been introduced using intermediate priority assignment policy. Many heuristics
have been addressed, but they may not be fit in mobile environment. The proposed
heuristic is compared with HP_EDF and HP_NL, and series of simulation work
indicates that the proposed heuristic outperforms well than other priority assign-
ment policies. Further to minimize transaction miss rate, other heuristic approaches
based on several issues of wireless medium could be possible to achieve transaction
consistency in mobile environment.
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A Proposal for Optimization
of Horizontal Scaling in Big Data
Environment

Chandrima Roy, Manjusha Pandey and Siddharth Swarup Rautaray

Abstract The data which is beyond the storage space of the server and beyond to
the processing power is called Big Data. It is not manageable by traditional RDBMS
or conventional statistical tools. Big data increases the storage capacities as well as
the processing power. Horizontal scaling or sharding is needed to divide the data set
and distributes the data over multiple servers. Redundancy and fault tolerance are
achieved by horizontal scaling. Optimization of horizontal scaling is an important
aspect of Big Data technology. Instead of using vertical scaling that means upgrading
to fancier computers when the current system becomes inadequate, we have to add
more node (computers) to a cluster. It increases the parallelism, rather than the
performance of any one node. This paper presents the fundamentals of big data
analytics but directing toward an analysis of various optimization techniques used in
the big data environment.

Keywords Optimization · Horizontal scaling · RDBMS · Hadoop · Big data tools

1 Introduction

Big Data involves the data produced by different devices and applications. Big data
is generated from everything around us. Big data is a concept which actually explains
about gathering, organizing, analyzing, and getting the information out the data and
also the ability to store such amount of data [1]. The major benefit of using big data
is that data collected from different sources is in smaller chunks so the program
can process them in a parallel manner with a great speed. Optimization is needed

C. Roy (B) · M. Pandey · S. S. Rautaray
School of Computer Engineering, KIIT University, Bhubaneswar, India
e-mail: chandrima.roy.1914@gmail.com

M. Pandey
e-mail: manjushafcs@kiit.ac.in

S. S. Rautaray
e-mail: siddharthfcs@kiit.ac.in

© Springer Nature Singapore Pte Ltd. 2018
M. L. Kolhe et al. (eds.), Advances in Data and Information Sciences, Lecture Notes
in Networks and Systems 38, https://doi.org/10.1007/978-981-10-8360-0_21

223

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8360-0_21&domain=pdf


224 C. Roy et al.

Fig. 1 Big data characteristics

to handle different workloads and integrates them into a single infrastructure. The
ground rule of optimization is to never assume anything, always verify using actual
data set (Fig. 1).

Volume is the amount of data generated every day. The sources may be internal
or external. Velocity is how fast data is processed, batch and streaming data. Variety
deals with a wide range of data types and sources of data. This is generally studied
under three categories: structured data, semi-structured data, and unstructured data.
Veracity refers to the uncertainty of data, i.e., whether the obtained data is correct or
consistent. Out of the huge amount of data that is generated in almost every process,
only the data that is correct and consistent can be used for future analysis. Value is
the identification of data which is valuable than transformed and analyzed.

Optimization of big data prepares the logical schema from the data view schema
[2]. Optimization is an important feature in database management and in the data
warehouse. Big data optimizations are done to fetch data from a data sources so
that the data can be used for various purposes. Optimization of horizontal scaling
is needed to minimize the execution time and to maximize the performance of the
system.

2 Background

As increasing volume of data with large-scale and complexity is being erected pro-
gressively, identifying structured data fromunstructured big data in a scalablemanner
has become a big challenge. As the data is noisy, sparse, and heterogeneous, the big
data challenge is also aggravated. Table 1 presents some papers about optimization
of horizontal scaling in Big Data environment which illustrates the benefits of using
an optimization framework big data analytics.

Esma Yildirim et al. proposed a paper about pipelining, parallelism, and concur-
rency which are used for application-level optimization. Factors that affect the data
transfer throughput are network characteristics, end-system characteristics, dataset
characteristics. Some mechanisms are proposed to overcome data transfer bottle-
necks. Their optimal values depend on available bandwidth, RTT, CPU, and disk
speed as well as the transfer characteristics. Effects of these parameters are described
in this paper, which has an effect on the throughput of large dataset transfers, and it
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Table 1 Study and getting idea from different papers

Proposed mechanism Description Details

Hadoop performance
optimization

Hadoop platform provides an
improved programming
model, which is used to create
and run distributed systems
quickly and efficiently. This
paper describes the Hadoop
framework, optimization work
on MapReduce, and the
performance of HDFS.
Advantages and disadvantages
of these technologies are also
described by the author

Feng et al. [1]

Self-optimization of handover
technique using big data
analytics

Big data evaluate the operation
of a cellular network.
Automatic handover
self-optimization is presented
in this paper using big data. In
each cell of the network,
self-optimization of NCL is
performed to achieve
handover self-optimization

Lee et al. [3]

Optimization business process
with big data analytics

One of the contemporary
problems in a business
network is the vast amounts of
data generated from various
sources. The supply chains
will need administration for
support of privacy aspects of
cooperating business units
existing in big data ecosystems

Robak et al. [4]

Real-time anomaly evolution
monitoring using big data
analytics

Micro-blogging has been very
popular in the big data era due
to its real-time scattering of
information. It is important to
monitor what is trending on
the social media. In this paper,
author proposed a real-time
emerging anomaly monitoring
system (RING)

Yu et al. [5]
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also provides several techniques.Maumita Bhattacharya et al. proposed a paper about
evolutionary optimization and stochastic search techniques. Evolutionary algorithms
(EA) explore search space including deterministic methods. The proposed model
introduces diversity by using informed genetic operators. The paper also introduces
an algorithm to deal with the high-dimensionality problem.

3 Proposed Framework

Scalability refers to the system’s capacity to expand the computer resources to handle
the exponential growth of work by increasing the total output when resources are
added [2]. If the database is not scalable, then theprocesses can slowdownor even fail.
Scalability enables the database to grow to a larger size to support more transactions.
Scale-out or horizontal scaling is done to increase the capacity by connecting
multiple software or hardware entities in such a manner that they function as a single
logical unit, rather than making a node more powerful, and many nodes are added
to the cluster. The term scaling out is also used for horizontal scaling [3]. To take
advantage of horizontal scaling, we need specialized program that is designed to take
advantage of distributed system that can pass the processing to multiple computers
and that can store the data on multiple computers.Horizontal scaling is cheaper and
fault-tolerant process that can be applied to smaller systems [4].

Figure 2 describes the Hadoop cluster where optimization is done by including
the Zookeeper to control the overall distribution. Previously, the number of Data
Node is limited so optimization is also not needed, but periodically with the increase
of the huge amount of data, the number of Data Node also increases to store all the
data, so optimization is needed. Name node controls the HDFS [6]. It does not hold
any actual file data, rather it holds all file system metadata for the cluster. Such as
name of the file and its path, what blocks makeup a file and where those blocks are
located in the cluster. It holds the health of each and every Data Node [7]. Backup
node or secondary name node connects to the name node (occasionally) and takes a
copy metadata store into NameNode’s memory [8]. If the NameNode dies, the files
preserve by secondary NameNode used to recover the NameNode.

Data Node sends heartbeats to the NameNode every 3 s to inform the NameN-
ode that it is still alive. Every 10th heart beat is a block report, Data Node tells the
NameNode about all the blocks contains within it. Node Manager takes care of the
computational nodes in the Hadoop cluster. It determines the health of the execut-
ing nodes. It keeps a track of the resources available and sends the track report to
resource manager [9]. Journal Node is used to keep the state synchronized between
the NameNode and Backup Node or standby NameNode. When any modification
is performed by the NameNode, it informs the journal node about the modification.
The secondary node is able to read the update from the Journal node (Fig. 3).
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Enormous increase in Data Node

Fig. 2 Optimization of Data Node

Fig. 3 Flowchart of the
proposed framework
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3.1 Proposed Algorithm for Horizontal Scaling Optimization

Kprwv< /"Number of Data Nodes -> N(DN) 
Task Assign to each data node -> (TDN)
Total task assign -> N(TDN) 

Uvgr"3</"J(NN) -> A Job assign to Name Node

Uvgr"4</ fT -> { ∀ Tx ∈ J(NN)
Let Tx= {T1, 2, 3,T  T ….TN} }
Where fT is the function which breaks the Job 
J(Nn) to various task Tx that is a set of T1,T2 
T3,….TN. 
Each node represented by a count value.

Uvgr"5</"fTDN -> Assign { T1 -> TDN1
T2 -> TDN2
T3 -> TDN3
0"
0"
0"
TN -> TDNN} 

Where fTDN is the function which assign each 
task to each data node.

Uvgr"6</"Conditional statement
C1= {If TDNN > Threshold} 
Here we are checking whether the TDNN value is
greater than the threshold value or not.

Uvgr"7</" If C1 == True
fo -> optimize(fTDN)
else
Follow fTDN

Qwvrwv< Ecug"3"??@"Optimization needed.
T(N5)-> NN
Leftover task assign to Name Node rather 
than using another Data Node for execution.
Ecug"4"??@"Qrvkok|cvkqp not needed.

Task assign to each data node.

Optimization of horizontal scaling can be done by optimizing the use of Data
Node. The above algorithm represents how task management is done by Name node
(NN).

N(DN) is the number of Data Nodes present in the execution. NameNode assigns
task to each Data Node which is represented by (TDN). So the total assigned task
is N(TDN). A Job J(NN) is assigned to NameNode. A function f T breaks the Job
J(NN) into various tasks T x that is a set of T 1, T 2, T 3,…TN. f TDN is the function
which assigns each task to each Data Node. A counter variable is present to count the
number of Data Node used in a certain execution [5] which is represented by TDNN.
A threshold value is set from previously to check the counter value with it. The result
of the checking decides whether optimization is needed or not. That means if the
counter value is greater than the threshold value, then only optimization is needed.
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Table 2 Big data components

S. No. Big data components Description

1 Hadoop Hadoop is an open-source platform that provides analytical
technologies and computational power required to work with
such volumes of data. Hadoop platform provides an improved
programming model, which is used to create and run
distributed systems quickly and efficiently

2 MapReduce Hadoop accomplishes its operations with the help of the
MapReduce model, which comprises two functions, namely a
mapper and a reducer. The mapper function is responsible for
mapping the computational subtasks to different nodes and
also responsible for task distribution, load balancing, and
managing the failure recovery. The reducer function takes the
responsibility of reducing the responses from the compute
nodes to a single result. The reducer component has the
responsibility to aggregate all the elements together after the
completion of the distributed computation

3 HDFS HDFS is an effective, scalable, fault tolerant, and distributed
approach for storing and managing huge volumes of data. The
data collected in a Hadoop cluster is first broken down into
smaller chunks called blocks and distributed across multiple
nodes. These smaller subsets of data are then operated upon
by mapper and reducer functions. HDFS works on the write
once read many times approach

4 Hadoop

The core Big Data components can be classified as—Hadoop Ecosystem, MapRe-
duce, HDFS, Cloudera, MongoDB, NOSQL databases, etc. The classification of Big
Data tools is based on the fact that the abovementioned technologies are employed
to address big data requirements. Following are the various Big data tools discussed
in this paper (Table 2).

5 Conclusion

This paper discusses about how we can optimize horizontal scaling in a Big Data
environment. It has presented some idea about various tools likeHADOOP,MAPRE-
DUCE, and HDFS which are required to process the big data. A fast transfer of huge
amount of data to a slow computing can be the reason of data overflow, whereas slow
transfer of data to relatively fast computing nodes can cause data underflow. Comput-
ing nodes will remain idle over the time in case of data underflow. So according to the
overflow and underflow condition, optimization is needed. It proposes an optimiza-
tion technique to reduce the workload from Data Nodes. It can be done in various
ways. Suppose we have data which can be managed by four Data Node but still some
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data is left, for which we can use another Data Node. But that last Data Node is
not utilized fully. Instead of using the fifth Data Node, the smallest amount of data
could have been analyzed by the name node or some auxiliary node. Assuming we
have several computers (Data Node), the current computer specifications to ensure
the ability to operate are: Processor—Intel(R) Core(TM) i3 CPU, RAM—4 GB,
System type—32-bit operating system, andWindows 7 Professional. We have to use
this machine to complete some specific task, which can be scaled horizontally. This
paper proposes the mechanism of optimization of horizontal scaling. We can use the
concept of auxiliary node in order to optimize horizontal scaling. In recent years,
there has been a boom in Big Data because of the growth of different kind of data
coming from different internal and external sources. We now have huge amounts of
data, and it is up to different organizations to exploit the data in order to extract useful
information [3]. The presented paper represents the various applications of big data,
enhancement of horizontal scaling, zookeeper to provide distributed synchronization
and optimization techniques used in the big data environment. The paper concludes
that the future research work is focused on those areas.
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A Literature Review on Hadoop
Ecosystem and Various Techniques
of Big Data Optimization

Vikash Kumar Singh, Manish Taram, Vinni Agrawal
and Bhartee Singh Baghel

Abstract We are living in twenty-first century, and this century means for its faster
work, accurate analysis, highly processed data, and speed. This is the epoch of “Big
data.” Big data is a term that describes huge mass of structured and unstructured
data that is unable to be processed by traditional data processing systems. Big data
stands for storage of large amount of data to extract the valuable content with its
characteristics 5-Vs, i.e., Volume, Variety, Velocity, Veracity, and Value. But before
the arrival of Hadoop, procuring and depository of data was an issue. Hadoop takes
its first step in the Data Science Market in 2005. It was created by Doug Cutting and
Mike Cafarella. Hadoop is a software framework that allows users to depot data and
run their applications on Hadoop clusters. Its best part is its open-source framework.

Keywords Hadoop · Big data ·MapReduce · Pig · Hive · Sqoop

1 Introduction

Big data comes as a boon to the industries flooding with enormous amount of data.
This huge quantity gives an idea about how much software related Big data a large
enterprise sits over [1]. The traditional data analytics may not be able to handle such
large quantities of data [2]. There is a strong need to have a methodology specifically
for Big data projects [3]. Big data processing presents new opportunities due to its
analytic powers [4] (Table 1).
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Table 1 Areas getting benefited by use of Big data

Sectors Areas using Big data

Retail sector • Detecting their store locations
• Recording customer’s opinions on pricing

Business sector • Product research
• Quality assessment

Financial services • Risk analysis
• Fraud and mischief prevention

Government • Analyzing economic status
• Marketing strategies

Healthcare sector • Bioinformatics
• Pharmaceutical research

Advertising companies • Demand signaling
• Tracking advertising

Media and telecommunications sectors • Computing customer reviews
• Streaming optimization

2 Literature Review on Hadoop Operating System

The storage portion of the Hadoop framework is provided by a distributed file system
solution such as HDFS [5]. HDFS is the main component of Hadoop. It runs on
commodity hardware and provides easier access and storage of structured, semi-
structured, and unstructured data on its clusters. Compression capabilities in Hadoop
are limited because of the HDFS block structure [6]. HDFS is highly scalable and
advantageous in its portability [7]. HDFS divides data intomultiple blocks alongwith
their replications whichmakes its fault tolerant. In addition to exploiting concurrency
of large numbers of nodes, HDFSminimizes the impact of failures by replicating data
sets to a configurable number of nodes [8]. HDFSworks in master–slave architecture
of Hadoop and provides parallel processing of applications. Once a file is written
in HDFS, it can be read as many times as any authenticate user wants too; hence,
HDFS is also secured. HDFS splits a file into a small size of 64 MB. Hadoop cluster
is a type of computational cluster being used for storing and processing masses of
unstructured data in the environment of distributed computing.

3 Master–Slave Architecture of Hadoop

Table 2 shows name node which is used by master services of Hadoop for storing
file’s metadata, for monitoring the coordination access of data stored, and keeping a
record of system information. Secondary name node achieves data from name node
and forwards it further for analyzation after keeping its replication copy for future
circumstances.
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Table 2 Components of HDFS and their descriptions

HDFS components Job Working level

Name node • Executes operations of file systems (closing file,
opening file, etc.)

• Regulates file’s access to the clients

Master level

Secondary name
node

• Contacts name node in periodic manner for assigned
task

• In case of name node failure, secondary name mode
takes its place and updates it using fsimage file

Master level

Job tracker • Manages processing of data files with the help of
MapReduce

• Allot processing times and criteria to specified jobs

Master level

Data node • Stores chunks of data and retrieve them in respected
time

• Perform read and write requests as per the instructions
of name node

Slave level

Task tracker • Runs MapReduce jobs on files provided by name node
• Informs the current status of running task to name
node

Slave level

Fig. 1 Master–slave architecture of Hadoop (Reference https://data-flair.training/blogs/hadoop-
ecosystem-components/)

Job tracker coordinates the job on basis of their processing speed, number, and
time via MapReduce. Data node reports to name node about block information of
data. Apart from this, data node also sends its active report to name node by sending
a signal in every 3 s with a message “I am up and I am alive.” However, if name node
does not get this signal in 3 s, I will consider data node as dead. Task tracker runs on
data node and gives reports of status of running tasks to name node. Although HDFS
is considered as a robust system, there is a risk of unauthorized access to an HDFS
client via RPC or via HTTP [9] (Fig. 1).

https://data-flair.training/blogs/hadoop-ecosystem-components/
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Table 3 Overview of MapReduce

Hadoop MapReduce

Developed by Google

Developed for Batch processing

Used language Java language

Output storage Hard disk

Internal storage processing reliability Not reliable

Fault tolerance By data replication (by default, three
replications)

Drawback Frequent disk input/output usage

4 Key Components of Hadoop Ecosystem

4.1 MapReduce

MapReduce programming is designed for computer clusters [10]. MapReduce is the
main component of Hadoop, which is used to process large sets of data on commodity
clusters. MapReduce is a processing framework. Programs of MapReduce can be
written in any languages such as Java, C++, Python because it supports Hadoop
streaming (Table 3).

MapReduce can process any data type via line offset, either it is structured or
unstructured data of HDFS, e.g., word count. MapReduce solves the bottleneck issue
of traditional data processing systems for storing, analyzing, and processing masses
of data in a single system. Major facet of MapReduce is its parallel processing. This
results in MapReduce faster execution system.

4.1.1 Tasks of MapReduce are Classified in Two Ways

Map gets inputs in the form of data sets, files, or directories stored at HDFS. Input
files are passed to mapper linewise, and it splits the data sets into various individual
tuples and generates output as key–value pair. Reduce takes the output of map as its
inputs, does the work of logical combining of tuples, and stores the processed result
in HDFS.

4.1.2 Workflow of MapReduce

Client gives its input to job tracker; job tracker connects with name node and searches
the client’s requested data; task tracker processes the input as per the instruction
of client and gives its present working status to name node. Job trackers fetch the
information from name node. Further, the output of the client is again saved toHDFS.
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4.2 Apache Pig

Apache Pig is a high-level scripting language, developed by Apache Foundation. Pig
uses ETL tool, i.e., Extract, Transform, and Load tool.

Pig provides a platform inHadoop to customize, analyze, andmanipulate large sets
of data. Pig language is known as pig Latin. Pig Latin consists of several operations,
which if used allows programmer to develop their own functions like reading,writing,
processing, etc. Pig Latin lets programmers to write scripts which are then internally
converted into the MapReduce task. Pig engine (an Apache Pig component) further
takes inputs in the formof these pigLatin scripts andproduces output intoMapReduce
jobs. This output gets stored into Hadoop clusters.

Pig accomplishes pig Latin through grunt shell. Grunt shell is used to write scripts
in pig Latin language by invoking its commands. Two commonly used commands
in grunt shell are “sh” and “fs”. Grunt shell also gives utility commands like clear,
quit. Pig supports Hadoop streaming, and it can accept program written in any lan-
guages like Java, Python. Pig inherits MapReduce framework to process data. Pig
was actually developed for non-Java programmers in order to make it efficacious for
every programmer.

4.2.1 Data Types in Pig

In Fig. 2, tuple acts as row in which records are mentioned in an ordered form into
fields of any type. Bag acts as a table and is represented by “{}”. Every bag has
individual number of tuples. Map contains key–value pairs, where identity of key
must be in unique and in character type and value can be of any type.

Map is represented by “[]”. Atom is a small part of data stored in string. Pig also
supports user-defined functions which featured it as extensible and allows program-
mers to make their own data types in “bin” folder of pig Latin scripts.

Fig. 2 Data types usage in Apache Pig
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4.2.2 Workflow in Pig

Programmer writes their scripts using pig Latin language along with their supported
execution mechanism (e.g., grunt shell, user-defined functions). After successful
execution, scripts go for a series of transformation that includes compiling and opti-
mizing the scripts, and then, internally, these scripts get converted into MapReduce
scripts. Further, these scripts are forwarded toMapReduce framework and then saved
or written to HDFS.

4.3 Hive

Hive is data warehousing software used for processing of structured data. Hive was
developed by Facebook, but later, Apache Software Foundation took it up from
Facebook and released it as open-source software with the name “Apache Hive.”
Hive uses Hive Query Language (HQL) similar to SQL. Hive is highly used in
Hadoop ecosystem for writing queries and developing applications of Hadoop.When
it comes to process structured data, Hive is generally more reliable than all others.
Hive basically supports three kinds of data types: integral data type, literal data type,
and string data type.

4.3.1 Terminologies Related to Hive

Hive user interface: Hive is data warehouse open-source Apache software that allows
users to interact with HDFS. Hive-supported user interfaces are Web user interface,
Hive command line, and HD insight.

Meta store: Hive has its own database servers to store table’s metadata, their data
type, and mapping. These servers are known as Meta stores.

HQL process engine: HQL is similar to SQL for querying data in Meta store. In
spite of writing MapReduce programs with traditional approach, it is better to write
a query for MapReduce job and further process it.

Execution engine: It works as junction between HQL process engine andMapRe-
duce framework. It works the same as MapReduce.

HDFS or HBase: HDFS or HBase are data storage repository to store data.

4.3.2 Workflow in Hive

First of all, Hive interface like command line sends query of data to drivers for
accomplishment. Driver checks the syntax and query process with the help of com-
piler, and then, the compiler sends a request for metadata to Meta store. Here, query
gets compiled. Driver again sends the executed plan to execution engine. Internally,
process execution is jobs of MapReduce. Execution engine sends the data as job to
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job tracker under name node. Here, query is accomplished as MapReduce job. At
last, execution engine fetches output from data node and transfers it to driver and
driver shows output at Hive interface.

4.4 Sqoop

Sqoop is the combination of SQL and Hadoop. Sqoop acts as a data transfer bridge
between Hadoop and relational database servers such as SQL. Sqoopmain work is to
import and export data. Sqoop works as subtool in Hadoop modules for processing
data. Sqoop Meta store works as a storage system that stores data being imported to
Sqoop and processed outputs that need to be transferred to centralized systems. It
simulates multiple tasks to be done in the meantime. Sqoop Meta store also works
as incremental loader that holds the last updated value of transaction of data.

4.4.1 Workflow of Sqoop

Sqoop extracts data in the form of tuples and bags from relational databases like SQL
and imports it to HDFS. Each tuple in bag is then transformed as records in HDFS
and stored as text files. Further, these text files are exported to Hadoop file system
(HDFS, Hive, and HBase).

4.5 Apache Flume

Apache Flume works as a data management tool for streaming data from several
sources to centralized data store (let HDFS). Flumeworks in distributed environment
with high reliability and fault-tolerant ability. Nowadays, flumes like services are
highly used in IT sectors for data safety, record keeping, and faster transfer of data to
data storage servers. Flume is capable of fetching log data and events from multiple
Web servers into a centralized database storage. Flume acts as a mediator between
Web servers and database storage software and provides a steady exportation of
data between them. It keeps track of data transfer rate. If in any case, data transfer
gets higher than the data written rate in database server, flume acts as a controller
too. Flume assures accurate content delivery from source to destination address with
contextual routing.



238 V. K. Singh et al.

4.5.1 Terminologies Related to Flume

Log file: Log file is a data storage that stores generated actions on current processing.
Flume agents: Flume has agents that internally acts as a Java VirtualMachine process
and contains commands by which events get transferred to next destination.

4.5.2 Workflow in Apache Flume

Web servers such as Facebook, Amazon, Flipkart generate log data in tremendous
amount. These data are then collected by flume agents that are connected with flume
service. Entire data gets collected from flume agents and gets customized. Cus-
tomized data is then transferred or written in centralized stores such as HDFS or
HBase.

5 Preference of Hadoop Technology over Traditional
Database

Traditional database systems (e.g., RDBMS) consist of ACID properties: Atomicity,
Consistency, Isolation, and Durability. But when we talk about Hadoop, we must
understand first that it is not a database system but it contains similar functions such
as extracting, manipulating, storing data like RDBMS; however, the terms of data
processing in both the methods are different. Hadoop basically works with its two
components: HDFS (storage system) and MapReduce (retrieves data from Hadoop
clusters). Both RDBMS and Hadoop work for processing data only, but RDBMS
can only process well-structured data in tuples with particular schemas based on ER
models. Example of RDMS is online transaction processing (OLTP). RDMS now
becomes unreliable with the pace of time because it cannot deliver fast results and
needsmore CPU storage. Hadoop system precisely manages all types of data formats
with high fault tolerance capability by its clusters. Hadoop do deliver faster execution
result which is the need of today’s world.

One cannot manage data now without its proper storage functions that happens
in traditional database management systems. Hadoop is the key to this problem.
Database systems are built for multi-step transactions and high power statistics apart
from basic data. In the present era, these complicated systems are inefficient for
extracting and processing bulk amount (in 100s of terabytes). Hadoop is meant for
storing this bulk data at massive speed. Hadoop is developed for allocation of infor-
mation systems that possess point-to-point details with inconsistency with respect to
time.
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6 Summary

Hadoop is a software framework that can be installed on a commodity Linux cluster
to permit large-scale distributed data analysis [11]. Nowadays, organizations release
tremendous amount of data every day. Hence, database administrators (DBAs) have
toughest job of maintaining crucial data with proper security. Any database admin-
istrator (DBA), who is working with traditional database, will get resultant of cer-
tain disadvantages (few are no room for unstructured data, no real-time analysis,
etc.). These drawbacks pushed back the organizations from reality of evolution. For
example, Amazon gets real-time analysis of their consumer’s feedback with their
approximately 232 billion products. Hadoop is an open-source software platform
for distributed computing dealing with a parallel processing of large data sets. It
has been widely used in the field of cloud computing [12]. Hadoop is a framework
that inherits distributed processing of large data sets across clusters of commodity
computers using a simple programming model that can also tolerate fault and auto-
mated system failure. The volume and the heterogeneity of data with the speed it is
generated make it difficult for the present computing infrastructure to manage Big
data [13]. When it comes to cost, Hadoop is cheaper because of its clusters than
traditional database systems. DBA professionals should move to Hadoop on both
organizational level and individual level. Hadoop is on current trend according to the
Big data Executive Survey of 2013 which states that “almost 90% organizations have
implied Hadoop-related projects on their ground level.” The MapReduce paradigm
has emerged as a highly successful programmingmodel for large-scale data-intensive
computing applications [14]. MapReduce is a parallel processing system that works
on distributed commodity clusters rather than serially which definitely saves time.
MapReduce is a programming model and an associated implementation for process-
ing and generating large data sets [15]. Suppose Amazon wants to calculate its yearly
sales city-wise. Amazon has 1 terabyte of data on traditional processing system. As
a result, with billions of products, this amount of data space will run out of memory.
Hence, Amazon uses MapReduce. In MapReduce, there are two phases: Map and
Reduce. Here, rather than giving complete job to one phase, Amazon splits whole
data into small chunks on the basis ofmaps. Thesemapperswork parallel to fractional
data. After the completion of mapper’s task, Reduce phase takes work on their area
by fetching outputs of mappers (intermediate records) as their inputted data, sorts
them if needed, and further gives output as needed. Basically, reducer reduces a set
of intermediate values which share a key to a smaller set of values. Somebody who
is working with traditional database like SQL will look at Hadoop like a big mess.
Main criteria stand here are for handling supported data types. Traditional database
systems cannot handle unstructured and semi-structured data, whereas Hadoop is
capable of handling all kinds of data with sophistication.
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Smart Mobile Bot Detection Through
Behavioral Analysis

Iroshan Aberathne and Chamila Walgampaya

Abstract Mobile advertising became a huge financial pillar due to drastic increase
in smartphones and tablets usage in recent years. This huge-revenue ecosystem is
severely thwarted by ad fraud due to large sum of money available in this market.
Trained botnets and even individuals are hired by click-fraud specialists in order
to maximize the revenue of certain users from the ads they publish on their Web
sites or to launch an attack between competing businesses. This study proposes a
novel and far efficient real-time approach to identify and categorize real mobile
users over click bots through behavioral analysis. To validate the effectiveness of
our approach, Real Time Mobile Bot Miner (RTMBM), an architecture based on the
proposed methodologies has been implemented. The concept behind the RTMBM
is how a user reacts to unexpected/dynamic User Interface (UI) changes in a Web
page. Experimental results show two unique behavioral patterns of a real mobile user
after an unexpected UI change occurred. The results can easily be adapted to any
existing Web site to differentiate a given user from a click bot. This could even be
more convenient than identifying captchas, filling text, etc.

Keywords Mobile click fraud · Click bot · Behavioral analysis

1 Introduction

Mobile advertisement market is being expanded in higher velocity due to the rapidly
increasing of smartphones and tablets usage in recent years [1].Themain contributors
of this market are advertisers, publishers, and advertising networks (ad networks).
Advertiser is the onewhomakes a contract with ad network to publish advertisements
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on behalf of himself or a company. Publisher can be a Web site which displays the
advertisements to the site visitors.Ad network plays a broker role between advertiser
and publisher. Advertiser is charged by the ad networks for publishing their adver-
tisements. Ad networks find the suitable publishers to display the ads [2]. By 2017,
analysts predict that revenue from mobile advertising will exceed that of TV adver-
tisements and account for one in three dollars spent on advertising [3].The global
advertising market is projected to reach over $100 billion and account for more than
half of all digital advertising spending in 2016 [4].

However, thismobile advertisingmarket is frequently thwarted by numerous types
of frauds [5]. The fundamental fraud type of mobile advertising market is called
“Click Fraud.” Click fraud is the practice of deceptively clicking on advertisements
with the intention of either increasing third-party person revenues or exhausting an
advertiser’s budget [6]. In February 2016, Check Point researchers first discovered
HummingBad, a malware that established a persistent rootkit on Android devices.
Currently, more than 85 million mobile devices are being controlled by them and
generate over $300,000 fraudulent ad revenue per month [7].

The click frauds in mobile advertising generally fall under two main categories
called Bot-driven fraud and Placement fraud.

1.1 Bot-driven Fraud

The concept of a Botnet evolved in 1993 by introducing the first Botnet called
Eggdrop [8]. The bot is an intelligent program that operates automatically as an
agent for different goals. The bot term denotes to an infected computer by mali-
cious code which often exploits software vulnerabilities on the computer to allow a
malicious party to control the computer from a remote location [8].

Figure1 illustrates a visual layout of botnet. A Botnet is a network of infected
computers under the remote command and control (C&C server) of an operator called
Botmaster [8]. In the mobile platform, MoBots or Mobile botnet have become the
most critical challenge in mobile click fraud.

Bots C&C Server Bot Master

Fig. 1 Bot net
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1.2 Placement Fraud

In general, this can be done by manipulating visual layouts of ads, including resizing
ads to too small to read, hiding them behind other display element such as UI buttons
or placing them outside the display screen to trigger ad impressions and unintentional
clicks from real users [5].

Differentiating whether a click or a touch is from a real user but not from a bot is
obviously very difficult in current mobile platform [3]. Although network advertisers
and publishers seek to defend themselves in many different ways, fraudsters have
become more sophisticated, using increasingly complex programs and scripts which
are able to spoof the source of the clicks and perform the fraud automatically [9].

Themajority of researchers have proposed varies kind of approaches to investigate
and track click fraud. Some of them are data analyzing techniques [10, 11], detection
tools [12], cryptographic approaches [13, 14], and algorithmic approaches [15, 16].

The challenges faced by existing mobile bot detection and prevention solutions
have given insight to our proposed solution. In this paper, we proposed a novel and
far efficient bot detection technique in real time for mobile devices. The remainder
of this paper is organized as follows. We examine related work in Sect. 2. Then, we
detail our approach in Sect. 3 and validate its efficiency with real data in Sect. 4.
Finally, we conclude the paper in Sect. 5.

2 Related Works

Crussell et al. [17] proposed solutions called MAdFraud which observe abnormal/
deviated behaviors of mobile ad fraud prepared by Android apps. It identifies two
kinds of fraudulent behavior in controlled environment. They are requesting ads
in the background and clicking on ads without user interaction. There are number
of drawbacks of their approach. First, they run apps in emulators but not in real
devices. Some ad libraries do not display ads in emulators. Second, they cannot detect
placement fraud. Because MadFraud detects fraud that is performed silently to the
user, either ads requested in the background or ad clicks without user interaction.
However, their study may not be sufficient to show the real impact of click-fraud
attacks in mobile platforms because their studymainly focused on analyzing existing
mobile applications’ fraudulent behaviors that could be used for advertisement fraud.

DECAF [5] characterizes click fraud in mobile apps and proposes offline tech-
niques to detect display on Windows-based mobile platforms by using automated
testing. Their detection system is bounded to placement fraud which means analyz-
ing the status of ad UI offline to determine whether the ads are hidden, obfuscated,
or stacked. Their approach totally depends on rule-based method to identify fraud
apps/pages. With this rule-based method, DECAF fails to detect smart bots fraud
activities. DECAF focuses on user-based ad fraud in the mobile apps setting rather
than the click-spam fraud in the browser setting.
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Cho et al. [18] implemented a test app called ClickDroid that automatically gener-
ates click events for advertisements on selected ad networks. Under the pay-per-click
model, both ad network and publisher are beneficial while ad advertiser is the only
victim [19]. So it is better to have prevention or protection techniques on adver-
tiser side rather than on the ad network side. Their focus area is ad network rather
than advertiser. Anyhow these kind of apps can be simply be detected by pattern
recognition mechanisms. Oentrary et al. [20] and Kitts et al. [11] introduced systems
to detect such fraud patterns in server-side. The researchers have only focused on
Android mobile environment.

AdAttester [3] tries to detect and prevent well-known ad fraud by identifying
incoming click or impression which is actually delivered by a real user with two
primitives called verifiable display and unforgeable clicks. AdAttester uses a third-
party software called ARM trustZone technology for user identification and device
identification. Keeping such dependencies on third-party software is not suited for
this kind of fraud detection tools. Apart from that to deploy AdAttester, mobile user
needs to install attestation application as well. AdAttester cannot detect mobile ads
that violate the ad policy of the ad provider.

3 Proposed Approach

In our approach,we try to differentiatemobile click bot behavior over realmobile user
behavior in real time. Since our way of detecting mobile bot is through behavioral
analysis, Real Time Mobile Bot Miner (RTMBM) was developed. RTMBM listens
to each and every user event within a user session in real time. Figure2 illustrates
the architectural diagram of RTMBM. Mainly RTMBM consists of three layers.

Front-end data collection layer is responsible for collecting all the mobile/desktop
generated events and filtering them. Back-end data processing layer is responsible
for processing all the incoming data and formulation of more attributes to next layer
called decision-making layer. All the decisions are made in this layer at real time.

3.1 User Session

User session is a system defined time period with unique identifier called session_Id.
All user activities are bounded to the user session. The status of a given session
can either be Active or Inactive. Two algorithms have been developed to maintain
and manage the session status. Active user sessions are identified by Heart-beat
algorithm while session status change is managed by Scheduler algorithm.

Figure3 illustrates both heart-beat algorithm and scheduler algorithm. Both algo-
rithms run in pre-defined time interval (heart-beat pre-defined time interval is less
than that of scheduler) by the system.
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Fig. 2 System architecture

Fig. 3 Types of algorithms
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Heart-beat algorithm: Heart-beat algorithm is used to send notification requests
(heart-beats) to the server regularly in pre-defined time interval.Agiven active session
executes this algorithm to send heart-beats to the server indicating that the session
is active. Then RTMBM keeps latest heart-beat time stamp in the database against
session_Id.

Scheduler algorithm: Scheduler algorithm also runs in pre-defined time interval to
change the session status depending on latest heart-beat time stamp. If there is no
heart-beat time stamp during past 3min (or system defined time), scheduler changes
the session status to “INACTIVE.”
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Fig. 4 User session status
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Figure4 illustrates the user-status changing process with heart-beat and scheduler.

3.2 User Event

User event is any kind of user interaction with the system within a user session. The
user events can be either mobile events or desktop events. As an example mobile
event can be touch start, touch move, swap, touch zoom, etc. Desktop event can be
left click, right click, scroll, etc.

3.3 Front-end Data Collection Layer

There are two subsystems in the front-end data collection layer to collect and filter
incoming traffic.

Common data collecting subsystem: collects data which are common to both desk-
top andmobile devices.Commondata can be further subgrouped into three categories.

1. Event identification common data:

• Event triggered time, event triggered position coordinate, offset of the html
tag and event triggered html tag name, etc.

2. Device identification common data:

• Device screenwidth/ height, device orientation, device viewportwidth/ height,
etc.
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3. Location identification common data:

• Time zone offset and device time. For example, for traffic generated from the
US time zone offset will be from−10:00 GMT to−04:00 GMT. In Sri Lanka,
it will be +05:30 GMT

Desktop/Mobile event filtering subsystem:Most of themobile events triggers chain
of subsequent mobile and desktop events in background. As an example touch start
event automatically triggers set of mobile events such as touch move, touch end and
then triggers desktop events like mouse over, mouse move, mouse down, mouse up,
and eventually mouse click.

We have developed separate subsystems (algorithms) using advanced jQuery and
Spring mobile technologies to address this generic behavior of the mobile events.
Implementing this algorithm RTMBM clearly detects triggered events.

Then all gathered data are validated at the front-end layer and then forwarded to
back-end data processing layer.

3.4 Back-end Data Processing Layer

As Fig. 2 illustrates, there are five back-end data processing and attribute formulation
processes.

Sessiondata: The basic building block of theRTMBMis session. RTMBMmaintains
six session-related attributes such as session_Id, session created time, session last
access time, session access count, session heart-beat time, and session status.

Device data: Most of the device-specific data such as device width/ height, viewport
width/ height, operating system, device type (mobile or desktop), and orientation are
filtered from incoming front-end data.

Event data: Number of data collected at front end such as event type (touch/ click,
zoom, etc.), event triggered time (device time), event-triggered position coordinate,
number of taps, event-triggered html tag name, and image name are filtered here.
Apart from that, time zone of that country and actual time of that country are derived
from time zone offset attribute with another back-end process.

Browser data: Browser-related data such as browser name, browser type, browser
version, browser id, and referrer details are collected from user agent string.

Proxy data: Separate database is being used to retrieve proxy related data such as
number of proxies that user has been used, IP address, country name, city name,
postal code, latitude and longitude of each proxy.
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3.5 Decision-Making Layer

RTMBM uses two subsystems called horizontal analysis subsystem and vertical
analysis subsystem to make decisions about if a user is genuine or not.

Horizontal analysis (User event analysis): In the horizontal analysis, we developed
three different analysismodels calledDesktop event analyzer,Mobile event analyzer,
and Common data analyzer. It is identified that there are relationships exist among
attributes in single user event.

Vertical analysis (User session analysis): In the vertical analysis, we use all the user
events of a session to detect anomalies in a single session. RTMBM uses Event data
analyzer, Device data analyzer, and User data analyzer to analysis session events.

3.6 Extended RTMBM to Trigger Unexpected User Interface
(UI) Changes

In our approach, we try to differentiate mobile click bot behavior over real mobile
user behavior in real time. Since our way of detecting mobile click bot is behavioral
analysis, RTMBM listens each and every user event within a user session in real
time.

The concept behind the extended version of RTMBM is how the user reacts to
unexpected/ dynamic UI changes in a particular Web page. There can be number of
unexpected UI changes when user browses aWeb page. As an example page loading
time, image loading time and data retrieving time can be higher due to low bandwidth
Internet connection.

Extended version of RTMBM is capable of artificially generating these kind of
unexpected/dynamic UI changes in a Web page. To generate unexpected/dynamic
UI changes, RTMBM has two options.

Automatic: If user session behaves abnormally and reaches to a threshold value,
RTMBM automatically triggers UI changes to Web page and listens to the user
events.

Manual: Admin user (Logged in user of the RTMBM back end) can manually
triggers the unexpected UI changes to a Web page.

The current version ofRTMBMis capable of disabling all the cascading style sheet
(CSS) of a Web page to make the unexpected UI changes. Figure5 illustrates actual
screenshots of a Web page before and after CSS is disabled. RTMBM collects all
user events to further processing after unexpected UI changes occurred in a specific
user session either manually or automatically.
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Fig. 5 Web page with CSS and without CSS

3.7 Survey Scope and Boundaries

To evaluate our approach, we conducted a survey with beta version of RTMBM
to collect real-world data.The beta version of RTMBM is available online at
http://aurorarti.herokuapp.com. All our experimental data are being gathered from
http://webwedding.herokuapp.comwebsite.

Since our objective is to identify a behavioral pattern of real mobile users, we
have collected data from real human mobile users. Data have been collected from
both smartphone users and tablet users. The operating systems were Android, IOS,
and Windows. Browsers were Chrome, Firefox, and Mobile Safari. Data have been
collected for maximum of three minutes time duration from each user.

4 Experimental Results

Survey data have been gathered from 101 human mobile users. Figure6 shows the
survey data with regard to Refresh (RF) event trigger status. 80 users out of 101
have been triggered RF event when there were any unexpected/dynamic UI changes
in a Web page. Remaining 21 (20.80%) users did not trigger RF event even though
they noticed the unexpected/dynamic UI changes. As a percentage of 79.20 %, real
humanmobile users move to trigger RF event while they notice unexpected/dynamic
UI changes in a Web page.

As Table1 depicts 61 human mobile users out of 101 (60.39 %) trigger a RF event
within first minute after identifying the unexpected UI changes in a Web page.

http://aurorarti.herokuapp.com
http://webwedding.herokuapp.comwebsite
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Fig. 6 Refresh event triggered status

Table 1 Refresh event triggered users over time

Time Duration (s) Users Percentage (%)

0–60 61 60.39

61–90 12 11.90

91–180 7 6.93
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Fig. 7 Touch move events over total events per user

Figure7 illustrates the Touch move (TM) events/ Total events (TE)-triggered pat-
tern of users during the time period from unexpected UI changes occurred to RF
event triggered. Higher proportion of TM events has been triggered over TEs. Only
three users did not trigger any TM events. 73 users out of 80 (91.25%) have been trig-
gered more than 50% of TM events over TEs after unexpected/dynamic UI changes
occurred.
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5 Conclusion

In this paper, we have proposed a novel and far efficient approach to detect mobile
click bots over real mobile users. Our proposed detection system performs brows-
ing behavior analysis of a user after unexpected UI changes occurred. Experimental
results show two behavioral patterns of a real mobile user. First one is higher pro-
portion (79.20%) of the real mobile users trigger RF event. Apart from that 60.39%
real mobile users trigger RF event during first minute. Second behavior is a real
mobile user which tends to trigger more TM events (91.25%) over other events such
as Touch start or Zoom events before triggering RF event. The RTMBM can eas-
ily be adapted to any existing Web site to differentiate a given user from a click
bot. The proposed method can be used to replace or substitute the use of captchas,
filling text, etc.
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Compendium Depiction
on the Applications of Cloud Robotics
for the Reclamation of Mankind

Rajesh Doriya and Kaushlendra Sharma

Abstract Cloud computing in the present time is considered to be one of the most
pronounced, protruding, and emerging area of computer science. Cloud robotics
basically means the robots with their heads in the cloud; the article streamlines the
topic and tries to deliberate the area where cloud robotics is deployed and contribut-
ing a noteworthy part in flourishing the respective field like cloud medical robots,
industrial robots, programmed robots, Google’s self-driving cars, application of het-
erogeneous robots in a wide geographical area. Counting all these, it inclines to
conclude where more it can be diversified to enhance the interest of researchers
to pick this technology and contribute a bit more for the betterment of mankind.
Cloud robotics is one of the rapidly advancing research areas that allow application
programs to deduce the computational time and storage into the cloud. Robots are
restricted regarding computational limit, capacity, and memory. Furthermore, cloud
gives boundless calculation control, memory, storage, and particularly coordinated
effort opportunity. Cloud-empowered robots are distributed into two classes as inde-
pendent robots and organized robots. The article efforts to accumulate some notable
contribution of cloud robotics till date citing an in-depth discussion for the same.

Keywords Medical robots · Industrial robots · Programmed robots
Cloud robotics

1 Introduction

Technology justifies itsmeaning and properness onlywhen it is served to themankind
or society for its betterment. Robotics in itself is a contrivance to enhance the power
of automation; clubbing the concept of cloud computing makes it a prolific combo
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to explore more areas and to enrich the feature where already these two individual
concepts are contributing. The paper tries to focus on such core areas where cloud
robotics has contributed in the past and contributing in the present time. Taking these
into consideration, the paper concisely explains the touched area by cloud computing
and robotics and further attempts to put forth exploring few more areas where the
concepts and features of cloud robotics can be implemented in wide manner making
it much more acceptable than before, so that it can be implemented and tested which
could enhance the acceptability of this novel concept. The article’s primary focus is
not only to describe the scientific research inside the laboratory but to convey the
exemplary inventions which are helping society and mankind to ease the life. The
article also intends to propel few core areas where implementation of cloud robotics
can do wonders.

1.1 Cloud Computing

Cloud computing is developed with ages taking advanced shapes from distributed
computing and several other networking environments. The core of the cloud com-
puting is sharing resources and virtualization; those terms are collectively called as
configurable resources. The high point of cloud computing is that inminimalmanage-
ment, it outperforms when executed with certain application on to the network. From
the usage point of view, there are three basic models of cloud computing recognized
as Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as
a Service (IaaS).

Alongside the cloud computing offers several benefits and advantages for busi-
nesses and end users, few of the benefits are self-service provisioning, elasticity,
pay per use, workload resilience, and migration flexibility. From deployment point
of view, the cloud computing model can be classified into three categories: private
cloud, public cloud, and hybrid cloud.

SaaS: Software as a Service is one of the model of cloud computing which is
growing rapidly. The reason to that is the ease of access to number of application
which can be directly fetched from the Web without actually paying the complete
price for that software; one of the best advantages of this is that it facilitates to pay
as per the usage. Second prominent advantage of this model is the end user need
not to worry about the maintenance of the particular software or application. It is
being managed and controlled by a third-party vendor. Most of the application can
be directly run from the network without actually downloading and installing to the
end nodes.
PaaS: Providing application and software as a service, cloud computing also
provides the platform as a service. The developers import advantage of this for
development of applications and its modules; this particular service provides the
framework upon which the developers can build upon and customize applications.
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Fig. 1 Cloud computing
model

Testing and virtualization also become quite feasible as compared to the conventional
techniques. Having all this facility, the developer only has to manage the applications
only.
IaaS: IaaS is another form of cloud computing which provides a high degree of
virtualization of numerous computing resources (all act as a node) and enables
users with the entire requisite infrastructure for computing. Virtualization supports
in increasing the usage percentage of resources over the network; the entire facility
is installed and placed over the Internet. Scalability is another feature of this model
which adds another feather in counting advantages of cloud computing models. IaaS
platform carries numerous scalable resources which can accustomed as per the run-
time demand of the system. Thus, it makes IaaS very well suited for the jobs which
are dynamic in nature and requirements occur abruptly (Fig. 1).

1.2 Robotics

The word robot was first time used in a play by Karel Capek in 1921, where it was
showcased as a manufactured slave who can exactly work like human perhaps much
better than in terms of accuracy and efficiency. The word robot was derived from
a Czech word ‘robota’ which roughly means “compulsive servitude.” The exact
word robotics was first used in 1941 by a science fiction writer, Isaac Asimov, in
1941. And now after a long evolution era, a robot is now defined as a programmable
mechanical device that can perform tasks and interact with its environment, without
the aid of human interaction. Robotics acts as a bridge between the different fields of
engineering and technology which incorporates the concept of mechanical engineer-
ing, electrical engineering, computer science, information technology and others for
automaton.

Robotics precisely is the technique behind design, manufacturing, and applica-
tions of robots. Currently, it is one of the most emerging fields of science and engi-
neering and has contributed in a large way to various fields. The paper has pointed
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few of the notable fields like in medical science, educational sector, army, agricul-
ture. Robotics when combined with the concepts of cloud computing is getting more
happening response from numerous fields.

1.3 Cloud Robotics

Robotics when clubbedwith the cloud computing techniques tomake it more deploy-
able tries to inherit some of the important features of computing like shared storage,
network environment and then converging all the techniques into one. Robotics takes
a great advantage of these by sharing the characteristics with all the application pro-
grams present in the cloud [1].

Cloud robotics is a new paradigm where robots (application programs) commu-
nicate with each other over the Internet. In doing so, it renders a wide reachability
and acceptability in many terms like sharing data and code which ultimately results
in building emerging research in cloud computing; it also inherits concepts and tech-
nology of Big Data and Internet of Things from the surrounding. These technologies
help in finding more ways to explore; the only reason for this is that the applica-
tion programs (more than one) which need to be controlled individually can now be
remotely and centrally controlled from one place. That also helps in reducing the
space complexity and redundancy of repeated program execution (Fig. 2).

Fig. 2 Prototype of cloud robotics
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Table 1 Market growth of cloud robotics

Worldwide cloud robotics market (as per
CAGR)

Market revenue in million dollar

Till 2016 2020.66

2016–2022 (expected) 3031.6 (32% growth predicted)

2 Market Growth of Cloud Robotics

The research from one of the renowned organization ‘infoholic research’ community
shows that a tremendous growth has been observed in the field of cloud robotics.
Table 1 depicts the growth in the recent years.

3 Application Areas

Industrial Robot: Manufacturing is one of the core areas of development to lead
in the competitive scenario. Application of robotics started in the late 1990s in the
industry in so many ways [2]; they are technically termed as industrial robots. Con-
tinuing the procession, the industrial robots and programmed robots had attained a
good level of accuracy and sharp performance in real-time applications in many sec-
tions of the industry. Few parameters to judge their working are accuracy, robustness,
compatibility with the surrounding, and high-level performances. The mechanical
robot is a solid match for some applications [2, 3]. It is regularly utilized for circu-
lar segment welding, material taking care of, and gathering applications. They are
assembled by number of tomahawks, structure sort, size of work envelope, payload
ability, and speed. A robot controller gives the interface to programming andworking
the modern robot. Below given Fig. 3 depicts the year-wise rapid increase in demand
of industrial robots.

Introduction of cloud is not new to the industrial robots; it is basically planting a
common database for all the robots so that they can be remotely controlled from one
place and can be given instruction from a single place [4]. Various combinations of
articulated and parallel robots are used in a network in a hybrid manner to work and
control different units of industry (Fig. 3) [5].

The high-speed demand of robots in the industry has raised the issue of safety
and reliability to promise for delivering the expected outcomes. At present, there
are so many robots being used in the industry for variety of purposes but the two
most widely used robots deployed in majority are articulated robot and parallel robot
(Fig. 4).

Medical Robots: Medical robots or surgical robots are one of the most crucial and
dignified application of the concepts of cloud robotics which helps the surgeon while
handling delicate issues. Another version of these is called as tele-manipulators;
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Fig. 3 Annual supply growth of industrial robots

Fig. 4 Articulated robot and parallel robot

rehabilitation robots are another diversified version of robots in medical science.
A cluster of robots takes care and enables the lives of needy patients and old-age
people, or someone suffering from major ailments. There is also certain cluster of
robots which are being used for training and related processes [6].

The advantage of using medical robots can be clearly observed in the surgery; the
robots trained for this purpose are much more precise and effective in performing
surgeries. Once the robots are well trained and programmed for a specific task, they
execute it in a very optimized way by minimizing invasiveness and maximizing
biocompatibility [6, 7] (Fig. 5).

Robotics in the uneven Geographical Area: is another most important area where
robots are applied at present but can be made more intelligent with the help of cloud
and its concepts. Robots basically are usedmainly for transport, take care, rescue, and
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Fig. 5 Model depicting medical robot

attack whenever there is any need at the spot. And with commencement of Big Data
and cloud computing with robotics, the scenario has completely taken a new shape
while there have been many advances at the equipment level to support the different
nodes of battlefield taking it from land to air [8, 9]. It has helped and strengthened the
attack and defense by providing synchronization among scattered armed resources.
With the growing concepts of robotics, the interoperability and standardization have
reached to another level. It has also abandoned the enemy’s cunning practices on
the battlefield. Network-centric warfare has become the new way to behave on the
battlefield.
Robotics in Educational Sector: Many premiere institutes like IIT’s/NIT’s in India
nowadays have implemented effective methods to carry out individual study [10].
There are several concepts and methodologies evolving rapidly to make individual
study and classroom study a smarter and intelligent one [11], the concept of robotics
contributing in many fashions to conceptualize the need of the system. Currently,
the network teaching has overtaken the prime motto of national and international
education development; there are several researches done to introduce the integrated
structure and model for current education system [10, 12].

With the passing days, robots are becoming an essential predominantly required
component in education sector and are considered as a promising aid for teaching
and learning in different ways; there were many researches going on to dig out the
ways the robots can be planted in pre-primary to high-level school user (Fig. 6).

Agricultural Robots: Agriculture production needs to get doubled in the coming
years to cope up with the demand and supply equation. With rising population, it is
essential to raise the production of the agriculture. Thus from the human life’s aspects,
agriculture is one of the important need of life to be dealt with. The advancement
in this sector with the commencement of robots has created a buzz to deploy the
technology as much as possible. The accuracy of the implementation in the output
forces to implant mechanism of robotics in the agriculture sector.
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Fig. 6 Prototypes of educational robots

Tele-garden is one among the tested part which has shown significant results. The
tele-garden is a community garden [13] that allows users to plant and tend seeds in
a remote garden by controlling a robotic arm through a Web-based interface. Such
types of robots which are deployed in the farm are also known as Agbot; certain
other names are used for them with respect to the work they perform on the field like
end effector, gripper, and manipulator. These are deployed for various works like for
picking fruits, driverless tractors, and sprinkling. Though, the efforts are being going
on to make it a cost-effective [14] [15].

There are various challenges which can be eradicated by using robots in the
agriculture field like one of the most important among them is the shortage of labor
and to be more confined the biggest problem is of the skilled labor [13, 16]. Fulfilling
the above requirement and managing them is a herculean task in the recent times
specially in country like India which is mostly dependent on agriculture for its run,
facing such problem in spite of having a population of approximately 1.5 billion
(Fig. 7).
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Fig. 7 Tele-gardening

4 Conclusion

The paper presents a survey report on cloud computing and robotics. The motive of
the paper is to present the technical aspects of the cloud robotics but also to show
the social impact of that technology for the well being of mankind. Machine (robots)
in general is used to keep an eye on human being but with the time changing, the
need is to keep an eye on machines also. The concept of robotics when concatenated
with cloud computing gives some extraordinary scope to implement cloud robotics on
various untouched fields. The paper presents the intense survey on the diversification
of cloud robotics implementation. All the advantages and shortcomings are studied
thoroughly to conclude how better it can be tested in some other areas. Agriculture
sector seems to be more lucrative and useful from various perspectives, agriculture
production needs to be encouraged by increasing production, and robots with their
heads on the cloud can contribute in a right manner. This is the only field which also
reclamates the major human involvement that will help to reduce the problem of
unemployment and will grab a great attention from the mass, as it caters one of the
major essential need of mankind. There are other major sectors also where robotics is
required to contribute for more like need of more surgical robots on medical sectors
which can increase the accuracy of sensitive treatments; manufacturing improvement
in industries can help to cope up with the increasing demand of commodity, and also
industrial automation can’t be imagined without Internet robots; educational robots
can do wonders, and security of borders in the future will definitely rely on cloud
robots.
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A Framework for Data Storage
Security in Cloud

Manoj Tyagi, Manish Manoria and Bharat Mishra

Abstract Cloud computing is the growing computing model and highly
demandable technology which provide the digital services through Internet. Cloud
has huge virtual storage where many users store their data. So selection of efficient
and secure server from data centers is important for storing the data to achieve the
availability and security. Security of data fromunauthorized access is alsomandatory.
Cryptographic techniques are also used to protect the data by storing it in encrypted
form on cloud. Many cryptographic algorithms which are based on attributes, pre-
diction, and identity can be deficient to some level from various security attacks. So
there is requirement to develop protected data storage frameworks which ensure the
security of data. This proposed work presented security framework for cloud storage,
based on metaheuristic approach “modified cuckoo algorithm” for server selection,
three-stage authentication, ECC for confidentiality, and CMA-ES for cipher text
optimization. The proposed model ensures the availability, authentication, confiden-
tiality, and security of the data while accessing to cloud.

Keywords Cloud computing · Three-stage authentication · Server selection
Modified cuckoo algorithm · Confidentiality · ECC · CMA-ES · Security

1 Introduction

Cloud computing is the pool of data centers which offer resources to clients over the
Internet. Example of these recourses is software, computing power, storage space,
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etc. Clients may be individual or it may be any organization. Cloud computing
gives various type of services which attract every person who wants to use these
services in their lives. Cloud computing is rapidly used in many sectors because
of its usability, functionality, and characteristics. Cloud computing provides the
cost-effective services in which multiple users share the infrastructure, software,
and various applications at less cost over the Internet. Here various types of clients
pay for only demanded recourses according to their uses. Acceptance of cloud
computing in business field is depending on the cost-effective services and trust.
So it is the challenge for reliable cloud provider to extend their services and trust
in competitive market [1]. Cloud computing offers many benefits to its clients like
cost-effective environment, huge storage for storing the data, available all the time
for accessing, quick access so that it is adopted at worldwide level and is very
popular. Proper separation among various data centers is required in cloud for
security purpose. Cloud may suffer from various vulnerabilities, threats, and attacks,
and it is the necessity of any cloud to identify and solve these types of security issues
[2]. Many individuals and companies use the cloud services, and these clients want
assurance from cloud service provider about the safety of their data stored on cloud.
Security may be one of the primary reasons that affect the cloud computing growth.
So a model or framework is needed that protects the cloud and gives the assurance
of security, confidentiality, and privacy of stored data. At present, cloud security has
many loose ends that further provide a threat to the confidential data of cloud users.
So cloud users are not fully satisfied with the services of cloud technology until there
is an approved security framework for cloud. The security framework covers all issue
of security by integration of various security approaches in proper order [3]. We also
combine the computation and security to achieve the efficiency and confidentiality
both. In computation, we focus on efficient and effective resource utilization [4].
Many unauthorized users want to access the cloud services and cause various
challenges in data security. So a strong access control is required which permits
only authorized user to access the cloud. Access control is the basic and compulsory
necessity to prevent the cloud information from unauthorized user [5]. Biologically
inspired metaheuristic approaches are used for resource utilization in many fields. So
also it is used to manage the cloud servers when users store the data. Bat algorithm,
cuckoo algorithm, PSO algorithm, genetic algorithm, firefly algorithm, and many
more examples are available to optimize the resources in cloud [6].

2 Related Works

Authentication through password only does not give the assurance that cloud system
is fully secure from unauthorized access. Then definitely three-stage-authentication
is required for secure access mechanism which uses three factors like CAPTCHA,
password, and OTP to verify the client. Three-stage-authentication enhanced the
strength of authentication where CAPTCHA and OTP secure the Web site from
dictionary attack and phishing attack, respectively [7]. C. Shoba Bindu proposed
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a click-based graphical (CBG) CAPTCHA in which clients select to sequence of
images which are given in CAPTCHA. This CBG scheme provides better result
than other CAPTCHA in terms of performance, usability, and security. Suppose
CAPTCHA is given in the form of five distorted images in 1 × 5 grid. Here also
display the 15 images in another 3 × 5 grid. Then clients select the same sequence
of images in 3 × 5 grid which is given in 1 × 5 grid and accesses the Web page.
This CAPTCHA prevents theWeb site from dictionary attack and also from spyware
attacks [8]. Jiang et al. proposed the OTP scheme that provides less computation as
well as high security. It used hash function and SM2 algorithm for this purpose. It
prevents from replay attack, impersonation attack, and insider attack [9]. Mahmoudi
et al. proposed a MCOA and provide a solution for graph coloring problem [10].
But, we are using MCOA algorithm to select the efficient server in cloud. Singh
et al. proposed a generic algorithm for text cryptography applicable to any script
with known ASCII value using ECC. Use of ECC has many positive sides like
ease of encryption, decryption for large input words, generation smaller cipher text,
usage of small key size, in return providing better security than other encryption
algorithm [12]. Kampf et al. proposed the hybrid algorithm that uses CMA-ES and
HDE optimization for application of solar energy [13]. But in our paper, CMA-ES is
used to optimize the cipher text in order to choose the optimal cipher text and enhance
the security of cloud. Ahamad et al. in their research work used the mathematical
measure thereby improving efficiency of encryption [14].

3 Problem Formulations

Cloud computing has some security concerns with respect to virtualization, storage,
and networks. For uploading or downloading the data, cloud permits the clients
to access a physical server. But here cloud clients have major concern about the
data security. According to the literature, lack of trust, efficiency, and scalability in
user authentication and access processes are also challenging issues in cloud-based
environments. Clients are authorized to store its data on cloud remotely through
online network, and they also access their data when it is required. Because data
is stored on remote side, then it is requisite to guarantee that the users’ outsourced
data cannot be accessed by unauthorized users and is of critical importance to ensure
the private information during the users’ data access challenges. Many options are
available to secure the client’s data. But this security was not adequate that is why
the proposed integrated framework is employed. This framework blocks various
attacks and constructs the system more robust. Here security framework is designed
by integrated various individual approaches in this way that it can work in cloud
environment efficiently.
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4 Proposed System

Cloud computing has high infrastructure, and it is a most recent emergent tech-
nique in present trend. Many people’s uses the cloud for storing the data so secu-
rity of these data is very important issue in current scenario. Many good options
are available which provide sharing of data in secure manner. But security lacking
plays a key challenge for cloud. So a security framework is required to overcome
these kinds of security concern. In this paper, we propose a concept of efficient
security framework which integrates three-stage-authentication, modified cuckoo
optimization algorithm (MCOA) for server selection, elliptic curve cryptography
(ECC) for achieving the confidentiality and covariance matrix adaptation evolution
strategies (CMA-ES) algorithm for selection of optimized cipher text. Three-stage-
authentication permits the authorized clients to access the cloud. In the proposed
method, registration phase uses CAPTCHA and OTP where CAPTCHA secure reg-
istration process from differential attack and spyware attack. Login phase holds
authentication of users using CAPTCHA, clientid, password, and OTP, which carry
out user access to get into corresponding user data. OTP prevents the Web site from
phishing attack during login. Dynamic server provision is the next stage carried out
after the completion of successful user access. For obtain an optimized result in server
selection, MCOA is utilized. The designed framework should be prepared to han-
dle client’s request for accessing the data after selection of prominent server. After
the server’s selection, the next phase is secured data access, and this phase paves
a path for secured and successful data access to authorized user through a secured
framework model. This model encrypts the user data’s using any one of the suitable
encryption techniques then allows clients to store and access data’s in the database.
CMA-ES is used to select the optimized cipher text which improves the quality of
encryption and more secure the information (Fig. 1).

4.1 Three-Stage-Authentication

A three-stage-authentication protocol first checks the identification of the cloud user
and then validates the identity of cloud user through OTP. After authentication, we
allow the clients to store their data in encrypted form on cloud server. For storing the
data, we are using elliptic curve cryptography for maintaining the security and confi-
dentiality. Here separate server cloud access server (CAS) is used for authentication
to improve the security. Four phases are used for this process.
Registration phase: Registration phase provides the platform where any interested
client registered with particular cloud. In this phase, CAS provides the clientid and
password to client for accessing the cloud services.

Step 1 Clients open the registration form and fill the personal details like name,
date of birth, mobile number, e-mail address, security question. CAS also
displays the CAPTCHA, and then clients select the CAPTCHA and submit
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Elliptic curve 
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Fig. 1 Proposed framework

the detail. CAS check that selected CAPTCHA is right or not. If CAPTCHA
is verified, then clients go in second step.

Step 2 Clients create the clientid and password and then submit clientid and hash
value of password to CAS through secure channel. After that, CAS sends the
OTP on mobile. Clients enter the OTP in text box and submit its hash value
to CAS through secure channel where CAS verifies the OTP, if verified, then
registration process is done. Here SH3 hashing is used to secure the process.

Login Phase: Authentication is also done by CAS. Clients enter clientid, password,
and OTP in text box then submit clientid, hash value of password and OTP to authen-
tication server. And also select the CAPTCHAbased on click-based graphical (CBG)
CAPTCHA. After that, CAS receives credential and verifies with stored information.
Clients are permitted to access the cloud after authentication.
Password Recovery Phase: In case, if any client forgets the password, then client
enters the clientid and request for password. ThenCAS sends the temporary password
and OTP on registered e-mail and registered mobile number, respectively. After that,
client chooses the new password with the help of temporary password, security
question, and OTP.
Password Reset Phase: Clients reset the password with the help of clientid, pass-
word, and OTP.
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4.2 Efficient Server Selection Using Modified Cuckoo
Optimization Algorithm (MCOA)

The MCOA checks all available servers and calculates fitness for each server. This
fitness is depending on the fitness of the virtual machines of particular server. So first
calculate the fitness of virtual machine using Eq. (1).

Mfit �
∑s

j�1 task j
(∑s

j�1 C j
∑s

j�1 m j

u

)
× t

(1)

where s is the number of virtual machines, C j and Mj are the processor and the
memory utilization, respectively, u is the number of memory units, taski represents
the total number of task running in the j th virtual machine. Mfit is the fitness of
virtual machine.

Modified cuckoo optimization algorithm [10]

1 Initialize cuckoo with eggs.
2 Lay eggs in different nest.
3 Some of eggs are detected and killed.
4 If population is less than maximum value, then check survival of eggs in nest

and go to step 6.
5 If population is more than maximum value, then kill cuckoos in worst area and

go to step 4.
6 If stop condition satisfied, then end.
7 If stop condition is not satisfied, then eggs grow.
8 Find nest with best survival rate.
9 Determine cuckoo societies.
10 Move all cuckoos toward best environment.
11 Determine egg laying radius for each cuckoo. Go to step 1.

4.3 Elliptic Curve Cryptography for Confidentiality

Elliptic curve cryptography [11] is the efficient method to encrypt and decrypt the
data. Let p is prime number; Fp denote the field of integers modulo p. Given Eq. (2)
described an elliptic curve C over Fp.

y2 � x3 + ax + b (2)

where a, b ∈ Fp satisfy 4a3 + 27b2 �� 0 (mod p).
A pair (x, y) where x, y ∈ Fp is a point on the curve if (x, y) satisfies Eq. (2).

∞ denoted the point at infinity. C
(
Fp

)
denoted the set of all the points on C .
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4.3.1 Key Generation

Key generation process is responsible to generate the public and secret key.

Elliptic curve Key Generation [11]

INPUT: Elliptic curve domain parameters (p,C, P, n).
OUTPUT: Public key Kp and Secret key Ks .
1. Select Ks ∈ R [1, n − 1].
2. Compute Kp � Ks P .
3. Return

(
Kp, Ks

)
.

4.3.2 Encryption

Encryption is the process which creates the cipher text from plain text.

Basic ElGamal Elliptic curve Encryption [11]

INPUT: Elliptic curve domain parameters (p,C, P, n), public key Kp , plaintext T .
OUTPUT: Cipher text (E1, E2).
1. Represent the message T as a point M in C

(
Fp

)
.

2. Select k ∈ R [1, n − 1].
3. Compute E1 � kP .
4. Compute E2 � M + kK p .
5. Return (E1, E2).

4.3.3 Decryption

Decryption is the process which creates plain text from cipher text.

Basic ElGamal Elliptic curve Decryption [11]

INPUT: Domain parameters (p,C, P, n), Secret key Ks , cipher text (E1, E2) .

OUTPUT: Plaintext T .
1. Compute M � E2 − Ks E1, and extract T from M .
2. Return (T ).
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4.4 Optimize Cipher Text Using Covariance Matrix
Adaptation Evolution Strategies (CMA-ES)

CMA-ES [13] is used to optimize the cipher text after encryption. It provides the opti-
mal cipher text in terms of encryption quality, correlation coefficient, and differential
attack. This evaluation-based scheme is suitable for such type of application. It is bet-
ter than the genetic algorithm (GA) and particle swarm optimization (PSO). Here first
we have generated different number of cipher text as for E2 � {

E1
2 , E

2
2 , E

3
2 , . . . .E

n
2

}

same plain text. Now we have to find the best cipher text among generated cipher
text, with the help of fitness function (O).

For calculating the fitness function, first we have to find encryption Quality (Q),
Correlation coefficient (Cc), Information entropy factor (I E f ), and Avalanche effect
(Ae)

Encryption Quality (Q)
Encryption quality of cipher text is depending on deviation. So first we calculate the
D (bit deviation) and then find the D (average of deviation). Our aim is to maximize
the encryption quality so here used objective function O1 to find out the maximum
value for Q.

D � |T − Ei
2|, i � 1, 2, . . . .n (3)

D � 1

l
(D) (4)

where l is the length of plain text.

Q � |D − D| (5)

Optimize function

O1 � max (Q) (6)

Correlation coefficient (Cc)
Cc [14] parameter is used for measuring the correlation between the plain text and
cipher text. It is calculated through Eq. (7). The value of Cc should be minimum for
optimal result.

Cc � cov(T, En
2 )√

std(T )
√
std(En

2 )
(7)

The objective function O2 is specified in Eq. (8), which find the min value of Cc.

O2 � min(Cc) (8)
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Information Entropy factor (I E f )
I E f is evaluated using Eq. (9) and then find its max value using Eq. (10).

I E f � −
∑

{0 ≤ i ≤ (n − 1)}p(Di )log2 p (Di ) (9)

where p (Di ) represents probability of Di .
Objective function O3 is specified in Eq. (10)

O3 � max
(
I E f

)
(10)

Avalanche Effect (Ae)
It is calculated with the help of Eq. (11) and then finds its maximum value with the
help of Eq. (12).

Ae � Hamming Distance

File Size
(11)

Objective function

O4 � max(Ae) (12)

For finding the fitness function, adding Eqs. (6), (8), (10), and (12)

O � O1 + O2 + O3 + O4 (13)

Fitness function (O)
Then overall objective function (fitness function) is calculated using Eq. (14) which
is used to optimize the cipher text.

O � max (Q) + min(Cc) + Max
(
I E f

)
+ max (Ae) (14)

5 Conclusion

Cloud computing is an upcoming technology. Cloud architectures face problems
regarding efficient computation as well as many security issues. Cloud is the collec-
tion of servers so selection of server for data storage is very important for efficient
accessibility of cloud data. Biological searching algorithms are better to select the
server for data storage. Many security models are available for ensuring the security
of cloud data. This paper proposed a framework which integrates the efficient server
selection, three-stage-authentication, ECC, and CMA-ES to achieve the security of
data in cloud. Safe authentication prevents cloud data from illegal access and attacks.
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MCOA is used to select the proficient server. For achieving the confidentiality, selec-
tion of efficient encryption technique ECC to encrypt the data and CMA-ES is used
to find the optimal cipher text before stored the data on cloud. Both authentication
and encryption ensure high privacy, confidentiality, and security of cloud data.
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Dynamic Sentiment Analysis Using
Multiple Machine Learning
Algorithms: A Comparative
Knowledge Methodology
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Abstract Human can easily understand or interpret the meaning of language.
However, a machine has no natural language to deduce the hidden emotions. With-
out knowing the context of the word, it cannot simply infer whether a piece of text
conveys joy, anger or frustration. Here, sentiment analysis came into picture. Senti-
ment analysis is the analysis of feelings, attitude and opinions of human emotions
extracted from text. It uses natural language processing (NLP) for classifying the text
into positive, negative or neutral category. Many businesses nowadays take feedback
of the product from the customers to improve the quality or service of the product.
Earlier feedbacks were taken by the call center executives but today a vast amount
of data is available on the Internet. People share their views regarding products, ser-
vices, people, etc. Sentiment analysis makes the task easier by extracting the relevant
words from the sentences and classifying it in different categories. In this paper, we
have described the essential steps used in the process of the sentiment analysis and
few fields that work under its umbrella. A comparative analysis of machine learning
algorithm like Naive Bayes, SVM, maximum entropy is done along with the few
algorithms like artificial neural network and K-nearest neighbor, which can be used
in sentiment analysis.
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1 Introduction

The Internet today has become the vast sea of information and knowledge (a source
of information). A large-scale enterprise to a small-scale firm uses the Internet for
their business. People provide feedback of the products, rate them, share feelings
about the politics and give review about the movie. It is providing a platform where
everything is presented at one place. These data are useful for firms in order to
improve the quality of the product to enhance their business. An automated machine
learning system operates on this abundance data to perform sentiment analysis which
eliminates the manual work of human by classifying the text in positive, negative or
neutral category.

As shown in Fig. 1, sentiment analysis can be done using lexicon-based approach,
machine learning approach and hybrid approach which have been described in next
section in detail. The most used approach is machine learning in which the clas-
sification of text can be done using many supervised and unsupervised algorithms.
Supervised learningmakes useof the trainingdocuments or corpus, e.g.,NaïveBayes,
SVM, maximum entropy. Unsupervised learning is used when no such labeled train-
ing documents are available, e.g., neighbor classification.

2 Background

A lot of work has been done in the field of sentiment analysis and its related field.
Sentiment extraction can be done through different approaches, namely lexicon-
based approach, machine learning approach, hybrid/combined approach [1].

2.1 Lexical-Based Approach

In the lexical-based approach, the text input is separated into several words, which
is called tokenization. Once the word is tokenized, the numbers of positive, negative
and neutral words are counted which are kept in the library of the words called Bag
of Words (BoW). Further to classify the sentiment values of the document, lexicon
is used.

In the process of classifying the sentiments, the system takes the count of the word
which is being used in the statement and measures the value of goodness or badness
of each of them, thus summing up and deciding on the sentiment of the text as a
whole. This technique disregards the order of the words; e.g., it is not a good movie,
is a negative sentence, but in such approach, this statement can be misinterpreted as a
positive one. Lexical analysis has a drawback, with the exponential growth of the size
of the dictionary (number of words); its performance (in terms of time complexity
and accuracy) degrades drastically [1].
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Fig. 1 Classification of sentiment analysis

2.2 Machine Learning Approach

Due to the adaptability and accuracy of this technique, it is one of the most promi-
nent methods which is gaining attention in today’s world. This classification of text
can be done with the help of many supervised and unsupervised machine algo-
rithms. Supervised learning makes use of the training documents or corpus, e.g.,
Naive Bayes, SVM, maximum entropy. Unsupervised learning is used when no such
labeled training documents are available, e.g., neighbor classification. Artificial neu-
ral network-based algorithms are also used for the classification.
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Fig. 2 Steps involved in
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2.3 Hybrid Approach

With the advancement in the field of sentiment analysis, researchers were allured to
find the hybrid approach which could exhibit the speed of lexical approach and the
accuracy of amachine learning approach [1]. In a study, the authors collected the Chi-
nese and English text from twitter [2]. Translate the Chinese text into English using
Yahoo Babelfish and Google translator. They used lexicon approach (tokenization
for creating Bag ofWords) and unlabeled data for dividing the corpus of text into two
categories—positive and negative. The training dataset obtained from it was further
used for training purpose in Naive Bayes classifier for sentiment classification.

3 Methodology

In this section, the steps involved in the process of sentiment analysis have been
described. Figure 2 depicts these steps as described below.

3.1 Dataset Collection

The first step is to collect the data from the various sources. The researchers have
widely used the data from social networking and micro-blogging sites like Twitter as
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the dataset could be collected from itwith theminimal supervision effort [2]. The data
from IMDB (for movie reviews) and amazon.com (for customer’s opinion/feedback)
have been a great source of attraction for the researchers as these Web sites provide
real-life datasets.

3.2 Data Preprocessing

This step is taken to clean the data and eliminate the noise. This step requires the
elimination of stop words. Stop words are those words that do not carry any senti-
ments, e.g., of, have, been, to. Stemming is also done at this step in which the word
is reduced to its root. For example, checking, checkers are the stemming words, and
their root word is check. In this step, the data transformation can also be done if
required.

3.3 Feature Selection/Extraction

This step in sentiment classification is used to extract features, i.e., text features. This
could be finding adjectives, phraseswhich contribute to the importance of sentiments.
Few features have been described in this section.
Text presence and frequency. These features could separate words or n-gram word
and the frequency of occurrence of the words [3]. The selection of correct featured
word is very important in sentiment analysis as the twisted words play a vital role in
changing the essence of the statement. ‘Not bad’ holds a positive sentiment; if only
bad is taken, then the sentence will be misinterpreted as the negative one. The use of
n-gram helps in increasing the accuracy of the classification. The frequency of the
words contributes to the importance of the feature [3].
Opinionwords. These are the words that emphasize on individual opinions, whether
bad or good, like or dislike. Some phrases implicitly express the opinion as well, for
example cost a pretty penny.
Negation. The presence of negative words may change the essence of the statement.
For example, it was not a pleasant day, holds a negative sentiment, although pleasant
holds a positive sentiment.

Feature selection is a crucial step in sentiment analysis. Few algorithms used by
researchers for feature selection are described below.
Information Gain. Information gain is used as an attribute selection method [4]. The
motive is to select the attribute that is most useful in classification of examples. It
measures how well a given tuple separates the training example according to its
target classification. The attribute with the highest information gain, also known as
entropy, is selected for the classification. It is used in decision making to select an
attribute which is used in the classification of node of the tree. It assures the purity
of the partition.
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The information needed to classify the attribute is given by

inf(D) � −
n∑

i�1

pi log pi (1)

where inf(D) is the actual information, pi is the probability of the attribute.

inf a(D) � h
v∑

j�1

|Dj |
|D| ∗ inf o

(
Dj

)
(2)

Gain(a) � inf o(D) − inf oa(D) (3)

infa(D) is the expected information needed to classify a tuple, and Gain(a) is the
information gain.

Chi Square (λ2). Chi square finds the deviation between the observed count and
expected count.

λ2(a, b) � N (wz − yx)2

(w + y)(x + z)(w + x)(y + z)
(4)

where w, x, y, z represent the frequencies that tell the absence or presence of the
feature in a sample dataset [5].W represents count of sample in which feature a and
class b occurred together. It actually represents ‘a’ as the feature and ‘b’ as the class.

Other methods used for the feature selection are Gini index that measures the
impurity of a set of data tuple, hidden Markov model (HMM), PMI, LDA, etc.

After the feature extraction, sentiment analysis is implemented through lexicon-
based approach or machine learning approach which classifies the text into positive,
negative or neutral category. In the next section, various machine learning algorithms
have been discussed.

4 Classification Methods

In this section, the various supervised and unsupervised machine learning algo-
rithms used for the purpose of classification of text in sentiment analysis have been
discussed.

4.1 Naive Bayes

Bayesian classifiers are statistical classifiers. They can predict the class membership
probability that the tuple belongs to the specific class. It assumes that the effect of
values of an attribute of given class is independent of the values of other attributes.
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This is called conditional independence. This works on the Bag of Word feature
extractionmethod andmakes independent assumption about the occurrence ofwords.
For a given feature ‘f ’ and class category ‘c,’ the conditional probability that ‘f ’
belongs to ‘c’ can be formulated as:

P(c/ f ) � p( f/c) ∗ p(c)

p( f )
(5)

P(f ) is the prior probability of the feature that it has occurred [3]. P(f /c) is the
prior probability that the given feature is being classified as the class label. P(c/f ) is
the posterior probability that the given feature belongs to a particular class. Given
Naive assumption, the features will be considered as independent of each other. The
equation can be rewritten as

P(c/ f ) � p(c) ∗ p( f 1/c) ∗ p( f 2/c) ∗ · · · ∗ p( f n/c)

p( f )
(6)

The main advantage of the Naive Bayes classifier is that it requires small amount
of training data that calculates the parameters which is used for prediction [6].

4.2 Support Vector Machine (SVM)

Support vector machine is a non-probabilistic binary linear classifier that works on
both linear and nonlinear data. Each review is represented in vectorized form which
shows a data point in space [6]. It finds the best hyperplane,→

w
, to separate the textual

data vector having maximum marginal distance. Once the training of the model is
done, the testing data are mapped into some space, which is used to predict on which
side of the hyperplane the data fall [6].

Let ci ∈ {1,−1} represent the positive and negative classes, respectively, for a
document →

di
, and the equation for →

w
is given by

�w �
∑

i

αi ci di , αi ≥ 0 (7)

All the →
di

such that αi > 0 are said to be support vectors [7].

Tripathi et al. used labeled polarity movie dataset having 1000 negative and 1000
positive reviews [6]. Data cleaning is done to extract the relevant features. The vec-
torization technique was used to convert the word data into numeric format. Amatrix
was created using vectorization, where each row and column represented an individ-
ual review and a feature, respectively. K-fold cross-validation technique was applied
on the matrix to select the training and testing dataset for each fold [6]. Table 1
represents the comparison between the existing literatures.
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Table 1 Comparison based
on the existing literature

Pang and Lee Read Tripathi et al.

Naive Bayes 0.864 0.789 0.895

SVM 0.8615 0.815 0.940

Pang and Lee as well as Tripathi et al. in their paper used ten fold cross-validation
to perform classification, while Read used only three folds [6]. It showed that the
higher number of folds results in more generalized result and SVM gives more
accurate result than Naive Bayes.

4.3 Maximum Entropy Classifier

Maximum entropy is a common technique for the estimation of the probability distri-
butions from data [8]. The principal behind maximum entropy says that the correct
distribution is when the constraints set by the ‘evidence’ are met even when the
entropy/uncertainty is maximized. Constraints are expected values of the features.

Maximum entropy classifier is a machine learning technique which is based on
empirical data. Nigam et al. and Berger et al. showed that in many cases it outper-
forms Naive Bayes classification [9]. Raychaudhari et al. also found that maximum
entropy worked better than Naive Bayes and nearest neighbor classification for their
classification [10]. Unlike Naive Bayes, it does not make independent assumption
about the occurrence of words. The mathematical formula for entropy is given by

H �
∑

p(c, d) log p(c, d) (8)

where p(c, d) is the probability that the document ‘d’ belongs to the specific category
‘c.’

Kamal et al. showed in their research that maximum entropy outperforms the
regular Naive Bayes as the classification error is reduced by more than 40% [8].
They experimented on webKB dataset. But in comparison with scaled Naive Bayes,
the results were mixed. In scaled Naive Bayes, each document is scaled such that it
contains constant number of word count.

In [8], the author implementedmaximumentropy technique in three datasets out of
which two performed better than Naive Bayes. Basic maximum entropy suffers from
over-fitting. They used Gaussian prior to reduce the over-fitting problem resulted in
a better performance. They showed that the feature selection is an essential factor
for maximum entropy.
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Fig. 3 Multilayer
feed-forward neural
network [4]

4.4 Artificial Neural Network

Artificial neural network is composed of artificial neurons, which are its basic unit.
It consists of input layer, hidden layer and output layer [4]. This network consists of
connected input/output units. There is a weight associated with every neuron. The
units associated with an input layer are called input units. The weighted sums of the
given inputs are added to the activation function that gives an output which acts as an
input to the hidden layer. This is a feed-forward network as the output to one layer
acts as an input to the other. This network has poor interpretability (Fig. 3).

4.5 Backpropagation Neural Network (BNN)

Backpropagation neural network is a feed-forward neural network in which the error
rate is reduced through backpropagation as the actual output is matched with the
expected output and then error is propagated backward by updating the weights and
the bias (which helps in varying the activity) [4].

Theword frequencies to the jth document act as an input to the neuron. Theweight
W is associated with each and every neuron. The linear function associated with it
is given as I � W.X j . For the binary classification, the sign predicts the class label.
For the nonlinear classification, multilayer neural network is used. The complexity
of the training dataset increases as the size of the middle layer increases because
the error is backpropagated over the different layers. Smaller hidden layer tends to
produce better classification of the class label.

There is a comparison between SVM and neural network [11]. They showed that
ANN outperformed SVM when the experiment is conducted on the movie reviews.
There is a limitation associated with both the techniques like the computational cost
of ANN at the training time and SVM at the running time.
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Steps for the backpropagation algorithm:

S1: Take the input from the input node.
S2: First input from the input node is equal to the output for this node which acts

as the input to this network.

Oi � Ii (9)

S3: Input to the hidden layer or output layer is the weighted sum from the previous
nodes added by bias (where Bj is the bias), i.e.,

I j �
∑

i

Wi j Oi + Bj (10)

S4: Output of the hidden layer or output layer can be found using activation function
that could be sigmoid or logistic function.

Oj � 1

1 + e−I j
(11)

S5: The errors are backpropagated for all the unit j in the output layer.

Ek � Oj
(
1 − Oj

) (
Y − Oj

)
(12)

where Y is the expected output
S6: The errors are backpropagated from last hidden layer to the first hidden layer

for all the unit j.

Ek � Oj
(
1 − Oj

) ∑

k

Ekw jk (13)

S7: weights are updated.
�wi j � E j Oi (l), l is the learning rate, 0 < l < 1, and l is used to avoid local
minimum and encourages to reach global maxima in a decision surface.

Wi j � �Wi j +Wi j (14)

S8: For updating bias (Fig. 4)

�Bj � E j (l) (15)

Bj � �Bj + Bj (16)
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Fig. 4 Weighted sum of the output of the previous layer is added with a bias which is followed by
an activation function that gives the output [4]

4.6 Semi- and Unsupervised Learning

The idea behind the classification of text is to divide it into categories. This requires
labeled training data or document in supervised leaning. However, it is often difficult
to get the labeled data, but the unlabeled data or document can be obtained easily.
Here, the unsupervised learning can be used that does not require labeled training
data. Zhou et al. worked on a strategy at the level of the features instead of instances
by providing weak supervision [12].

The prior information was incorporated into sentiment classifier model, obtained
as an initial classifier, extracted from an existing sentiment lexicon. They worked on
the data obtained from IMDB for movie reviews and amazon.com. Their work iden-
tified that the polarity of the words may vary from domain to domain. They showed
for any text classification, the approach used by them obtained better performance
than weakly supervised learning techniques if the little bit relevant prior knowledge
is available.

4.7 PCA

Principal component analysis (PCA) is an unsupervised learning technique. Its
motive is to find principal component (PC). The data are expressed in a manner
that highlights their differences and similarities. This technique emphasizes on the
variations and develops strong patterns in dataset. It helps to eliminate dimensions.
PCA takes a dataset with a lot of dimensionality and flattens it to 2D or 3D so we
can look at it. It tries to find a meaningful way to flatten the data by focusing on
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things that are different from words or sentences in a document. PCA finds direction
in which it is orthogonal and with maximum variance.

4.8 K-Nearest Neighbor (KNN)

K-nearest neighbor classifiers are the lazy learners.When an unknown tuple is given,
then KNN searches the pattern space which defines the closeness to the unknown
attribute. The closeness can be found using Euclidean distance in terms of distance
metrics. K number of tuples are chosen, and the other attributes are computed in
terms of the distance. K defines the number of separate clusters. The unknown tuple
is assumed to belong to the cluster which has the minimum distance with that cluster.

5 Applications

Sentiment analysis can be implemented in various fields that have attracted many
researchers. Some of these fields have been discussed in this section.

5.1 Emotion Detection

Natural language processing can be used to implement sentiment analysis which
helps in obtaining opinion about an entity. Opinion defines an attitude towards an
object. Sentiments define the feelings. Emotion reflects attitude. Emotions can be
joy, agony, sadness, frustration, disgust, anticipation and surprise. Sentiment analy-
sis defines positive, negative or neutral opinion, whereas emotion detection defines
various emotions. According to Plutchik, emotion detection is considered as senti-
ment analysis task [13].

Lu and Lin proposed an approach for detecting emotions on different events
based on Web-based text mining [3]. This approach was formed on the probability
distribution to find common mutual actions between the object and subject of an
event.

Balahur et al. used lexicon-based approach and ML both [3]. They used the
approach of common sense. They said that emotions cannot always be detected
explicitly, i.e., by defining a sad word to express the emotion of grief or a happy
word to express joy. SVM and SVM-SO approaches were used to achieve the goal.
They showed that the use of EmotiNet (corpus storing the knowledge based on com-
mon sense) gives better results than supervised learning techniques and corpus-based
approach.
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5.2 Building Resource

Building resource focuses on creating dictionary, corpora and lexica in which expres-
sions giving opinions are annotated in accordance with their polarity.

Robaldo et al. introduced building corpus in which they used opinion
mining—ML- and XML-based tagging of textual expressions that convey the rele-
vant opinion [14]. A standard methodology was used by them that annotated rele-
vant statements in the text which was independent of any application domain. Then,
domain-specific adaptationwas considered that dependedon the ontologyusedwhich
is domain dependent. They used dataset on restaurant reviews, and query-oriented
extraction process was used. The result showed that the annotation scheme was able
to cover the large complexity along with the preservation of good agreement between
different people.

5.3 Transfer Learning

Transfer learning obtains the knowledge from the auxiliary domain which is used to
improve the learning phase in the target domain, for instance a search in Hindi to
English. It is a new cross-domain learning method as it shows the several aspects of
domain differences.

In SA, it can be used to build bridge between two domains as it transfers classifi-
cation of sentiments from one domain to another.

6 Conclusion and Future Scope

After analyzing the various articles, it is observed that the feature selection method is
a crucial step in sentiment analysis. Machine learning is the most popular approach
used for the classification of sentiment analysis as the lexical approach suffers in
terms of performance when the size of the dictionary increases. Many researchers
have proved that SVM works better than Naive Bayes or other approaches for the
sentiment classification. Yet every technique has few drawbacks and cannot resolve
all the challenges.

Artificial neural network is a significant method for the classification which is
gaining popularity due to its adaptive nature of adjusting themselves according to
the data without explicitly specifying the functional form of the underlying project.
The related fields, emotion detection, transfer learning and building resources are
the emerging fields of research.

One of the biggest challenges related to the sentiment analysis is language. Interest
in other languages than English is increasing and it requires the ability to analyze the
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emotions independent of languages. Google translator is the best tool for translating
a language into English.

For the future, wewould like to work on artificial neural network for the sentiment
classification and analysis on dataset in other languages like Hindi or Punjabi along
with the English language. Work in the field of emotion detection is also an open
area of research as the study suggests that a positive word can be a sarcasm which
could lead to unsuccessful classification.
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Sentiment Analysis Using Tuned
Ensemble Machine Learning
Approach

Pradeep Singh

Abstract With the recent emergence of Web-based applications and use of social
networking sites, number of people are eager in expressing their views and opinions
online. The sentimental analysis also referred to as opinionmining aims at processing
user reviews (about products, movies, services, books, places, etc.). These reviews
are often unstructured and need processing to evolve into the productive knowledge.
Majority of the sentiment analysis works on the classification of opinion polarity
with the use of simple classifiers. Handling diverse data distribution is one of the
major issues that simple classifiers suffer. To cope up with the issue in this paper, we
utilized the ensemble learners on the polarity prediction of the movie reviews. The
proposed work processes the review data through some elementary steps that are
conducted for the feature extraction in sentiment analysis. In addition to the feature
extraction, we further perform the feature selection for the sake of dimensionality
reduction. However, in contrast to the conventional simple learner, we applied the
ensemble learner in the proposed model and evaluated its performance. To compare
the ensemble model competence, we conducted the experiment on both individual
as well as ensemble learner (random forest, AdaBoost, extra trees) and computed
classification measures on both the model. IMDB dataset is used, and the polarity
of a review, i.e., whether it is positive or negative, is predicted. With an extensive
experimentation, it is found that results of ensemble classifiers are outperforming
than individual learner in the classification of sentiment polarity.

Keywords Sentiment analysis · Ensemble learner · Tuning of parameter

1 Introduction

In our daily life, the opinions of customers and users of a product have a great
influence on our decisionmaking. These decisions may range from buying electronic
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appliances or jewelry to taking review about the schools for children. Before the
advent of Internet, opinions on products and services are taken from friends, relatives,
or consumer reports. Now in the Internet era, it is much easier to collect diverse
opinions from various people across the world. The review sites (CNET, Epinions,
etc.), e-commerce sites (Flipkart, Amazon, Snapdeal, eBay, etc.), online opinion sites
(TripAdvisor, RottenTomatoes), and social networking sites (Facebook, Twitter, etc.)
are referred to get opinion about how a particular product or service is provided to
them. Similarly, most of the organizations use opinion polls, surveys, and social
media as a mode to obtain feedback on their products and services [1]. Sentimental
analysis is the branch of text mining which processes these reviews computationally
for identifying and categorizing opinions, sentiments, attitudes, subjectivity, views,
evaluations, appraisal, emotions, etc., stated in a textual form as positive, negative,
or neutral.

In sentimental analysis, classification is done according to different criteria such
as polarity of the sentiment (negative, positive, or neutral), whether the opinion
is in support or opposition of a service, number of pros and cons in the reviews,
whether the user agrees or disagrees with some particular topic. According to [2]
sentiment, classification is of three levels.Document level: The sentiment is evaluated
by taking the whole document as one information unit. Sentence level: The sentiment
is evaluated by taking each sentence as an individual unit. Aspect level: According
to [3], in this level, the sentiment is evaluated by taking the polarity of each aspect of
the review such as screenplay, acting skills, and direction for a movie. The sentiment
analysis of movie reviews can be at document or aspect level [4].

Machine learning algorithms play a critical role in the document-level polarity
prediction. The choice of supervised learning algorithm in the classification problem
is cumbersome due to the wide availability of the candidate. Single classifiers are
producing the good classification rate, but the presence of differences in the data dis-
tribution between train and test instances makes the simple learner to perform poorly.
Thus, ensemble learner has the ability to handle the data distribution efficiently and
with superior performance delivered by multi-classifier model in the other applica-
tion makes an appropriate choice to be elected as alternative for the single classifier.
This paper aims at classifying the document-level sentiments using machine learn-
ing algorithms and compares the performances of simple and ensemble learners. In
addition to it, we also aid the joint contribution of unigram and bigrams features
along with the parts of speech (POS tagging) for feature extraction, whereas feature
selection algorithm is used for the efficient prediction of polarity with minimum
data handling complexity. We considered random forest, multinomial naive Bayes,
Bernoulli naive Bayes, SGD, SVC, and NuSVC for the sake of performance com-
parison between simple and ensemble learner. The contribution of the paper can be
summarized as follows:

• Use of unigrams features leads to false analysis. Hence, we focus on the combi-
nation of uni- and bigrams which increase the efficiency.

• Use of feature selection reduces the total number of features (words), thereby
decreasing the time for overall computation.
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• Use of POS tagging eliminates many useless pronouns, propositions.

The remaining part of the paper is organized as follows: Sect. 2 presents contextual
information related to the past work done. Section 3 presents the proposed sentiment
analysis method covering common problems listed during the study of related work.
Comprehensive discussion on the supervised learning on both simple and ensemble
learners is presented inSect. 4. In the last Sect. 5,we conclude the overall performance
of the learners in sentiment analysis.

2 Related Work

Pang et al. considered aspect of sentiment analysis using categorization with positive
and negative sentiments [5]. They used different machine learning algorithms (clas-
sifiers) like support vector machine, Naïve Bayes. They classified it using unigram
features, bigram features, and by combining both unigram and bigram features. To
realize the algorithm, they use bag-of-words (BOW) in their algorithms and found
SVM with good classification rate.

Salvetti [6] discussed an overall opinion polarity (OvOP). Here hypernym given
by word net and parts of speech tagging acts as lexical filter. The results from word
net are less accurate than POS filter. Their work has shown good result in Web data.
Mullen [7] applied SVM where values are given to selected words and are pooled to
make amodel for the classification. Features which are close to the topic are allocated
with higher values. They gave comparison of their approach and hand annotation.
Their approach gave better results.

Matsumoto [8] used syntactic relation among words in document-level sentiment
analysis. The frequent word subsequence and dependency sub trees are extracted
from the sentences and used as input features for support vector machines (SVM)
machine learning algorithm. They performed their experiment on IMDB and polarity
dataset. Liu [9] proposed multi-label classification. They used 11 methods compared
on 2micro-blog dataset and 8 evaluationmatrices. Lin et al. [10] performed an empir-
ical study of sentiment categorization on Chinese hotel review. A Chinese corpus,
MioChnCorp, with amillionChinese hotel reviews is collected. Aword2vecmodel is
trained using MioChnCrop to represent words and phrases in Chinese hotel domain.
Their experimental results indicate that the more data produces the better perfor-
mance. They also used word embeddings which represent each comment as input in
different machine learning methods like SVM, Logistic Regression, Convolutional
Neural Network (CNN) and ensemble methods for sentiment classification.

The literature review identifies the vague issues that remained untouched during
the problem solving. From the review, we find the following issues:

• Most of the work done in the field of sentimental analysis is done considering
unigram approach which may not include all the features accurately.
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• Much work has been done on the sentiment analysis, but they have used a lot of
features for the feature extraction part. A lot of time iswasted during the processing
of the whole review data. If there is a big dataset then it wastes a lot of time.

• Majority of the model uses single classifiers which performs poor in the case of
diverse data.

In this paper, we aim at providing the solutions for the issues that were found
during the survey. The objective is achieved by collecting sufficiently large amount
of data consisting of reviews, preprocessing it applying feature selection in order to
extract the features with high frequencies and reducing large number of words to a
limited features and passing these inputs to the ensemble classifiers; additionally, we
also performed the simulation with the simple classifiers for the sake of performance
comparison.

3 Methodology

The process followed in this paper is shown in Fig. 1. In this model, we acquired the
textual datasets and applied preprocessing and POS tagging on them. This prepro-
cessed datasets is divided into train and test data (if not given explicitly) by tenfold
cross-validation, for the further use of train data in learner. Later, we input the test
data to predict the sentiment. The original sentiment of the reviews is compared with
the obtained sentiment to calculate accuracy, precision, recall, and f -measure.

To evaluate the performance of simple and ensemble learner on sentiment analy-
sis, we carried the elementary steps that are followed in the opinion mining process.
Firstly, IMDB reviews used in this project were acquired from [11]. This dataset con-
sists of 25,000 reviews. Apart from the text data, the dataset has numeric, acronym,
and HTML tag contents in it. Thus, in order to have good classification it is necessary
to eliminate these entries from the dataset.

To remove such entries, we apply preprocessing on the entire dataset. This prepro-
cessing involves removal of acronyms, numeric letters, and HTML tag. In addition to
this, we also eliminate the stopwords (wordswhich do not contribute to the sentiment
analysis).

An acronym is an abbreviation, and it is generally used in content published on
the Internet. Users are often drawn toward brief words, and using acronyms is one
way of ensuring that the sentence still grabs the attention of the reader despite the
fact that it is short. For example, DND stands for ‘DoNot disturb’ while OMG stands
for ‘Oh My God.’

Reviews contain numeric characters which do not affect the sentiment of words.
Hence they are removed. Stop words such as ‘comma,’ ‘full stop,’ parenthesis, ques-
tion marks, exclamations, and special characters such as *, @, $, # are eliminated.
Also the reviews that contain references to contain links are useless. Hence they are
eliminated.



Sentiment Analysis Using Tuned Ensemble … 291

PREPROCESSING

POS TAGGING

TEST DATA

10 FOLD CROSS VALIDATION

TRAIN DATA

FEATURE EXTRACTION

COMPARISON

VALIDATION

SIMPLE LEARNER

Review Dataset

FEATURE SELECTION

ENSEMBLE LEARNER

Fig. 1 Process flow diagram

After preprocessing, parts of speech (POS) tagging is performed in the processed
data. The review carries the word, and tagging assigns parts of speech to each word
in the dataset, i.e., whether the word is a noun, pronoun, verb, adjective, or adverb.
POS tagging can be used as feature reduction by selecting only few elements in parts
of speech; i.e., pronouns and prepositions can be eliminated from the data which
reduce the number of features. In our work, we used a combination of verbs, nouns,
adjectives, and adverbs and eliminated the remaining features.

Feature extraction is an attribute or dimensionality reduction process [12]. It is
used to extract a subset of features from the original feature set by means of some
functional mapping retaining as much info in the data as possible as mentioned in
[13]. Feature extraction is used to transform the actual attributes. The transformed
features are linear combinations from the original attributes. Models constructed
based on extracted features tend to be of higher quality, because the information is
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described by less, more meaningful attributes. Feature extraction techniques used in
our project are:
Bigrams: Bigrams are nothing but a sequence of two adjacent words in the sentence.
Examples of bigrams are ‘not good,’ ‘very bad.’ Bigrams are very useful in assigning
correct polarity as the string of 2 words can increase the efficiency. Bigram is an N-
gram for N � 2.
Term frequency-inverse document frequency (TF-IDF): Term frequency is the
amount of times a specific word or term appears in the text. Inverse document fre-
quency measures the existence of a particular word in all documents. According to
[14], the values of TF-IDF are directly proportional to the term frequency; i.e., it
increases as the frequency of a word in the document increases.
Count vectorizer: It implements both counting of occurrence and tokenization in a
single class. It converts the entire text documents into a sparse matrix representation.

4 Supervised Learning Algorithms

We employed nine classifiers from the scikit-learn package [15] from Python, four
from the simple learner, and four from the ensemble learners. The hyper-parameters
of classifiers are tuned using randomized parameter optimization.

Classifier Type Description

Random forest Ensemble It uses a huge number of individual, unpruned
decision trees

AdaBoost [16] Ensemble Amount of focus is quantified by a weight that is
allocated to every pattern in the exercising set

Extra trees [17] Ensemble Randomizing tree building in the context of
numerical input features, where the choice of the
optimal cut-point is responsible for a large
proportion of the variance of the induced tree

Gradient boosting [18] Ensemble ‘boosting’ many weak predictive versions into a
strong one, available as ensemble of weak types

Support vector machines [19] Simple Kernel-based method uses hyperplane that
separates the classes and has the largest distance
between border line data points

Naïve Bayes variants,
Multinomial Naive Bayes
(MNB)
Bernoulli Naive Bayes [20]

Simple The probabilistic model of Naïve Bayes is
originated from Bayes theorem

Stochastic gradient descent [21] Simple Stochastic approximation of gradient descent
optimization approach which is used to minimize
an objective function

Logistic regression Simple Logistic regression is a linear model for
classification also known as maximum entropy
classification (MaxEnt) or the log-linear classifier
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5 Experimental Results

When we use a classifier model, we always need to find the exactness of that model
as the result obtained forecasts from all expected results. This is called classifier
accuracy. When we have to choose whether it is a sufficient model to take care of,
accuracy is not the only metric for assessing the viability of a classifier. Two other
important measurements are precision and recall. A confusion matrix is a summary
of prediction results of a classification problem (Table 1).

A false positive error, or in short false positive, commonly called a ‘false alarm,’
is a result that specifies a given condition has been satisfied; when it actually has not
been satisfied, i.e., erroneously a positive effect has been assumed. A false negative
error, or in short false negative, is where a test result indicates that a condition failed;
while it actually was successful. True positives are relevant items that we correctly
identified as relevant. True negatives are irrelevant items that we correctly identified
as irrelevant. A confusion matrix C is such that C(i,j) is equal to the number of
observations known to be in group i but predicted to be in group j. A confusion
matrix is used to describe the performance of the classifier.

Accuracy is how close a measured value is to the actual (true) value. It is the
proportion of instances whose class the classifier can correctly predict. It can be
calculated as shown in Eq. 1.

Accuracy � Tp + Tn
Total number of samples

(1)

where TP denotes the number of true positives and T n is the number of true negatives.
Precision measures exactness of a classifier. High precision indicates that there

are less number of false positives; likewise, a lower precision indicates more number
of false positives. Precision is defined as the ratio of number of true positives over
the number of true positives plus the number of false positives [22]. Its formula is
shown in Eq. 2.

P � Tp
Tp + Fp

(2)

where Fp denotes the number of false positives.
Recall is used to measure completeness, or sensitivity, of a classifier. Increasing

the value of recall often decreases precision because it gets increasingly harder to
be more precise as sample space increases. Recall is defined as the number of true

Table 1 Confusion matrix Actual class Predicted class

Yes No

Yes TP FN

No FP TN
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Table 2 Performance metrics—random forest classifier

Feature type IMDB dataset

Accuracy Precision Recall F-measure

UNIGRAM 84.7 83.48 85.56 84.51

UNI + BI 84.73 83.72 85.45 84.57

Parameter tuning
(UNI)

85.33 84.65 85.81 85.23

Parameter tuning
(UNI + BI)

85.64 85.15 85.99 85.57

positives over the number of true positives plus the number of false negatives. Its
formula is shown in Eq. 3.

R � Tp
Tp + Fn

(3)

Precision and recall can be combined to produce a single metric known as
F-measure. It is weighted harmonic mean of precision and recall. Its equation is
shown in Eq. 4.

F1 � 2
P × R

P + R
(4)

where P is the precision and R is the recall.
We compare the performance of the classifiers that we used based on their preci-

sion, recall, F-measure, accuracy, and confusion matrices.
We train each of the classifiers using the two datasets individually. First, we test

all the classifiers on each training set one at a time and then we test it on the test set.
Table 2 summarizes the results of all the experiments performed on IMDB dataset.

The results of different approaches on the IMDB dataset are shown in Table 3.
Initially, the analysis is done only by considering the unigram words and applying
the random forest machine learning algorithm. We used noun, verb, adjective, and
adverb from our data and removed all the unnecessary words. On applying single
machine learning algorithms (Table 3) on the IMDB dataset, we observed good
results in NuSVC and stochastic gradient descent method. On applying on ensemble
classifiers (Table 4), extra trees classifier using (uni + bi) has performed outstanding.

After applying the parameter tuning on the random forest classifier (Table 2),
the accuracy of the sentiment prediction has increased by 1%. The parameters
used in our process are n_estimators � 100, max_features=’sqrt’, oob_score=’true’,
n_jobs � −1, random_state � 50.
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Table 3 Performance metrics—single classifiers

Classifier and
feature type

IMDB dataset

Accuracy Precision Recall F-measure

NuSVC
UNIGRAM

87.452 89.032 86.305 87.647

NuSVC
(UNI + BI)

87.342 88.804 86.281 87.524

SGD UNI 90.532 87.096 93.522 90.195

SGD UNI + BI 90.530 87.096 93.519 90.193

MNB UNI 83.968 81.304 85.879 83.529

MNB UNI + BI 84.728 83.648 85.495 84.561

BNB UNI 84.192 81.7 85.985 83.788

BNB UNI + BI 85.022 84.296 85.538 84.912

LR UNI 84.369 82.485 85.715 84.069

LR UNI + BI 85.084 84.4 85.571 84.981

Table 4 Performance metrics—ensemble classifiers

Classifier and
feature type

IMDB dataset

Accuracy Precision Recall F-measure

AdaBoost (UNI) 83.468 84.176 81.395 82.762

AdaBoost
(UNI + BI)

83.8 84.28 81.86 83.05

ExtraTrees (UNI) 86.128 84.528 87.32 85.90

ExtraTrees
(UNI + BI)

86.496 85.11 87.535 86.306

RandomForest
(UNI)

84.7 83.48 85.568 84.511

RandomForest
(UNI + BI)

84.736 83.72 85.456 84.579

Gradient
boosting (UNI)

81.096 86.336 78.146 82.037

Gradient
boosting
(UNI + BI)

81.14 86.208 78.274 82.049
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6 Conclusions

In this paper, intensive experiments were performed to predict movie reviews using
different supervised machine learning algorithms like Naïve Bayes (NB), stochastic
gradient descent (SGD), support vector machines (SVM), random forest, AdaBoost,
extra trees, and gradient boosting. We applied both unigram, unigram + bigram
approach. The learner performed better when using unigram + bigram approach than
the unigram feature. Parameter tuning has been applied to improve the accuracies.

Processing of Twitter reviews may have some issues because they contain emojis
and smileys (they hold important information whether it is a positive tweet or neg-
ative tweet) which are not processed in our approach. Some words like ‘greatttt’,
‘fineee’ are also processed using the stemmer because those features should not
be missed. The accuracy of the prediction may increase with various preprocess-
ing techniques and machine learning algorithms. Taking the above limitations into
consideration, further work can be performed in order to improve the accuracy of
sentiment prediction.
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