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Preface

This LNEE volume consists of papers presented at the Symposium-A entitled
“Computational Signal Processing and Analysis” in the International Conference on
“NextGen Electronic Technologies—Silicon to Software”—ICNETS?-2017, which
was held in VIT Chennai, India, during 23-25 March 2017.

The focus of this symposium was to bring together researchers and technologists
working in different aspects of signal processing such as biomedical signal pro-
cessing, image processing and video processing. One of the major objectives of this
symposium is to highlight the current research developments in the areas of signal,
image and video processing.

This symposium received over 64 paper submissions from various countries
across the globe. After a rigorous peer review process, 37 full-length papers were
accepted for presentation at the conference. This was intended to maintain the high
standards of the conference proceedings. The presented papers were oriented
towards addressing challenges involved in different application areas of signal
processing. In addition to the contributed papers, renowned domain experts across
the globe were invited to deliver keynote speeches at ICNETS?-2017.
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Detecting Happiness in Human Face M)
Using Minimal Feature Vectors Gt

Manoj Prabhakaran Kumar and Manoj Kumar Rajagopal

Abstract Human emotions estimated from face become more effective compared
to various modes of extracting emotion owing to its robustness, high accuracy and
better efficiency. This paper proposes detecting happiness of human face using
minimal facial features from geometric deformable model and supervised classifier.
First, the face detection and tracking is observed by constrained local model
(CLM). Using CLM grid node, the entire and minimal feature vectors displacement
is obtained by facial feature extraction. Compared to entire features, minimal fea-
ture vectors is considered for detecting happiness to improve accuracy. Facial
animation parameters (FAPs) helps in identifying the facial feature movements to
forms the feature vectors displacement. The feature vectors displacement is com-
puted in supervised bilinear support vector machines (SVMs) classifier to detect the
happiness in human frontal face image sequences. This paper focuses on minimal
feature vectors of happiness (frontal face) in both training and testing phases. MMI
facial expression database is used in training, and real-time data are used for testing
phases. As a result, the overall accuracy of happiness is achieved 91.66% using
minimal feature vectors.

Keywords Constrained local model (CLM) - Facial animation parameters (FAPs)
Minimal feature vectors displacement - Support vector machines (SVMs)
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1 Introduction

Since 1990s, several researches are carried out on human emotion recognition for
human—computer interaction (HCI), affective computing, etc. Emotion recognition
in human has been established by the various modes of extraction [1]: physiological
signal and non-physiological signal. From [1], the facial expression recognition is
best out of the various modes of extracting emotion methods. From 1990 to till
now, researchers are mostly concentrating on the robust automatic facial expression
from image sequence compared to other modes of extracting emotions. In [2] has
given the study of automatic facial expression system, through the photographic
stimuli. In [3, 4] has established the automatic facial expression system from facial
image sequence, which analyze the facial emotion through feature detection and
tracking points.

From the literature survey [5-10], it is observed that the facial emotions are
defined by the maximum number of facial feature points with action units
(AUs) [11]. Therefore, usage of more feature points for facial emotion attains the
complex data computation with less accuracy. To overcome this problem, the
minimal feature points are selected for human facial expression. Facial action
coding system (FACS) defines the combination of action units for facial emotion,
using the entire feature points. Facial animation parameters (FAPs) [12] define
facial emotion of action units within 10 groups, which use the entire feature points.
Therefore, FAPs are considered for emotions’ extraction using minimal feature
vectors, which result in less data computational with high accuracy.

From [13] explain the importance of face modeling: the state of art with respect
to different face models of face detection, tracking of automatic facial expression
recognition.

In this paper, the detecting happiness is based on constrained local model
(CLM) and bilinear support vector machines (SVMs). CLM [14] is developed for
the face detection, tracking, and extracting the feature points. The extracted feature
points form the minimal feature vectors displacements. The bilinear SVMs [15, 16]
are formulated for classification of detecting happiness with help of FAPs [12]. The
rest of the paper is as follows: The descriptions of detecting happiness are shown in
Sect. 2. Section 3 describes the experimental results and discussion of proposed
system. Section 4 summarizes the future work and conclusion.

2 System Description

The system description of detecting happiness is followed in three steps: face
detection, tracking and feature extraction. From the facial feature vectors dis-
placement, facial expressions are classified. Face detection and tracking, are carried
out using deformable geometric grid node (CLM) [14]. Then feature vectors dis-
placement is composed in supervised classifier (SVMs) [15] for defining the
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happiness in human face. The proposed system architecture of detecting happiness
is shown in Fig. 1.

2.1 Facial Detection and Tracking

In the proposed system, the face detection and tracking is carried out by constrained
local model (CLM) (deformable geometric model fitting) [14], which represented
two processes such as CLM model building and CLM search. The conceptual
diagram of CLM model and search is as shown in Fig. 1.

2.1.1 Building a CLM Model

In CLLM model building, there are two processes: shape model and patch model. In
the shape model, first mark manually the landmark of feature points of face using
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point distribution model (PDM) [17]. PDM employed the non-rigid face shape of
2D+3D vector mesh. In PDM (Eq. (1)), building with principal component analysis
(PCA) and Procrustes preprocessing. Principal component analysis (PCA) is
applied for alignment of shape from the large database to get the mean value and
eigen vectors shape of face. Before PCA, applying the Procrustes analysis for
removing the scale, rotation, translations and gives the result of aligned shape.
Similarly, the patch model applying logistic regression gives the result of mean
value and eigen vectors of patch model.

X = SR(;C,) + Ttx,ty = TS.,R,tX,ty (.;C,) (1)

where x; mentioned as ith landmark of 2D+3D PDM’s location, X; identify as mean
shape of 2D+3D PDM and pose parameters of PDM represent as p = (s, R, t, q). s,
R, t are denoted as shape, rotation, and translation.

2.2 Searching with CLM

In searching face with CLM, applying the linear logistic regressor algorithm for
extracting the feature points of each face feature variation gives the response maps
of ith image frames in Eq. (2).

. _ 1
p(l; = aligned|l,x) = 5 exp{2Ciix) £ F} (2)

From the each feature point, crop a patch image of individual part (i.e., nose, left
eye, right eye) and apply the linear logistic regressor [14], which is trained model to
finding the local region of image and gives the result of response image. The
quadratic function is fit on the response image of feature point position by opti-
mization function is subspace constrained mean shift (SCMA) [14]. The mean shift
algorithm [18] is applied for landmark location with aligned shape and patches in
Eq. (3).

(t+1) OCLI_N<X£T);/J[7O'2[)
X —

, (D o)
webe >, A N(x; 75y, 02
’}’E%;’ ’

3)

Finally, combining a shape constraint model and local region of optimization
function obtains the feature point of face, and fixed number of iteration gives the
result of facial feature points tracking.
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2.3 Classification

In classification, formulate the support vector machine (SVMs) with facial ani-
mation parameters (FAPs) of extracted feature points. Support vector machines
(SVMs) [15, 16] are linear separating a maximum margin of hyperplane in a higher
dimensionality space. Let g; = {(X;,¥))}; i = 1.. ;X € R";y; € {—1, + 1} is the
training dataset of facial extraction of feature vectors displacement. Then maximum
margin of separating hyperplane of linear data of the form is Eq. (4).

T ¥X+b>+1 for(yi= +1) @)
T.¥+b< —1 for (y; =—1)

Sl Sy

w! is weight vectors, where normal to the separating hyperplane and w’ is a

bias. A decision function of separating hyperplane is as follows in Eq. (5).
fE@=w -X+b (5)

Subject to constraint inequalities is Eq. (6) the separating linear optimal
hyperplane in form out Eq. (7) :

yi(W -X+b)—1>0 i=1,..N (6)

i=1

The two class of linear SVMs of decision surface is as follows in Eq. (8):

flx) = (;(Z o D(S;) - CD(x)) or y=w-x+b (8)

From Eq. (8) gives the discriminating hyperplane of separating cluster in deci-
sion surface. For nonlinear case of SVMs, the training data are changed into linear
separable data by using kernel function (polynomial, rbf), normalization and
transformation of ® mapping function [15, 16]. From Eq. (8), decision surface is
classify the detecting happiness are seen detailed in Sect. 3.

3 Experimental Results and Discussion

3.1 Feature Vectors Displacement

The information of face detection, tracking and extraction are carried out for
emotion in real-time human face using geometric deformable model (CLM) [14].
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The extracted information of happiness is in frame-by-frame facial features
movement to form the facial feature vectors displacement. The geometric infor-
mation of feature vectors displacement is one node displacement d;; defined as the
consecutive frame-by-frame difference between the grid node displacements of first
to ith node coordinates. The feature vectors displacement is in Eq. (9):

ap —an apy —dai4 v drj+1 — a2
4 Axij az —daxp a3 —dp4 - Apjy] —A2j42 9
iy — Ayi.j - . ( )
ajj — dij+1 Anm+1 — Aum+2

i=1,...F,j=1,...N, where Ax;;, Ay;; are x-axis, y-axis coordinates of grid
node displacement of the ith node in jth frame image, respectively. F is the number
of grid node (F = 66 nodes of CLM), and N is the number of the extracted facial
images from the facial image sequence.

g =[dijdoj...dpj]" j=1,..N (10)

From Eq. (10), for every sequence of the happy face in dataset, an extracted
feature vectors grid deformation vector g; is created to form the displacements of
the every geometric grid node d,;. In happy face, major muscle variation is hap-
pening in mouth region (Groups 8 and 2 of FAPs). From the extracted features
from CLM, feature vectors displacement is computed. The entire and minimal
feature vectors displacement of happy in CLM is shown in Fig. 2a, b; the blue color
indicates as happy. The happy variations are more in outer lip and corner lip region
with along x-axis direction defined from the FAPs [12].

In this system, the entire feature vectors displacement has high data computation
and less accuracy of variation in happy. In order to achieve less data computation
and high accuracy, minimal feature displacement is used and desired result is
obtained. In Fig. 2a, the entire feature vectors displacement has feature variation in
Group 8 (outer mouth lip region) and Group 2 (corner lip region) from the FAPs
description. In our proposed, the minimal feature vectors displacements have the
feature variation only in Group 2 (corner lip region) as shown in Fig. 2b. In
this system, the geometric deformable grid node (CLM) has L = 66 * 2 = 132
dimensions. In the feature vectors displacement of image sequence, where computed
the d;; displacements of CLM grid node in order to form in start at neutral face to
expressed face (i.e. Initial frame to peak response of frame) and the expressed face to
neutral state. The CLM feature vectors displacement g; is employing for the clas-
sification of happy face using two classes of SVMs in our proposed system. In our
proposed system, the detecting happiness of CLM is developed in C++ with open
framework tool and SVMs which was implemented in Intel i5 processor. In training
and testing processes, MMI facial expression standard database [19] and real-time
emotions of video rate is 30 frames/s are respectively and only frontal face image
sequence are captured are shown in Fig. 3.
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Fig. 2 CLM grid of entire and minimal feature vectors displacement of Happy

3.2 Training Process

In Happy, the major facial muscle movement in Group 8 and Group 2 of temporal
segments in x-axis direction of the entire and minimal feature vectors displacement
defined by FAPs [12]. From Fig. 4a, b are shown as expression value (i.e.,
offset-apex-onset region) of entire and minimal feature vectors displacements are
respectively. In Happy, the major facial movement is horizontally expanded of both
feature vectors. In that, the entire feature has taken all feature point for classification
of happy. But it attained the high data computations with less accuracy. In order to
achieve, the minimal feature vectors has only two feature points (49th and 55th of
CLM grid node) for happy classification which attained the less data computations
with high accuracy are shown in Fig. 4b. The reason for selecting minimal feature
vectors, the two feature points have high variance compared to the outer lip mouth
region (12 feature points) by FAPs.

. ‘ - fyi | -
(a) SUR (b) HAP (c) DIS (d) FEA (e) ANG (f) SAD
Fig. 3 Training and testing processes of MMI facial expression database (first row) and real-time
(second row) facial expression datasets are respectively. a Surprise (SUR), b Happy (HAP),
¢ Disgust (DIS), d Fear (FEA), e Anger (ANG), and f Sad (SAD).
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In training process of happy classification, the entire and minimal feature vectors
displacement of classification is shown in Fig. 4c, d. In that, trained 10 different
subjects of happy (+ve class) and surprise (—ve class) were taken as bilinear SVMs
are shown in Fig. 4c, d. In Fig. 4c, the entire feature vectors displacement of happy
classification has attained the nonlinear data classification. In order to achieve linear
classification of happy, applied the kernel function (polynomial, rbf), normalization
and transformation of mapping function. In Fig. 4d, the minimal feature vectors
displacement has conquered the linear separable datasets and also achieved less data
computation with high accuracy.

3.3 Testing Process

In the testing process, the real-time facial data comprising of all basic six emotions
were taken from 10 different subjects is shown in Fig. 3. Similarly, in the testing

(a) HAPPY (minimal features of outer lip region (2pts)) (C) Happy(+ve)&Surprise(-ve) mouth region (18ps) of training
1] 2 4 6 8 10 12 14 16 0 s 10 15 20
2 - : : t 304— 30
E .
E 5 F1s
§ 1 5 Eq o 20 20
N et A E @
%. 05 i, . F05 '5
- N\ 0w | E o
o h E. ®
5 ° . = A = 'E.
] e ® L2 2 i
# 05 RS | =0 E
g f ™ E
g - [ B *
= | ™, ‘.'I 10
&5y -1.5
]
T e R 2 -20
0 2 4 ] a 10 12 14 16 20
Frames/sec Features
(b) HAPPY (entire Features of outer lip region (12ps)) {d) Happy(+ve)&Surprise(-ve) mouth region (2ps) of Training
14 16 0.8 1 1.2 1.4 1.6 1.8 2 22
................... 25 25 i 1 " 25
.
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E 1.5 o
a . & 454 F15
1 £
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e
T T T =2 -15 T T T =15
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Fig. 4 a Entire feature vectors of Happy in outer lip corners (12 fps). b Minimal feature vectors
of Happy in outer lip corner (48th and 54th fps). ¢ Training process of happy (+ve) and surprise
(—ve) of entire feature vectors of outer lip corners (12 fps) are in nonlinear case in bilinear SVMs.
d Training process of happy (+ve) and surprise (—ve) of minimal feature vectors of outer lip
corners (48th and 54th fps) are in linearly separable in bilinear SVMs
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Table 1 Confusion matrix of Happy in bilinear SVMs classifier

EMO | HAP | SUR | SAD | FEA | ANG | DIS
HAP 10 0 0 0 0 0
SUR 0 10 0 0 0 0
SAD 0 0 10 0 0 0
FEA 1 0 0 9 0 0
ANG 2 0 0 0 8 0
DIS 2 0 0 0 0 8

process, where evaluated with the CLM face tracking and extracted features points
to form the minimal features vectors displacement. The information of minimal
feature vectors displacements was applied on the decision surface of trained model
in the classification of happiness. The confusion matrix of Happy using bilinear
SVMs is shown in Table 1. From the confusion matrix of happy, the overall
accuracy is 91.66% achieved. The validation parameters are Precision is 3,
Recall is 0.666, and F-measure values is 3 which is calculated from the confusion
matrix of Happy.

4 Conclusion

In this paper, happiness is detected with minimal facial feature points using CLM
and SVMs. In this system the minimal feature vectors are determined which con-
tributes highly to detect happiness in human face. This leads to less computation
and more accuracy. In this paper, the experiments are carried out with real time
frontal facial expression and MMI Face expression database. Using minimal feature
vector the accuracy of detecting happiness is 91.66% this work can be extends for
the reminaing basic sets of emotion with multi-classification, different attributes
(posed, spontaneous and wild), which helpful for developing HCI application.

Acknowledgements The authors would like to thanks my research colleague for real-time dataset
from Vellore Institute of Technology, Chennai.
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Abstract In this research work, cardiac magnetic resonance (CMR) images are
analyzed to study the pathophysiology of myocardial ischemia (MI). It is a cardiac
disorder that causes irreversible damage to heart muscles. The images considered
for this study are obtained from medical image computing and computer-assisted
intervention (MICCAI) database. Adaptive fuzzy-based multiphase level set
method is utilized to extract endocardium and epicardium of left ventricle from
short-axis view of CMR images. The segmentation results are validated with
similarity measures such as Dice coefficient and Jaccard index. Further, five indices
are derived from the segmentation results. The obtained results provide average
Dice coefficient for endocardium and epicardium as 0.867 and 0.918, respectively.
The mean Jaccard index for epicardium and endocardium is 0.855 and 0.766,
respectively. It is observed that the proposed method segments the left ventricle
more precisely from CMR images. The ischemic subjects show a reduced mean
ejection fraction (32.52) compared to the normal subjects (59.04). The average
stroke volume is found to be 70.16 and 64.05 ml for healthy subjects and ischemic
subjects, respectively. Reduction in stroke volume and ejection fraction for
ischemic subjects indicates lower quantity of blood drained by heart. It is also
observed that there is an increase in myocardial mass for ischemic subjects
(182.11 g) compared to healthy subjects (127.47 g). The thickened heart muscle
contributes to the increased myocardial mass in abnormal subjects. Further,
ischemic subjects show an increase in endocardium volume at end-diastolic and
end-systolic phase when compared to normal subjects. Thus, the clinical indices
evaluated from adaptive fuzzy-based multiphase level set method could differentiate
the normal and ischemic subjects. Hence, this study can be a useful supplement in
diagnosis of myocardial ischemic disorder.
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1 Introduction

Myocardial ischemia (MI) is an irreversible cardiovascular disorder. Cardiovascular
disease (CVD) is the predominant cause of fatality globally. MI is characterized by
weakened heart muscles [1]. The interruption of blood supply damages the heart
muscles that inhibit its ability to pump blood. Eventually, this may be captured as
abnormal heart thythms, diastolic and systolic dysfunctions [2]. MI causes chest
pain, discomfort in shoulder, arm, back, neck, and jaw. Mortality due to acute
myocardial ischemia can be reduced by diagnosis and treatment at an earlier stage.

Various modalities used to diagnose CVD include echocardiography, magnetic
resonance images (MRI), computed tomography (CT), single photon emission
computed tomography (SPECT), positron-emitted tomography (PET) and inte-
grated modalities. The effective noninvasive modality for CVD diagnosis is cardiac
magnetic resonance (CMR) images [3]. CMR provides high soft-tissue contrast,
multiplanar acquisition capability and lacks ionizing radiations. Left ventricle
(LV) segmentation from CMR is essential for quantitative cardiac study.
Segmentation of LV manually done by radiologists are complex, consumes more
time, and prone to human errors [4]. The papillary muscles make automatic seg-
mentation of LV difficult as their intensities are similar to myocardium. Intensity
inhomogeneity and reduced contrast between other organs and myocardium pose
additional challenges in segmentation. Clinical indices such as left ventricle vol-
ume, ejection fraction, and mass are evaluated with the outcomes obtained from
segmentation of LV echocardiographic images [5]. These indices aid the diagnosis
of myocardial ischemia, and they can be computed more precisely with the aid of
efficient segmentation algorithm.

Previous works on left ventricle segmentation are based on local or global
information [6], deformable models [7], atlas [8], and statistical models [9]. The
local information-based methods better segregate region of interest based on
intensity of pixels. However, they are less effective when tissues have overlapping
intensities [10]. The region growing algorithms though work better for less gradient
images; the drawback is that they leak into irrelevant adjacent regions. Atlas-based
methods require prior information that depends on spatial probability pattern of
different tissues. The training time of statistical models depends on the training
population. Furthermore, model-based methods preserve anatomical spatial infor-
mation. Past studies revealed that active contour models provide promising
approach for left ventricle segmentation [11]. Here, a contour deforms its shape in
accordance with internal and external forces. LV segmentation of CMR images is
carried out with active contour model coupled with nonlinear shape priors [12]. Li
et al. introduced multiphase level set method to segment X-ray, CT and MR images
with intensity inhomogeneity [13]. Recently, two-step DRLSE is applied for LV
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and RV segmentation using CMR images [14]. In detection of cardiac ischemia,
unsupervised support vector machine along with dictionary learning is carried out
on CMR images dependent on blood oxygen level [15].

The limitation with majority of the segmentation methods based on active
contour is that their precision depends on the appropriate placement of initial
contour which requires manual intervention. In order to overcome this, Huang et al.
initialized the contour for snake models utilizing fuzzy C-means clustering and
graph-cut segmentation method [16]. Region-based level set method including
fuzzy C-means clustering is applied to brain CT images for hemorrhage segmen-
tation [17]. A fuzzy C-means clustering methodology that is adaptively regularized
is implemented for brain tissue segmentation from MR brain images [18]. The
initial contour obtained from adaptive fuzzy and the level set energy based on
adaptive fuzzy membership function would provide more precise segmentation
results.

In this work, a multiphase level set method based on adaptive fuzzy is employed
for segmentation of endocardium and epicardium from CMR images. Fuzzy-based
intensity descriptor is incorporated to define the energy of the multiphase level set
function. The efficacy of the segmentation method is validated with similarity
measures such as Jaccard index and Dice coefficient. From the segmented regions
indices such as left ventricle end-diastole and end-systole volume, stroke volume,
ejection fraction and myocardial mass are calculated. These indices could aid the
diagnosis of cardiovascular disorders such as myocardial ischemia.

2 Material and Methods

2.1 Database

The short-axis cardiac magnetic resonance images used for the analysis are acquired
from the medical image computing and computer-assisted intervention (MICCAI)
left ventricle segmentation database [19]. The database contains cine-MR images of
45 patients from a range of pathology. The subjects are divided as normal, ischemic
heart failure, non-ischemic heart failure and hypertrophy. Ground truths for eval-
uation purpose are provided by expert cardiologists. The description about age and
gender of each subject is provided in the database.

2.2 Adaptive Fuzzy-Based Multiphase Level Set

Adaptive fuzzy-based multiphase level set (AFMLS) method is applied for seg-
mentation of epicardium and endocardium of LV simultaneously. In multiphase
level set method, k-level set contours @, @,,...,®; are used and their membership
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function is defined by M;(®,(y),..., D(y)) [13]. The energy of an AFMLS function
[13, 17] is given by

N
(®,c.6) = [ 3 etomi(@0)ax (1)
i=1

where e; is the energy-based intensity descriptor, the k-level set functions ®(x) is
defined by adaptive fuzzy membership function output u;;, cluster center [18], and
N is the number of segmented regions.
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where ¢ is the adaptive regularization parameter, number of clusters denoted by c,
K represents Gaussian radial basis kernel function, and m indicates the weighting
exponent indicating the degree of fuzziness.

ei = |I — b (3)

where i = 1 to N, original image is given by I, b represents bias field, and ¢ denotes
the cluster center. In this work, N = 3 is considered.

2.3 Similarity Measures

Segmentation outcomes are quantitatively evaluated using Dice coefficient and
Jaccard index [10]. The similarity between the ground truth and computed seg-
mentation results is evaluated by Dice coefficient and Jaccard index. The similarity
measure has values in the range of 0—1. Higher value indicates better segmentation
results. A is the segmented region using AFMLS method, and A, is the ground
truth.

3 Results and Discussion

The short-axis view CMR sequence of frames used in this work includes 9 normal
and 12 ischemic subjects. Adaptive fuzzy-based multiphase level set (AFMLS)
algorithm is applied for segmentation of epicardium and endocardium of left
ventricle from CMR images. In this method, the value for level set parameters o,
timestep, x4, and v are chosen as 7, 0.1, 1, and 0.01 * A? where A = 255.

Figure la-h illustrates the endocardial and epicardial contours of left ventricle
(LV) from end-diastole (ED) to end-systole (ES) phase for a normal subject.
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Fig. 1 AFMLS segmentation of left ventricle from ED phase to ES phase for normal subject.
a ED image. b—g Progress from ED phase to ES phase. h ES image

Figure la corresponds to ED slice, and Fig. 1h corresponds to ES slice. The
sequence of frames from ED to ES phase is shown in Fig. 1b—g. There is reduction
in LV dimensions from ED phase to ES phase as the ventricle contracts. It is
evident that the proposed AFMLS method could capture the variations in epicardial
and endocardial geometry of LV from ED to ES phase.

The LV segmentation output at ED and ES phase using AFMLS method and
ground truth for both normal and ischemic subjects is demonstrated in Figs. 2
and 3, respectively. Figure 2a—c shows the segmented endocardium during ED,
epicardium during ED, and endocardium during ES for a healthy subject. The
corresponding ground truth images for healthy subject are shown in Fig. 2d—f. The
extracted endocardium at ED, epicardium at ED, and endocardium at ES for a
ischemic subject are illustrated in Fig. 3a—c, respectively. Further, Fig. 3d—f illus-
trates the ground truth images for the same. Hence, it is evident that the proposed
AFMLS algorithm is able to segment the endocardial and epicardial boundaries in
both ischemic and normal subjects.

(a) (b) (c)
(d) (e) ()

Fig. 2 a Segmented endocardium in ED phase. b Segmented epicardium in ED phase.
¢ Segmented endocardium in ES phase. d Ground truth for endocardium in ED phase. e Ground
truth for epicardium in ED phase. f Ground truth for endocardium in ES phase in normal subjects
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(a) (b) (c)
(d) (e) (f)

Fig. 3 a Segmented endocardium in ED phase. b Segmented epicardium in ED phase.
¢ Segmented endocardium in ES phase. d Ground truth for endocardium in ED phase. e Ground
truth for epicardium in ED phase. f Ground truth for endocardium in ES phase in ischemic subjects

The AFMLS algorithm is validated with the help of Dice coefficient and Jaccard
index. The Dice metric calculates the overlapped area between the automatic seg-
mentation result and the ground truth. The Dice coefficient obtained for different
normal and ischemic subjects is shown in Fig. 4. The Dice coefficient for endo-
cardium and epicardium segmentation of normal subjects is illustrated in Fig. 4a, b,
respectively. Further, Fig. 4c, d shows the Dice coefficient for endocardium and
epicardium segmentation of ischemic subjects. The mean Dice coefficient is
obtained as 0.866 and 0.918 for endocardium and epicardium segmentation,
respectively.

Figure 5 depicts the Jaccard index obtained for different normal and ischemic
subjects. Figure 5a, b shows the Jaccard index for endocardium and epicardium
segmentation of normal subjects, respectively. Further, the Jaccard index for
endocardium and epicardium segmentation of ischemic subjects is illustrated in
Fig. 5S¢, d, respectively. The average Jaccard index is 0.766 and 0.855 for endo-
cardium and epicardium segmentation, respectively. It is observed from the simi-
larity measures that the proposed AFMLS algorithm is able to segment the LV
better from both normal and ischemic CMR images. Though the segmentation
validation indices are high for both normal and ischemic subjects, the Dice coef-
ficient and Jaccard index are relatively low for endocardium segmentation in
ischemic subjects. This could be due to ill-defined edges in abnormal cardiac MR
images. Fuzzy better clusters the regions when the edges are well defined.

The indices such as myocardial mass, ejection fraction, end-systole volume,
end-diastole volume and stroke volume for normal and ischemic subjects are cal-
culated for the segmented left ventricle [10]. Figure 6 shows end-diastole volume
(EDV) for LV of normal and ischemic subjects, where the ventricle dilates. It is
observed that there is an increase in the end-diastole volume for ischemic subjects
compared to the normal subjects. This indicates an increase in quantity of blood
intake by the heart. Figure 7 illustrates the end-systole volume (ESV) for LV of
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Fig. 4 Dice coefficient for a endocardium and b epicardium segmentation of normal subjects;
¢ endocardium and d epicardium segmentation of ischemic subjects

normal and ischemic subjects, where the ventricle contracts. It is observed that the
ESV shows a high range (90-180 ml) in ischemic subjects compared to normal
subjects (40-80 ml). This analysis shows that the LV contraction is less in ischemic
subjects and it is an indicator of systolic heart failure. In Fig. 8, the stroke volume
(SV) for normal and ischemic subjects is shown. It is studied that the stroke volume
reduces for ischemic subjects compared to normal subjects and it is more distributed
in nature. The stroke volume is the difference in the EDV and ESV, which is an
indicator of amount of blood drained by LV. Reduced SV indicates reduction in
blood drained by the heart compared to normal subjects. It is associated with
thickened myocardium and LV hypertrophy. Figure 9 shows the ejection fraction
(EF) of left ventricle for normal and ischemic subjects. It is shown that the EF is
low for ischemic subjects compared to normal subjects. The EF parameter well
separates the ischemic and normal images. EF is the ratio of SV to EDV. Low EF
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Fig. 5 Jaccard index for a endocardium and b epicardium segmentation of normal subjects;
¢ endocardium and d epicardium segmentation of ischemic subjects

along with low SV signifies the abnormality in blood drained by heart. The
myocardial mass (MM) for normal and ischemic subjects is shown in Fig. 10. It is
observed that there is an increase in myocardial mass for ischemic subjects when
compared to normal subjects. It is associated with thickened myocardium and LV
hypertrophy.

The average and standard deviation values of the indices for the segmented LV
region are given in Table 1. It is observed that the average values of ESV, EDV,
and MM for ischemic subjects are higher than the normal subjects. Further, the
mean values of SV and EF for ischemic subjects are lower than the normal subjects.
The studies carried out reveal that there is significant reduction in EF for ischemic
subjects and significant increase in ESV and MM for ischemic subjects. Thus, EF,
ESV, and MM can be used as a measure in differentiating the ischemic from normal
subjects.
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Fig. 9 Left ventricle ejection
fraction for normal and
ischemic subjects

Fig. 10 Left ventricle
myocardial mass for normal
and ischemic subjects
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Table 1 Left ventricle indices for normal and ischemic subjects

Left ventricle indices

Mean =+ standard deviation

Normal subjects Ischemic subjects
(10) (10
End-diastole volume (EDV) (ml) 119.573 + 17 200.128 + 40
End-systole volume (ESV) (ml) 49417 + 14 136.082 + 35
Stroke volume (SV) (ml) 70.156 + 13 64.047 £+ 16
Ejection fraction (EF) 59.044 £ 9 32523 £ 7
Myocardial mass (MM) (g) 127.467 + 31 182.111 + 68
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4 Conclusion

In this work, an attempt has been made to extract the left ventricle of normal and
myocardial ischemic CMR images using multiphase level set method. Adaptive
fuzzy-based energy descriptor which eliminates need for human intervention in
initial contour placement has been considered for segmentation. The proposed
AFMLS method is able to extract more precisely the endocardium and epicardium
of LV from ED to ES phase for normal and ischemic subjects. The derived simi-
larity measures such as Dice coefficient and Jaccard index show better adherence of
segmentation results with ground truth. The reduction in stroke volume and ejection
fraction for ischemic subjects compared to healthy subjects indicates abnormal
cardiac behavior. The increase in myocardial mass and ESV predicts systolic heart
failure. The ability of the proposed methodology to identify the abnormality at
different cardiac phases makes it suitable to for study of cardiovascular disorders.
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Diagnosis of Schizophrenia Disorder M)
Using Wasserstein Based Active e
Contour and Texture Features

M. Latha and G. Kavitha

Abstract Magnetic resonance (MR) brain images have a significant role in diag-
nosis of many neuropsychiatric disorders such as Schizophrenia (SZ). In this work,
Wasserstein-based active contour and the texture features such as Hu moments and
gray-level co-occurrence matrix (GLCM) are used to analyze Schizophrenic MR
brain images. The images (N = 40) used for the analysis are obtained from National
Alliance for Medical Image Computing (NAMIC) database. Initially, the normal
and schizophrenic images are subjected to skull stripping using Wasserstein-based
active contour method. The extracted brain from skull-stripping process is com-
pared with Brain Extraction Tool (BET) and Brain Surface Extractor
(BSE) methods. Seven features from Hu moment and twenty-two features from
GLCM are extricated from the skull-stripped images. Further, these extracted fea-
tures are analyzed to obtain discriminative information from normal and abnormal
images. The result shows that the Wasserstein-based active contour method is able
to separate the brain with an accuracy of 0.978, sensitivity of 0.934, and F-score of
0.958. The features extracted from Hu moments for abnormal images show higher
magnitude value than normal images. Hu moments show significant percentage
variation between normal and SZ subjects. Hu features such as ¢3, ¢4, and ¢5
yield higher variation of 26.3%, 21.4%, and 20.1%, respectively, between normal
abnormal images. In GLCM-based features, the features such as sum of squares,
autocorrelation, and maximal correlation coefficient show better variation of 19.2%,
18.4%, and 15.6% between normal and abnormal images. Hu moments show better
percentage variance in normal and abnormal images compared to GLCM features.
Hence, the combination of Wasserstein-based active contour and Hu moments
could be used for better demarcation of normal and Schizophrenia subjects.
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1 Introduction

Schizophrenia (SZ) is a chronic brain disorder. It is characterized by disturbances in
cognition and emotional responsiveness resulting in disorganized speech, thinking,
and behavior. It has its onset in late young or early adulthood and results in lifelong
psychological, communal, and occupational disability. The symptoms include
altered perceptual, cognitive, and emotional states in the auditory and sensory
regions. The complications lead to social isolation, social dysfunction, decreased
life expectancy, and increased risk of suicide [1]. The whole brain volume seems to
be decreased, whereas ventricular volume is increased in SZ subjects [2].

Magnetic resonance (MR) imaging is used to study the brain anatomy. It is a
noninvasive, high resolution, and flexible tool without the use of ionizing radiation.
In MR images, analysis of different tissues and subcortical regions plays a pivotal
role in the detailed investigation of various brain disorders such as Schizophrenia,
Alzheimer, Autism, brain tumor, dementia, Huntington’s disease, and multiple
sclerosis [3].

Liu et al. [4] used Laws texture feature for automatic classification of
Schizophrenia and Alzheimer’s disease. Wavelet features are used to identify the
first episode of SZ from MR brain images [5]. Most of the existing work focused on
region of interest-based methods. The anatomical structural changes in the ventricle
and corpus callosum are analyzed [2]. Recently, machine learning techniques are
applied to classify the first episode and chronic SZ subjects [6]. Majority of the
methods are stated to have hitches based on accuracy, modality, and demographics.
Many studies could not find abnormality of the whole brain, and only region-based
analysis is reported. The current methods rely on tools.

The MR brain image consists of brain and non-brain tissues. Skull-stripping
process is adopted to improve the accuracy of diagnosis, by detaching the non-brain
tissues. Skull stripping is a challenging task. The presence of noise and
non-homogeneous intensity degrades the quality of image and increases the com-
plexity of skull stripping. An isolated brain obtained from skull stripping is useful
for processing, such as registration, inhomogeneity correction, segmentation, and
tissue classification [7].

Skull stripping is done using morphology, intensity, and deformable
model-based methods [8]. In morphology-based method, initial ROI is selected by
thresholding and edge detection method. The thresholding-based method is subtle
to noise and intensity inhomogeneities existing in MR images. It fails to segment
the region as the structural element depends on size and object shape. The
intensity-based methods are sensitive to intensity bias due to poor resolution, noise,
and artifacts. A combination of anisotropic diffusion filter along with the boundary
detection based on Marr-Hildreth method and morphological operations are used in
Brain Surface Extraction (BSE) to disparate the brain region from other tissues [9].
Deformable-based methods are contracted or stretched with respect to the image
boundary. They discern both the inner and outer boundaries concurrently. They use
a closed curve to separate the cerebral brain into non-brain and brain regions and



Diagnosis of Schizophrenia Disorder Using Wasserstein Based ... 25

gives promising results. Skull stripping using Brain Extraction Tool (BET) employs
deformable model to position the plane of the brain by forces that are adaptive [10].

Jiang et al. [11] integrated region and boundary-based methods for the extraction
of brain. Geometric active contour method is used for skull stripping, and it
eliminates the boundary leakage problem [12]. Multispectral adaptive region
growing method was adopted for skull stripping and the results are compared with
tool-based methods [13]. Nonparametric region-based active contour model, with
local histogram distance minimization by Wasserstein distance, is used to segment
the images [14].

Zhang et al. [15] used Hu moment invariants and machine learning for patho-
logical brain detection. The same features are applied to recognize the tooth in
dental radiograph images [16]. Hu moments are used to determine the degree of
energy intense of spectrogram in speech emotion and also to recognize a specified
shape in different objects [17, 18]. GLCM features are applied for breast cancer
detection [19]. The same features could be used to classify cervical cancer, thy-
roiditis, and liver tumor [20-22].

In this analysis, Wasserstein-based active contour method is applied to remove
the non-brain tissues from normal and Schizophrenic MR images. These results are
compared with BET and BSE tools. The results are validated with the similarity and
performance measures. Then, the texture features such as Hu moments and GLCM
are extracted from skull-stripped brain image. These features are further analyzed to
study the differentiation between normal and SZ subjects.

2 Methodology

2.1 Wasserstein-Based Active Contour

The level set method is used to compute and analyze the motion of an object with
the velocity. It is nonconvex and needs a reasonable initialization in order to avoid
local minima. This could be eliminated by nonparametric region-based active
contour method. It is based on Wasserstein distance measurement. The local his-
togram information is used in order to divide the image into two regions, in each of
which the difference of the cumulative distribution function from its median is
minimal. The regularization term and region term in energy are used to correct the
partition boundaries length and distinguish different regions with the help of his-
tograms of pixel intensity, respectively [14].
The convex total variational model is given as follows:

mm{ 0= et |dx+;/wlp., dw/wlp%p)(l_u())dx}
0<u<1,P,P,

(1)
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where 4 is a multiplier, W; is Wasserstein distance, measure the distance of two
histograms P; and P,. P,(y) is the local histogram of image pixel. G,(y) and
G,(y) are the cumulative distribution function. The energy E, is varied with respect
to G; and G, for fixed u. G| and G, are calculated based on the weighted factor of
image region u(x) median of G, and G,, respectively.

In order to achieve a fast solution, an auxiliary variable v is added to it. The
energy model can be given by:

min / \Vu(x)|dx+ﬁ (u(x) — £(x))?dx + 4 / o, Gr, G () dr.  (2)
Q Q

u0<v<1
Q

r@@ﬁﬁ=%ﬂﬂﬁ—@®%ﬂﬂﬁ—@@@~ (3)

¢ is a parameter (greater than 0) used to penalize the error between u(x) and #(x). On
convergence, u =t is obtained. Here u and r are initialized. Then u and ¢ are
updated based on the equations to estimate 7.

u(x) = 1(x) — pdiv g(x). )

w1 q"+dtV(divg' —t/¢)
1 +dtf(divg" —t/d)|

(5)

where dr < 1/8. The solution can be derived as:
t(x) = maximum{minimum{u(x) — ¢pAr(x, G1, G2), 1},0} (6)

The equations are iterated (60) until converge is obtained. Here, ¢ = 100, 2 = 1/5
are considered.

2.2 Validation Measures

The images that are skull stripped are compared against ground truth to prove the
validity of the algorithm. The segmentation results are analyzed using statistical and
similarity measures. The similarity measures such as Dice coefficient (DC), Jaccard
Coefficient (JC), and Hausdroff Distance (HD) are used to validate the degree of
correspondence between ground truth images and skull-stripped images. The sta-
tistical measures such as accuracy and sensitivity and F-score are used to analyze
the performance of the segmentation algorithm [13].
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2.3 Texture Features

Texture features are used to categorize the structural pattern change in the images.
Hu moments and GLCM are used to extract the texture information from the
images.

Hu moments are represented as a statistical expectation of variable. Moments
and their invariants are used to characterize the patterns in an image [15]. Six
absolute (does not depend on location, dimension, and orientation) and one skew
(distinguish mirror images) orthogonal invariant are derived by Hu [16].

Gray-level co-occurrence matrix measures the relative occurrence of pixel
intensities in a particular spacing and direction between two pixels [19].
Second-order statistical features are computed from GLCM. The texture variations
are calculated using spatial dependence matrix based on gray tone P(i, j) separated
with a distance (d) for pixels. In this present work, angle (0) is considered as 0° with
pixel distance of 1. Twenty-two statistical texture features are extracted from
GLCM [21].

3 Results and Discussion

The image dataset used in this work includes normal and abnormal Schizophrenia
subjects obtained from National Alliance for Medical Image Computing (NAMIC)
database (http://insight-journal.org/midas/collection/view/190). The images that are
considered for the analysis are skull stripped by means of Wasserstein-based active
contour method and compared with skull-stripping tools such as BET and BSE.
Then, the extracted brain is validated with different measures. The texture features
such as Hu moment and GLCM-based features are extracted from the skull-stripped
image and are analyzed.

The MR brain images (N = 40) in axial views are subjected to skull stripping
process. It is observed that in some cases BET and BSE-based method was not able
to properly segment the brain regions. BET over estimates the brain by comprising
non-brain tissues and BSE included some non-brain portions and it also failed to
deracinate the brain portions. These methods require parameter changes. The
Wasserstein-based active contour method could segment the brain region in
majority of the cases. Figure la represents the typical abnormal SZ image. The
contour formed over the abnormal image is depicted in Fig. 1b. The extracted brain
image is depicted in Fig. lc. The ground truth is represented in Fig. 1d. From
Fig. 2, the similarity measures such as DC (0.96), JC (0.92), and HD (0.62) seems
to be high for Wasserstein-based active contour compared to BET and BSE tools.
This shows that the segmented image obtained from this active contour method is
more similar to the ground truth.
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(a) (b) (c) (d)

Fig. 1 Skull stripping using Wasserstein-based active contour, a typical MR image, b contour on
segmented image, ¢ segmented whole brain, and d ground truth

Fig. 2 Similarity measures i B Wasserstein based active contour BBET OBSE

obtained using
0.8
0.6
0.4
0.
0
DC JC HD

Wasserstein-based active
contour, BET, and BSE

Table 1 Comparison of performance measures for Wasserstein based active contour, BET, and
BSE

(=]

Normalized similarity values

Normalized values
Method (N = 40) Accuracy Sensitivity F-Score
Wasserstein-based active contour 0.978 0.934 0.958
BET 0.899 0.634 0.768
BSE 0.872 0.527 0.662

Table 1 indicates the comparison of performance measures for Wasserstein-based
active contour with existing brain extraction approaches. It is observed that the
performance measures are high in the considered method. The accuracy, sensitivity,
and F-score are 0.978, 0.934, and 0.958, respectively. The high accuracy indicates
the adherence of resulted segmented brain region with reference to ground truth.
The BET and BSE methods showed low accuracy, sensitivity, and F-score. Hence,
the Wasserstein-based active contour technique is used to segregate the brain better in
the considered subjects compared to other two methods.

Then, Hu moments and GLCM-based features are extracted from the
skull-stripped images. The comparison of Hu moments extracted from normal and
abnormal images is represented in Table 2. It is observed that Hu moments for
abnormal images show higher magnitude value than normal images. This shows
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Table 2 Comparison of Hu Hu moment (N = 40) Normalized values
moments for normal and N 0 Ab N
abnormal images orma norma
¢l 0.33 0.42
¢2 0.29 0.32
¢3 0.12 0.38
P4 0.12 0.33
¢5 0.03 0.23
¢6 0.09 0.23
Fig. 3 Percentage variation
between normal and abnormal 50 ONormal WAbnormal

images using Hu moments 0

Iy

that the Hu moments are able to detect the high-intensity variation in SZ images.
The percentage variation among normal and SZ images using Hu moments is
depicted in Fig. 3. It is observed that the features such as ¢3 (26.3%), ¢4 (21.4%),
and ¢5 (20.1%) show significant difference between normal and abnormal images.
GLCM features do not show better discrimination between normal and abnormal
images. GLCM features such as autocorrelation, maximum probability, cluster
prominence, sum of square, information measures of correlation 2, inverse differ-
ence normalized and moment normalized are high for abnormal images.
Autocorrelation shows that pixels in abnormal images are more correlated to each
other and has more orderliness. Cluster prominence measures lack of symmetry in
the abnormal image. Sum of square indicates the intensity present in abnormal
image. The average percentage variation between normal and abnormal image
using GLCM is represented in Fig. 4. In GLCM-based features, the features such as
sum of squares, autocorrelation, and maximal correlation coefficient show better
variation of 19.2%, 18.4%, and 15.6% among normal and SZ images. In GLCM,
the difference observed between the normal and SZ subjects seems to be less
compared to Hu moments. Hence, Hu moments could be used to study the neu-
ropsychiatric disorder such as schizophrenia. In further, this work can be extended
by considering more number of subjects with different texture features and clas-
sifiers to study the differentiation between the normal images and SZ subjects.

% Variation
(—J
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Fig. 4 Percentage variation percentage between normal and abnormal images using GLCM
features. U Uniformity; Ent entropy; D dissimilarity; Con contrast; ID inverse difference; Corr
correlation; H homogeneity; AC autocorrelation; CS cluster shade; CP cluster prominence; MP
maxi probability; SS sum of squares; SA sum average; SV sum variance; SE sum entropy; DV
difference variance; DE difference entropy; IMCI information measures of correlation 1; IMC2
information measures of correlation 2; MCC maximal correlation coefficient; IDN inverse
difference normalized; IDMN inverse difference moment normalized

4 Conclusion

In this work, the normal and SZ subjects are analyzed from MR brain images using
Wasserstein-based active contour with Hu moments and GLCM features. First, the
MR brain images are subjected to skull-stripping process by means of Wasserstein
based active contour method. Then the performance of this active contour method is
compared with BET and BSE. The analysis showed that the Wasserstein based
active contour method gives high-performance measures than BET and BSE
methods. It gives the average values of 0.96, 0.92, and 0.62 for DC, JC, and HD
similarity measures, respectively. The Wasserstein based active contour could skull
strip the MR image with an accuracy of 0.978, sensitivity of 0.934, and F-score of
0.958. Hence, Wasserstein based active contour method could skull strip the brain
MR image superior than other tool-based methods. The Hu moments show higher
variation between normal and abnormal images compared to GLCM-based features.
The Hu moments such as ¢3 (26.3%), ¢4 (21.4%), and ¢5 (20.1%) show signif-
icant difference between normal and abnormal images. Hence, the combined
framework of Wasserstein based active contour method and Hu moments could be
used to aid the diagnosis of Schizophrenic subjects.
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Aishwarya Singh, Shashanka Devrapalli and Jagannath Mohan

Abstract Designing a robust controller for nonlinear unstable system involves
major constraints such as nonlinearity, disturbance and uncertainity. Therefore, a
control strategy realization for such unstable systems generally explores interests
among scientific community. The objective of the present study was to design a
control strategy of anticipatory postural adjustments for balancing of ball and beam
system. Due to the characteristics like unstable, nonlinear and double-integrating,
the ball and beam system is commonly considered as a benchmark control operation
for estimating several control strategies. Although a PID, i.e. proportional—integral—
derivative controller, can be developed for stable system, for double-integrating
unstable system, it is very less common. In order to control the ball’s position, a
PID controller as non-model-based control strategy was presented in this study. To
obtain the dynamics of ball and beam system, Euler—Lagrangian approach is used.
The system’s prototype was built using UV sensor as feedback network; servo-
motor as an actuator; and Arduino microcontroller as PID controller. Simulation
models such as set-point tracking and disturbance rejection analysis of ball and
beam system are performed using MATLAB/Simulink in order to evaluate the
performance of proposed system. The outcomes revealed that the proposed system
provides increased stability and reduced percentage of error. Along with these,
transient response is also improved and the system is more robust against
disturbance.
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1 Introduction

Accurate and reliable control of instrumentation system is a challenging assignment
among researchers. Many control strategies have been established from the ancient
years. The characteristics, unstable, nonlinear and double-integrating system [1, 2]
of ball and beam balancing system, are the contributing factor for using it as a
benchmark control operation and estimation of several control strategies. The pri-
mary model of ball and beam system can be implemented to a balancing issue of
different control systems like landing stabilization of an aircraft and the balancing
problem of robots for transport of goods [3, 4]. The important motivating factor of
ball and beam balancing system is that it is a double-integrating unstable system,
whose control strategy is not well defined [5].

Euler-Lagrangian approach is used to obtain the dynamics of ball and beam
system. The prototype of ball and beam system was built using UV sensor as
feedback network; servomotor as an actuator; and Arduino microcontroller as
proportional-integral—-derivative (PID) controller. The evaluation of K,,, K; and K,
i.e. the controller parameters, is performed by various methods, which includes the
time-domain, frequency-domain and Ziegler—Nichols method.

2 System Dynamics

The ball and beam system is made up with a support frame to keep up the beam
from one side where the UV sensor is placed. The other side of the beam is attached
to a lever arm whose other end is connected to a servomotor. The ball is free to
rotate along the length of the beam which in other words means that its degree of
freedom is 2, i.e. rotational and translational. The position of the ball calculated by
the UV sensor is given as the feedback to the system, and based on the difference
between the desired and actual position of the ball, i.e. error, the corrective measure
is taken by rotating the motor in the suitable direction by the suitable angle which is
decided by the controller. The fact is that open-loop system is unstable, and
feedback becomes necessary for the proposed system. The mathematical modelling
of the system is done using the simplified Lagrangian equation for the motion of the
ball. The required parameters for calculation of the transfer function are provided in
Table 1.

The mathematical model of the ball and beam system is derived using
Lagrangian approach [6] (Egs. 1-6):

The simplified Lagrangian equation is given as

J J
<m—|—R2)'}*+R&—mrdc2+mgsinac:0 (1)

Linearizing above about beam angle, sin « = «, for small «, gives
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Table 1 Parameters of ball

Symbol Description Values
and beam system M Mass of the ball 0.11 kg
R Radius of the ball 0.015 m
d Lever arm offset 0.03 m
G Gravitational acceleration -9.8 m/s?
L Length of the beam Im
J Ball’s moment of inertia 9.99 ¢ kg m?
r Ball position coordinate -
o Beam angle coordinate -
0 Servomotor angle coordinate -

JY.
m—i—ﬁ r = mgo

Relating beam angle to servomotor angle by

- (3

Substituting above equation in (2) and taking Laplace transform give

(1) rt0) = me () o9

Writing the above equation in form of a transfer function

L+ )+

mgd 1

Substituting the value of all the parameter gives

3 Controller Design

The transfer function given by Eq. (6) shows the system to be an undamped
second-order system. Based on the fact, theoretically this system can be categorized
as “marginally” stable, but in practical conditions it turns out to be unstable. Hence,
the appropriate controller to be designed makes the system stable and meets the

performance requirements.
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3.1 Time-Domain Specifications

In this section, we set the required time-domain specifications in order to tune the
controller. As far as the time-domain specifications are concerned, an upper limit on
the settling time and the maximum overshoot were set to less than 3 s and 5%,
respectively.

Firstly, calculating the steady-state error (eg),

sR(s)

1+ G(s)H(s) 0

ess = limg o

Considering a unity feedback, i.e. H(s) = 1, and unit step input, i.e. R(s) = % the
steady-state error becomes zero, as shown in Eq. (8)

e =0 (8)

Since the error is zero, we can set the integral gain, K;, to zero as well. The
closed-loop transfer function of the system is given by Eq. (9). The poles of this
system lie on the imaginary axis which implies that the system is marginally stable.

C(s) 021

R(s) 021+s ©)

Therefore, we can choose the proportional gain, K,,, as any number greater than
zero. With K; being zero, the derivative gain, K, also needs to be evaluated which
can be found by using time-domain specification. Let K, be assumed as 15.

For the above system, calculating the steady-state error given by Eq. (10)

1

s = im0 5——F——— 10
¢ m Osz—|—0.2st—|—3 (10)

Equating with the standard system equation of second-order system, we get

w, =3 and 2cw, = 0.2 K,. We also know the maximum overshoot for the
system is 5%; from this, ¢ can be calculated from Eq. (11) and found to be ¢ = 0.69.

—Cn

MO% = 100eV 1 —¢ (11)

Hence, the derivative gain is found as K; > 11.95. This is the boundary value
of K, and it can be increased to decrease the maximum overshoot of the system.
The increase in the value of K, will result in reduction of settling time of the system
but a slight increase in the rise time.

The open-loop transfer function of the system with controller designed using
time-domain specifications is depicted in Eq. (12). Equation (13) shows the
closed-loop transfer function with unity feedback.



Anticipatory Postural Adjustments for Balance Control of Ball ... 37

3.154251s

G'(s) -~ (12)

N

C'(s)  3.15+2.5ls
R(s) s2+251s+3.15

(13)

To check the stability of the system after cascading the controller with the plant,
Routh stability test is performed. Considering the denominator of Eq. (13), i.e. the
characteristic equation, Routh stability test is performed and the result shows there
is no sign change found in the first column of the Routh table. The result concluded
that the system is stable after cascading the controller.

3.2 Frequency-Domain Specifications

From the frequency response of the open-loop transfer function of the system, we
can find out the phase margin offered by the system, and from there, a check can be
made whether the system is stable or not. From Eq. (6) which is the open-loop
transfer function, the magnitude (Eq. 14) and phase response of the system can be
calculated.

|G(jw)| ;5= — 401log 0—0.7 (14)

Looking at the open-loop transfer function, it is fairly easy to conclude that the
phase response of the system is constant (ZG(jw) = —180°) for all values of w. It
can be seen that the phase margin of the system is zero since at the gain crossover
frequency; the phase of the system is —180°. For the system to be stable, the phase
margin has to be positive which means that this system is either unstable or mar-
ginally stable. Therefore, to rectify this issue, a lead controller is to be added.

Equation (15) shows the open-loop transfer function of phase lead compensator.

6:) =& (1) (15)

In this study, the following assumptions are made: damping ratio ({) is set to 0.7
(approximately) with the phase margin (®) as 100 times the damping factor. The
bandwidth is assumed to 1.75 rad/s. The centre frequency is half of the bandwidth
and found as @ ~ 1 rad/s. « and T can be written as a function of phase margin @
and centre frequency, which is given in Egs. (16) and (17).

_1—sind5

_1-sm® 16
it sind (16)
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(17)

o and T are found to be 0.0311 and 5.67, respectively. The value of K is set to 1,
and Egs. (18) and (19) give the controller’s transfer function and the system’s
open-loop transfer function after cascading the lead controller, respectively.

1+5.67s
G = " 18
) =T 0176s (18)
12545 +0.21
G'(s) = r oo (19)

T 0.0176s3 + 52

The compensated system stability is verified with Routh stability test. As shown
in Fig. 1, an additional phase of 80 degree has made the system stable.

150 L L e L L L) B L L] B RN R |

INITIAL RESPONCE
LEAD CONTROLLED

Magnitude (dB)
o

150 Ll el el vl il
'90 T T T T T

135 .

Phase (deg)

180 . . . . .
10° 10" 10° 10° 10 10 10°
Frequency (rad/s)

Fig. 1 Bode plot of the uncompensated system and compensated system designed using
frequency-domain specifications
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Table 2 Formulae fO.I‘ the Control K, T, T,
controller parameters in the P 05 K 0
Ziegler—Nichols closed-loop S
system PI 045 K, 033 T, 0
PID (tight) 0.6 K, 0.5 T, 0.125 T,
PID (little overshoot) 0.33 K, 0.5 T, 033 T,
PID (no overshoot) 0.2 K, 0.3 T, 0.5 T,

3.3 Ziegler—-Nichols Tuning Method

The Ziegler—Nichols tuning method as the name suggests was proposed by John G.
Ziegler and Nathaniel B. Nichols and is another way to tune the PID controller. The
rule says that integral and derivative gains (K; and K,) are initialized to zero, and
then, the proportional gain (K),) is incremented from zero to its “ultimate gain (K,)”
at which the output has stable oscillations. The period of oscillation is defined as
“critical time period (T,,)”. From these K., and T, values, K,,, K; and K, can be
calculated using Table 2.

It is important to keep in mind that the system is already undamped and critically
stable. Choosing PID controller with little overshoot, the following values are
obtained: K, = 8.8235, K; = 4.81282 and K, = 19.2513. Therefore, the transfer
function of the open-loop compensated system after cascading the PID controller is
expressed in Eq. (20).

_ 4.0435 4 1.8535+ 1.011
= 5

G"(s) (20)

The compensated system has characteristic equation expressed as
s> +4.0435% +1.8535 + 1.011 = 0. From the characteristic equation, the stability
test is performed and the result shows that the system becomes stable after cas-
cading the PID controller with the original system.

4 Simulation Results and Discussion

For any dynamic system like ball beam system, stability is not the only criterion
which determines the performance of the system. Many other specifications such as
the settling time and maximum overshoot also need to be checked before deciding
on which controller design method should be implemented for the final project.
A comparative study is done for all the design procedures described/used in this
study to find out which method provides the best performance with respect to
stability as well as time-domain specifications.

The system responses of transfer functions obtained from the three methods are
simulated using MATLAB/Simulink. In the PID controller, different gain values
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Fig. 2 Step response of the compensated system from time-domain specifications

obtained by different methods can be input and the system response can be
observed. Figure 2 depicts the step response obtained from the compensated system
designed from the time-domain specifications.

From Fig. 2, the rise time calculated is 0.477 s, overshoot is 20.8%, and the
settling time is 2.76 s. Comparing with the initial conditions, the settling time and
overshoot do not match which are because of the assumption and the trial-and-error
method used to derive the value of K,,.

Figure 3 depicts the compensated system’s step response designed from the
frequency-domain specifications. The rise time of the above system is 1.14 s,
overshoot is 10.8%, and the settling time is 12 s. Compared to the previous case,
there is an improvement in performance in terms of overshoot, but the system’s
settling time has increased to 12 s. Figure 4 depicts the step response of the system
consisting of the controller designed using the Ziegler—Nichols method.

The rise time is 0.42 s, overshoot is 11.6%, and the settling time is 9.28 s. The
performance of this system can be considered almost equivalent to the previous
system. The overshoot and the settling time are close to each other, but the rise time
is decreased almost 3 times. Figure 5 shows the comparison plot of step responses
obtained from T-D, F-D and Z-N methods. Table 3 depicts the performance
parameters obtained from the three methods.
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Fig. 3 Step response of the compensated system from frequency-domain specifications

Amplitude
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Fig. 4 Step response of the system obtained using Ziegler—Nichols tuning method

5 Conclusion

In this paper, the control strategies of anticipatory postural adjustments for balance
control of ball and beam system are designed using time-domain, frequency-domain
and Ziegler—Nichols methods. The controller parameters are obtained from the
methods and being incorporated in the original ball and beam system. The com-
parison study of the three methods is also been made in the view of performance
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Fig. 5 Comparison plot of step responses obtained from time-domain (T-D), frequency-domain

(F-D) and Ziegler—Nichols (Z-N) methods

Table 3 Summaries of the performance parameters obtained from time-domain specification,
frequency-domain specification and Ziegler—Nichols method

Methods Rise time (s) Overshoot (%) Settling time (s)
Time-domain 0.477 20.8 2.76
Frequency-domain 1.14 10.8 12
Ziegler—Nichols Method 0.42 11.6 9.28

parameters. To analyse the proposed system’s performance, the set-point tracking
and the disturbance rejection analysis were performed out in simulations supported
by MATLAB/Simulink platform. The results revealed that the proposed system
retains good stability of the position of ball with reduced error percentage. The
system also provides improved transient response with robustness against
disturbance.
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Abstract Fractal dimension (FD) is most useful research topic in the field of fractal
geometry to evaluate surface roughness of digital images by using the concept of
self-similarity, and the FD value should lie between 2 and 3 for surfaces of digital
images. In this regard, many researchers have contributed their efforts to estimate
FD in the digital domain as reported in many kinds of the literature. The differential
box-counting (DBC) method is a well-recognized and commonly used technique in
this domain. However, based on the DBC approach, several modified versions of
DBC have been presented like relative DBC (RDBC), improved box counting
(IBC), improved DBC (IDBC). However, the accuracy of an algorithm for FD
estimation is still a great challenge. This article presents an improved version of
DBC algorithm by partitioning the box of grid into two asymmetric patterns for
more precision box count and provides accurate estimation of FD with less fit error
as well as less computational time as compared to existing method like DBC,
relative DBC (RDBC), improved box counting (IBC), and improved DBC (IDBC).
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1 Introduction

Fractal geometry was popularized by Mandelbrot [1] to interpret and characterize
complex shapes and surfaces with self-similarity in nature, like mountain, coastli-
nes, and clouds. The concept self-similarity is most important to describing the
textures images and useful for estimation of fractal dimension (FD) of complicated
objects found in nature, which is failed to analyze by the traditional Euclidean
geometry. Fractal dimension can be used as a most important feature in the field of
image processing to characterize roughness, smoothness, and self-similarity of
natural images. Pentland [2] popularized about smoothness versus roughness of
image surface, where the smooth image indicates the fractal dimension of two and
rough image as three. In this regard, various researchers have developed many
box-counting algorithms. Fractal geometry has provided a numerical model for
various complex and irritated objects that initiate in nature [1-3], in terms of
coastline, mountains, and clouds. Fractal dimension (FD) is also useful in several
fields of application that including analysis of texture and texture segmentation [4—
6], shape measurement and texture classification [7], the study of the image as well
as graphic analysis in other fields [8§—10]. Various popular fractal dimension the-
ories have been proposed and suggested by many researchers for grayscale and
color images. Gangepain has presented the well-known reticular box-counting
algorithm [11], and Keller et al. presented probabilistic theories [12].

Sarkar and Chaudhuri [4, 13] studied five different algorithms in box counting
on synthetic images and suggested the proficient differential box-counting
(DBC) algorithm to computing fractal dimension of images. Their results have
shown that Keller et al. [12] give the satisfactory result, after reaching a particular
level of noise (s), and image intensity surface with the slope of the curve tends to
zero. As the natural scenes rather reveal some statistical self-similarity, not deter-
ministic self-similarity, therefore both the methods do not estimate the dynamic
range of FD; the reduction factor r was introduced so that if an object is broken
down with a factor r in all n dimensions, then we can call as statistically alike to the
original one to satisfy Eq. (1) that described in Sect. 2.

DBC algorithm was considered to be an efficient method presented in [14, 15].
However, in the case of DBC method there are three major drawbacks reported by
Li et al. [16], i.e., selection of proper height of the box, calculation of exact box
number and partition of image plane. In order to avoid this situation, the same
author presented another method called an improved box-counting method [16] in
order to avoid the three above-mentioned drawbacks of DBC method. Again some
demerits found in DBC method are reported by Liu et al. [17] that over-counting
and under-counting problem found while executing the method. To avoid such
situation, the same author [17] presented another method called improved differ-
ential box-counting method. Woraratpanya [18] proposed triangle box counting
(TBC) to improve the exactness, though this algorithm is only meant for binary
images. Recently, an improved triangle box-counting method (ITBC) was proposed
by Kaewaramsri and Woraratpanya [19] based on DBC approach to solve
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over-counting problem by implementing triangle box partition. Nayak et al. [20]
presented simple and proficient improved version of DBC algorithm for more
accurate FD estimation of grayscale images. Another modified DBC method also
presented by same author Nayak et al. [21] to avoid shortcomings like
over-counting and under-counting and simultaneously provides less fitting error for
grayscale images.

2 Basic Principle of Fractal Dimension and Related Work

There are several dimensions to express fractal dimensions in the field of fractal
geometry, such as Hausdorff dimension, information dimension, packing dimen-
sion, box-counting dimension. Among these dimensions, box-counting dimension
is most popular and widely used techniques in fractal geometry to express the
concept of self-similarity. Fractal dimension can be evaluated by using equation
below:

D = log(N)/log(1/r) (1)

2.1 DBC Approach

Sarkar and Chaudhuri [13] projected the differential box-counting (DBC) method
for estimating FD of grayscale images. In order to implement this method, they
represent grayscale image in 3D space, where 2D space like (x, y) represents an
image plane and third coordinates like z represent the gray level. For this experi-
mental analysis, they took a square image of size M x M and partitioned into L X L
grids. Each and every grid comprises a stake of boxes of size L x L x H, where
H indicates the height of every box, and this height can be calculated in terms of
L x G/M, where G represents the total number of gray levels. Let the maximum
and minimum gray values of (i,j)th grid fall in Lth and Kth box, respectively, and
then the box count n,(i,j) can be calculated as follows:

n(ij) =L —K+1 (2)

By taking involvement from all blocks, N, is counting for different values of L as
follows:

N, = an(i, J) (3)
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2.2 RDBC Approach

Based on original DBC, Jin and Jayasooriah [22] presented an improved version of
DBC called relative DBC (RDBC) by adopting same maximum and minimum
intensity point on the grid and taking the scale limit such as higher and smaller
limits of scale ranges for accurate evaluation of FD of texture images. Finally, N,
can be evaluated as follows:

Ny = ceillk x (K — L)/L)] 4)

where k represents the coefficient in z-direction and ceil(.) is used to set the nearest
integer.

2.3 IBC Approach

In similar like DBC and RDBC, Li et al. [16] presented another improved DBC
mechanism by adopting three major parameters like the selection of box height, box
number estimation, and partition of intensity surface. They are selecting box height
by using the formula as follows:

= L
" 1+2ac

(5)

where a is a positive integer and set the appropriate value as 3, ¢ represents
standard deviation, and 2ac represents image roughness. Finally, n,(i,;) are eval-
uated as follows

i) = {ceﬂ(¥) if K#L ©)

1 otherwise

N, can be calculated by taking the contribution of all grids.

2.4 IDBC Approach

Liu et al. [17] proposed improved version of DBC algorithm called improved
differential box-counting method (IDBC) for estimating FD of grayscale image. In
their proposed method, three modifications have been done such as modifying box
counting, recalibrating box of block in spatial plane of (x, y) direction, and choosing
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proper grid box size and final n,(i,j) was calculated by taking the maximum
contribution from original grid and shifted grid by using Eq. (2)

.. ceil (17'"3X 7§;"in + 1)Imaxlmin
f— 7
(i) { 1 otherwise ()

N, can be calculated by taking the contribution of all grids, and finally, the FD can
be estimated for all these methods from the least square regression line of log(N,)
verses log(1/7).

After analyzing above-mentioned methods, we conclude that the improvement
technique is implemented to evaluate FD based on two major issues, namely
over-counting and under-counting problems. Most of the techniques [22, 16]
attempt to solve only under-counting by implementing box height. On the other
hand, the technique [19] attempts to solve over-counting problems and few tech-
niques like [17, 21] tried to solve both the problems. All these methods provide
more fitting error as well as more computational time; hence, no proper
box-counting technique is presented. Therefore, this article presented more accurate
estimation by partitioning the box of the grid into two asymmetric patterns for more
precision box count and yields more accurate estimation in terms of less fit error as
well as less computational time.

3 Proposed Methodology

In this section, our improved proposed methods are discussed. The improvement
can be achieved by partitioning the grid box into two asymmetric patterns for more
precision box count, which is represented in Fig. 1.

Fig. 1 Sktech of partitioning
grid into two asymmetric
pattern
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3.1 Algorithm Details

In this section, the detailed algorithm of our proposed method is summarized below.

1. Read the image of size M xM.

2. Divide the image into the box of size LxL, where L varies from 2 to M /2.

3. Estimate height of grid H = LxG/M, and each box size should be LxLxH,
where G represents total gray level.

4. Partitioning the box of grid into two asymmetric patterns such as pl and p2
based on step 3.

5. Determine n,(i,j) for each pattern in Fig. 1 based on Eq. (8), where max and
min represents maximum and minimum intensity point at each pattern and NP
represents total no of pixel points present at each pattern.

Py = ceil(((max — min) 4+ 1)/H) x (NP/(LxL)) ®)

P, = ceil(((max — min) 4+ 1)/H) x (NP/(LXL))

6. Final n,(i,j) can be calculated by taking maximum contribution from each
pattern using Eq. (9).

n.(i,j) = max{Py, P2} 9)

7. For the distinct value of L, the entire amount of boxes required to wrap entire
image surface is evaluated using Eq. (3).

8. Plot the least square linear fit of log(N,) versus log(1/r) to estimate FD from
negative slope of the fitted straight line.

4 Experimental Setup

In order to evaluate and compare the performance of our proposed method, we are
considering four well-known methods such as DBC, RDBC, IBC, and IDBC. All
these algorithms are implemented in MATLAB (R2014a, 64 bit) with the standard
environment (Windows 8, 64-bit operating system, Intel (R) 174770 CPU @
3.40 GHz). The experimental setup carried out on three experiments, which have a
set of original 16 real brodatz images [23] presented in Fig. 2, one set of twelve
generated smooth texture image represented in Fig. 6, one set of fifty generated
synthetic images by different gray level shifts, the precision of FD estimation
algorithm are express by means of fitting error as follows in Eq. (10)

1
Error fit = — (10)
n
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Fig. 2 Sixteen Brodatz database texture images

4.1 Test on Real Texture Images

In this section, we are using a set of 16 real texture images [23] from the Brodatz
database of size 256 x 256 for our experimental analysis which is presented in
Fig. 2. In this experimental setup, the FD generated from DBC algorithm are in the
range of 2.19 to 2.67 similarly, the other measure like RDBC, IBC, IDBC and
proposed method are range from 2.28 to 2.73 and 2.29 to 2.73 and 2.30 to 2.72 and
2.34 to 2.77 which are represented in Table 1 and error fit are listed in Table 2 and
graphical representation are presented in Figs. 3 and 4 respectively. The average
error fit is estimated from each method like DBC, RDBC, IBC, IDBC, and proposed
method are 0.0418, 0.0669, 0.0681, 0.0453, 0.0419 respectively are listed in Table 5
and presented in Fig. 5. From this experimental result, it is crystal clear that the fitting
error from proposed method yields less average error fit as compared to other existing
four chosen methods as well as less fitting error for individual image presented in
Fig. 4, and provides less computational time presented in Table 4 and Fig. 6.

4.2 Test on Synthetic Imagesl

In this section, we have generated fifty transformed images based on Eq. (11).
Resultant generated images are achieved from original al00 Brodatz images.
max (i, /) — min(i, )

RTI(i, ) :round< X W) +(G/2-2) (11)

where RTI is the resultant transformed image generated from original image I(i, ),
round(.) is used for rounding to nearest integer, max(i,j) and min(i,j) are
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Table 1 Computational FD  1ps0e name | Fractal dimension

of Brodatz images DBC |RDBC |IBC |IDBC | Proposed
a8 2.27 2.36 2.39 240 243
all 2.59 2.67 2.68 |2.66 2.71
a23 2.58 2.61 2.62 |[2.63 2.67
a38 2.51 2.58 2.60 |2.57 2.61
as5 2.67 2.73 273 |2.72 2.77
a56 2.53 2.60 2.61 |2.63 2.65
a62 2.50 2.55 2.57 |2.55 2.58
a69 2.51 2.53 2.55 |2.56 2.60
a7l 2.54 2.54 2.56 |2.58 2.62
a89 2.42 2.49 2.52 |2.50 2.54
a90 2.30 243 245 |247 2.51
a9l 2.19 2.28 229 230 2.34
a93 2.60 2.65 2.67 |2.66 2.70
a98 2.42 2.50 2.51 |246 2.50
a99 241 248 249 |248 2.52
al00 2.57 2.66 2.67 |2.61 2.66

Table 2 Cf)mputational EF Image name | Error fit

of Brodatz images DBC |RDBC |[IBC  |IDBC | Proposed
a8 0.0686 | 0.0757 |0.0779 |0.0665 |0.0623
all 0.0525 |0.0550 | 0.0561 |0.0449 |0.0412
a23 0.0655 | 0.0677 | 0.0681 |0.0585 |0.0559
a38 0.0453 [0.0478 |0.0496 |0.0356 |0.0332
as5 0.0497 |0.0517 |0.0521 |0.0400 | 0.0376
as6 0.0658 | 0.0683 |0.0688 |0.0581 |0.0573
a62 0.0664 | 0.0678 | 0.0695 |0.0559 |0.0528
269 0.0558 |0.0545 |0.0556 | 0.0459 |0.0422
a7l 0.0633 |0.0617 |0.0630 | 0.0554 |0.0519
a89 0.0648 | 0.0671 | 0.0687 | 0.0563 | 0.0524
a9%0 0.0570 | 0.0675 | 0.0695 | 0.0630 | 0.0584
a91 0.0665 | 0.0756 | 0.0751 | 0.0644 | 0.0590
293 0.0492 |0.0474 |0.0498 |0.0383 |0.0335
298 0.0647 | 0.0691 |0.0698 |0.0546 | 0.0499
299 0.0665 | 0.0690 | 0.0699 | 0.0589 |0.0552
al00 0.0534 |0.0569 |0.0576 |0.0422 |0.0387
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Fig. 4 Computational error fit of sixteen Brodatz database images

Table 3 Computational FD
of twelve generated synthetic

images

[ B
Brodatz Data Base Images

10

Computational FD of sixteen Brodatz database images

L

Brodatz Data Base Images

Image Fractal dimension

name DBC |RDBC |[IBC |IDBC | Proposed
sl 242 2.49 252 250 2.54
s2 242 2.49 252 250 2.54
s3 242 2.49 252 |2.50 2.54
s4 242 2.49 252 250 2.54
s5 242 2.49 252 250 2.54
6 242 2.49 252 250 2.54
s7 243 2.49 252 250 2.54
s8 243 2.49 252 250 2.54
s9 243 2.49 252 250 2.54
s10 243 2.49 252 250 2.54
sl 2.44 2.49 252 250 2.54
s12 2.44 2.49 252 250 2.54
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Table 4 Computational time estimation

Images Computational time
DBC RDBC IBC IDBC Proposed

Brodatz 69.803 42.184 398.499 112.897 53.051
Syntheticl 24.246 18.834 129.339 38.002 17.682
Synthetic2 16.817 10.204 102.438 26.156 12.655
0.075 T T T

0,07} J
o_ossw

—e—DBC

0.061 —*—RDBC
0.055 1 ——IDBC

0,051 = PROPOSED

Fig. 5 Computational average error fit

represented maximum and minimum intensity point of original image, W is
weighted coefficient varies from 1 <W <50, and G represents gray level; we
estimate FD based on different W values, as the value of W increases simultaneously
FD also increases and vice versa. Figure 7 represents the estimated FD of fifty
generated synthetic images, from this experimental analysis.

We have seen that our proposed methodology yields better FD estimation than
other competent methods. As we mention earlier that when the value of W increased
means the generated FD also increased accordingly, while method like DBC,
RDBC and IBC are failed to estimate accurate FD. When W value ranges from 1 to
21, the FD value from DBC yields FD less than 2 and, and similarly in case of
RDBC the FD value also suddenly decreased W27 to W28 images. But in case of
IBC the FD value was evaluated as greater than three in the first image that is W/
image and gradually decrease when the W value is increased, while our proposed
method provides consistent result in terms of increasing order as increased of
W presented on Fig. 5, from above point of view it is crystal clear that our proposed
method provides the wider range of FD.

4.3 Test on Synthetic Images2

In this experimental setup, a set of 12 synthetic images are generated, which are
presented in Fig. 8. In this process, each image is generated from original image by
incrementing each intensity point (by formula 2 x (k — 2), where k lies from 1 to



A New Extended Differential Box-Counting Method ... 55

12 in such a way that at the kth of 12th image, the maximum gray level should not
exceed 255, and therefore alternatively we can say that the entire pixel surface is
recalibrated to particular position of gray level against the original one in z-direc-
tion. Theoretically, it was clear that if we either step up or step down the intensity
value with a constant number, then the FD should stay same as original one because
theoretically both have the equal degree of roughness. From this experimental result
presented in Table 3, we have seen that except DBC all other methods provide
same estimated value. In DBC, the gray level is established on the particular area in
the z-direction; the first box is in zero gray level position, and the utmost box is in
255 gray level position; this may cause over-counting but in case of proposed
method. In this experimental analysis, our proposed method provides accurate
estimation with less fit error and less computational time listed in Tables 4 and 5
respectively.

av T T T T T +DJBC

2 —+—RDBC

£ 300f- ——IBC

= ——IDBC

5 ©~PROPOSED
E 200

&

£

U ——
4

-

0 I i 1 I I
1 1.2 14 1.6 1.8 2 22 24 2.6 28 3
Three Data Set Images

Fig. 6 Estimation of average computational time
Table 5 Average error fit estimation

Images Average error fit

DBC RDBC IBC IDBC Proposed

Brodatz 0.0448 0.0669 0.0681 0.0453 0.0419
Syntheticl 0.0597 0.0627 0.0638 0.0524 0.0488
Synthetic2 0.0648 0.0671 0.0687 0.0563 0.0524
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Fig. 7 Fractal dimension estimation of fifty generated synthetic images

Fig. 8 Twelve generated synthetic images

5 Conclusion

In this article, we presented improved differential box-counting by partitioning the
box of the grid into two asymmetric patterns for accurate estimation of FD of
grayscale images. Three experiments were carried out to test our proposed method,
and the experiment results are compared with our well-known methods such as
DBC, RDBC, IBC, and IDBC. The result is generated from Brodatz database, and
synthetic images show that the proposed method eradicated with maximum effi-
ciency in terms of less fitting error for each image and also produced average less
fitting error as compared to other chosen methods. It shows that our modified
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method covers all objects with the wider range of fractal dimension as compared to
existing methods. It is a robust and more precise method.
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Computing Shortest Path M)
for Transportation Logistics ke
from High-Resolution Satellite Imagery

Pratik Mishra, Rohit Kumar Pandey and Jagannath Mohan

Abstract One of the most key facets of transportation logistics systems is the
traffic management where city planning, road monitoring and speed of trans-
portation play significant role. Regardless of the firm technologies available, road
extraction from high-resolution satellite imagery has been an interesting research
field focused in recent years. The study deals with extraction of topographical
features like roads from high-resolution satellite imagery and computation of
shortest path for transportation logistics. In this study, the topographical features
and model from high-resolution satellite imagery were analysed. Then the com-
parison study of various road extraction algorithms was performed. After per-
forming the preliminary processing like histogram visualization and grey-level
thresholding, path opening and closing morphological filter was used. The response
of the filter was then used to extract the curvilinear structure which represents the
road. Post-processing morphological operation like thinning was also applied for
removing distorted artefacts. Finally, shortest path between the source and the
destination was approximately commuted using quasi-Euclidean distance method.
The algorithm was extensively tested using several satellite imageries, and some of
the selected results were presented in the paper. It is evident that one type of
topographical features is not enough to obtain good results. The road extraction
would be combined with other algorithms based on the requirement of applications
to yield optimal solution for finding the shortest path. The proposed algorithms
would also have the application of map generation for speedy transportation.

Keywords High-resolution satellite imagery - Mathematical morphology
Road extraction - Transportation logistics
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1 Introduction

Roads have assumed a focal part of our life since the start of the human
advancement. Prior to the development of ocean, air and rail travel and trans-
portation, roads were the single method for transporting merchandise and indi-
viduals starting with one area then onto the next [1]. Indeed, even in present-day
society, roads stay a standout amongst the most imperative methods of travel and
transportation. Since roads assume a vital part in our day-by-day lives, data relating
to the area of road is basic. This data not just permits people to settle on educated
choices with respect to their surroundings as a rule, additionally expands produc-
tivity in the selection of courses for transporting merchandise and individuals. At
present, data in regard to road areas and their qualities is put away carefully inside
geographic databases [2]. This advanced representation of the road system is suf-
ficiently adaptable to empower various Geographic Information Systems (GISs),
viz. administrations which incorporate satellite route, course arranging, trans-
portation framework demonstrating, social insurance availability arranging, arrive
cover grouping and even foundation administration. Road information sets can be
gotten by either ground reviewing and outlining roads and depicting or by extri-
cating the road systems from satellite imagery [2, 3].

Road network extraction from the satellite imagery can be delegated manual,
semi-mechanized or completely computerized prepare [4]. Manual extraction
includes a prepared human administrator outlining roads from remotely detected
imagery, while semi-computerized extraction requires some human contribution to
manage an arrangement of robotized procedures lastly; the mechanized extraction
handle requires no human intervention. Completely mechanized road extraction
frameworks contain an assortment of algorithms, which can be generally ordered
into three levels of processing [1]:

e Preprocessing of raw image,
e Refinement of features extracted from preprocessing, and
e Production of the road networks.

The greater part of the conditions of India and in this way the entire of India
should be carefully mapped digitally. A large portion of the existing administrations
of GPS is given in view of the information separated and embedded physically on
to the databases of online guide assets like Google Earth and Wikimapia. The
extraction and overhauling of road system databases are significant to numerous
Geographic Information System (GIS) applications like route, urban arranging and
so on. The improvement of develop procedures for road extraction and change
identification in the light of imagery may give an optimal solution for this issue. An
effective road database separating and redesigning framework ought to incorporate
the accompanying three primary capacities [2]:
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e Frame of a road network from high-resolution satellite imagery,
e Trace of roads using image processing techniques, and
e Upgrading of the road database.

The first and foremost step in satellite image analysis is the collection of data.
For this purpose, various satellites have been deployed in space which function day
and night and send real-time data back to earth. Once the image is captured, it can
be used for various purposes like road tracking, disaster management, pollution
control, forest cover estimation. Road tracing in a given satellite image can be done
in numerous ways. In this paper, we have used histogram processing to segment the
road [5]. Then we have performed morphological operations to remove disconti-
nuities in the segmented image. Then we have taken two random points on the
skeletal framework of the traced road, which is free from any discontinuity, and
have found out the shortest path between them using quasi-Euclidean technique.

2 Methodology

The work for tracing for road networks and calculating the shortest path between
two points from a satellite image is based on grey-level thresholding, morphological
operation and calculating the quasi-Euclidean distance. The workflow diagram for
the present work is given in Fig. 1.

2.1 Grey-Level Thresholding

The acquired satellite image is converted into a grey image and the histogram plot is
found out. From the histogram plot, the road region is segmented on the basis of
pixel intensity. The histogram plot is basically divided into four parts based on pixel
intensity [6]. The road region lies in the fourth part. From this methodology,
estimated road component is identified [7, 8]. The pixels which lie in part four are
allotted value one, and remaining pixels are allotted value zero.

Multispaceral Satellite

Tmage from Database Quasi-Evclidean
p—t= Distance for

Shortest Path

i Image
Histogram GreyLevel () g rization [
Visualization Thresholding Processing

Morphological

Fig. 1 Workflow diagram of proposed work
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2.2 Morphological Operation

Morphological operations involve erosion and dilation. In our work, we have used
dilation technique. In dilation, the segmented region gets thickened. In our case, the
segmented road region gets thickened. An appropriate structuring element was
applied on the binary image to get the desired result.

2.3 Skeletal Framework of the Road

The dilated road region was converted into a skeletal framework by using an
appropriate structuring element [9].

2.4 Computing the Shortest Path Between Two Points

After segmenting the road region and applying morphological operation, two
random points on the skeletal network of the road are chosen. The respective
coordinates of the two points were taken as input. Then the quasi-Euclidean dis-
tance was found out by the value of the coordinates which are named to be (xj,y;)
and (xz,y2).

Quasi-Euclidean distance “d” is given as

go o xl+ (V2= 1)y =yl | —xl > [y =y
(\/5— 1)|x1 — x|+ [y1 — 2|, otherwise.

After finding the quasi-Euclidean distance, the shortest path was overlaid between
the two random points on the skeletal road network [1].

3 Result and Discussion

In our study, we took several satellite images as input. Figure 2a shows the road
map of satellite image taken from “Wikimapia” where the road-path does not
contain over bridge. Figure 3a shows the road map of satellite image taken from
“Wikimapia” where the road-path contains over bridge. Figures 2b and 3b are the
equivalent grayscale images of cases having with over bridge and without
over bridge, respectively. The histogram of the grayscale images was plotted. From
the histogram plot, the range of values in which road component falls was taken and
that was selected as threshold for image binarization. We have successfully traced
the road region from high-resolution satellite image (Fig. 4a). Our algorithm has
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Fig. 2 Road map of satellite image. a Road network without over bridge. b Grayscale image

(a) _ (b)

Fig. 3 Road map of satellite image. a Road network having over bridge. b Its grayscale image

been tested on various satellite images and functioned as per our expectation in each
case. After extracting the road region, we took any two points on the detected road
region and found the shortest distance between the chosen points (Fig. 4b).
Tracking of roads from satellite image has been extensively done in recent times.
Our study not only deals with tracking of roads but also involves further work on
the segmented road component.

In today’s world, time plays a crucial role in every aspect of life. In corporate
world, transportation and various other fields’ punctuality is a sought-after entity.
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Fig. 4 a Segmented image of Fig. 2a. b Extracted road with shortest distance between two
random points

All entities are interdependent. The delay caused by one entity will be reflected on
other entities as well. In our case, we have targeted transportation sector. In busi-
nesses across the world, people want faster outcomes. For example, UBER cab
service’s mission is to transport customers from one place to another in minimum
time. That’s where the concept of shortest path arises. As the path is short, the time
taken to cover the distance will ultimately be less. So, it becomes very essential for
the software to identify the shortest route between the source and the destination.
Our study focuses on this aspect also. The present study tracks the road, computes
the shortest distance between two coordinates and also gives the shortest route
between them.

This study has certain limitations. If a satellite image contains a flyover/
over bridge, then the part of the road on which the shadow of the flyover falls could
not be tracked since that region has different colour representation. Rai and Kumra
[10] revealed the same inference which is corroborative to the present study.

Regions having intensity level nearer to our threshold value also gets detected in
the final output. If we change the threshold value to improve the result, other
undesired components also get added up with the outcome. So, we adjusted our
threshold value to the best of the limits. Figure 5 shows the discontinuity between
roads in the places where the over bridges are constructed (indicated in Fig. 5).

Further study can be carried out in this field. The above-mentioned limitations
can be worked upon. One possible solution is to assign a different colour to the
shadowed region but that will hamper the uniformity of the output. Work can be
done on finding all possible routes between the source and destination. After that
the user can take the route as per their convenience.



Computing Shortest Path for Transportation Logistics from ... 65

Fig. 5 Segmented image of Fig. 3a with discontinuities between roads indicating the over bridges

4 Conclusion

One of the key aspects of scientific research is to solve day-to-day problems. In
today’s world, numerous vehicles ply on roads and it is a direct consequence of
increase in population. To be on time, people have to take help of technology. So to
make things simpler, the proposed algorithm traces the road and finds the shortest
distance between the source and destination, and not only this, it can also show the
shortest path in a distinguished manner for efficient navigation. Our study has also
opened up opportunities for further research in the field of high-resolution satellite
imagery.
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Combined Analysis of Image Processing M)
Transforms with Location Averaging oy
Technique for Facial and Ear

Recognition System

A. Parivazhagan and A. Brintha Therese

Abstract In the current biometric human recognition scenario, novel ideas are
evolving to solve the errors in facial and ear recognition system. In this proposed
work, a blooming new technique called location averaging technique is combined
with few image processing transforms, i.e., location averaging technique is com-
bined with FFT, DCT, and DWT for human face and ear recognition. Location
averaging technique is a feature extraction/reduction process; it transforms the
whole size of an image into a single column vector. It helps to accumulate more
number of images for recognition system. Location averaged FFT, location aver-
aged DCT, and location averaged DWT are the three methods proposed for face and
ear recognition system. The standard face and ear database images are used for
analyzing the accuracy, runtime, and mismatching. The maximum accuracy value
of about 99% is achieved in shortest run time with less mismatching.

1 Introduction

Biometrics face and ear recognition is a growing field in human recognition system.
Using ear for human recognition is a blooming technology. In human biometric
identification, researches are growing all around the world to get good accuracy.
The location averaging technique is focusing on averaging the intensity values with
intensity location values; it is concentrating on each and every element of an image,
so accuracy of the result is satisfactory. The location averaging is combined with
FFT, DCT, and DWT to complete the recognition system. It is a process of
obtaining values from spatial domain and analyzing it in frequency domain; it act as
a bridge between both spatial and frequency domain analysis. In Fourier transform,
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the location averaging technique values are represented in frequency domain, and in
discrete cosine transform, it is represented by cosine-based basic functions in fre-
quency domain, and in discrete wavelet transform, it is represented by both fre-
quency and location information. The remaining topics of this paper are organized
as, 2. Location averaging technique, 3. Location averaged FFT, 4. Location aver-
aged DCT, 5. Location averaged DWT, 6. Results and Discussions, and
7. Conclusions, and References.

2 Location Averaging Technique

The location averaging technique [1, 2] shown in Fig. 1 is a column-wise averaging
process used for image reduction and recognition. It will reduce the whole size of
an image into its column vector size. Hence, the reduced image vector can be used
for recognition purpose. All the cell elements (Cy,) (intensity values) of the image
are multiplied with its location value (L,), and it is divided by its column size (Cs).
This is called as location averaged value of the cell (X,). The averaging process is
performed for this location averaged value of the cells, i.e., addition of all the
location averaged value of the cells present in a row, and it is divided by the column
size (Cy). This is called as location averaged value of the row (¥}). A single row is
transformed into a single element; first row values are transformed to location
averaged value of the first row (Y}), similarly for all rows. So finally, an image
matrix is transformed into a column vector.

Xy = (th * th)/cs
Ve =Xn+Xn+Xis+...+Xiv)/Cs; Herek = 1;

A8
Location averaged value for N Rows = ---
Yv]

o

0 22 3 Cell Value (Intensity value) 33.66 |

12 29 46 2311

08 36 5 Loc:l_hon averaged value for the 3855
matrx

(a) Sample image’'s matrix (b) Location averaged value (vector) for the Sample image's matrix

Fig. 1 Location averaging technique block diagram
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Ci Cell value (intensity value);
Ly, Cell location value;

C, Column size;
k  Row;
t Column;

N  Last element;

X Location averaged value of the cell;

Y, Location averaged value of the row;

Y, Location averaged value of the first row;
Yy Location averaged value of the ‘Nth’ row.

Here, the test image and database images are given as input to the location aver-
aging technique, and they are transformed to location averaged test image (Lt) and
location averaged database images (Ld).

3 Location Averaged FFT

The location averaging technique [1, 2] is performed on test image and database
images, and its outputs are given as inputs to the FFT [3-5]. This combined process
is called as location averaged FFT, shown in Fig. 2. In frequency domain, signals
are analyzed with respect to frequency and any image can be transformed to fre-
quency domain from spatial domain. The spatial domain data, i.e., the location
averaged test image and location averaged database images are given as input to the
FFT.

i

53 lf n)e 20 +5) (1)

0 n=0

F(x

3
Il

- N

Location

Database

Images Averaging Technique

- J/

JL

s N
Fast Fourier

Normalization

Test Image
Transform

\J ~/

Fig. 2 Location averaged FFT block diagram
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The frequency transformation techniques (1) are applied on the image data
from the location averaged test image and database images, and after this, a
normalization process is performed. In normalization process, the Euclidean
distance technique is used to find the minimum differences between the
test image and the database images, to detect the correct matched image.
And the matched images results are shown in Fig. 3

(Euclidean distance = \/ [(Database images — Test image)?]).

(a) (b)
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(a) Test image (b) Database image (Output Matched image)

Fig. 3 Results of location averaged FFT
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4 Location Averaged DCT

The location averaging technique’s results that are given as input to the DCT [6-9]
are shown in Fig. 4. The cosine-based basic functions (2) are applied on the
location averaged test image and location averaged database images. DCT trans-
forms the given input data to linear combination of weighted-based function. These
functions are called as frequency components of the given data. The results from
this step are given to the normalization process. In normalization, the Euclidean
distance method is used, to find the correct database image that is matched with the
test image, and are shown in Fig. 5.

= m+ MJI (2j 4 1)nll
E E cos ;
2N (2)

i=0

.

fije
=0
0<m<N-—1; 0<n<N-—1

5 Location Averaged DWT

The DWT operations are applied on the results from the location averaging tech-
nique, shown in Fig. 6.

wo(Jo K) = 2> s(n) s (n) (3)

1
W n
we (. K) = ¢LM S50 k() @)

1 .
—— = normalizing term

M

¢d—scaling function; WY—wavelet function; n =0, 1 ... M — 1.

- N

Location

Database

Images Averaging Technique

A J/

JL

e e ) ) N
Test Image Discrete Cosine
Transform
\ —/

Fig. 4 Location averaged DCT block diagram
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Wavelets [10-12] are functions that are well localized on time and frequency
around a certain point; it is suitable for non-stationary signals, and it is designed for
low-frequency components to get good frequency resolution and high temporal
resolution for high-frequency components. Depending on time scale representation,
it performs multi-resolution sub-band decomposition of signals. The wavelet
transformation techniques (3) and (4) are applied on the location averaged test
image and location averaged database images. The results are then given to the
normalization process. In that, the Euclidean distance phenomenon is performed on
it to get the correct database image that is matched with the test image. The matched
images outputs are shown in Fig. 7.
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Fig. 7 Results of location averaged DWT
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6 Results and Discussions

Location averaged FFT, location averaged DCT, and location averaged DWT
techniques are performed on 100 subjects of Libor Spacek’s facial images database,
50 subjects of FEI face database, and 50 subjects of IIT Delhi ear database, and it
produces excellent results that are presented in Tables 1, 2 and 3 and are also shown
in Figs. 8 and 9. Accuracy, runtime, and recognition percentage are the parameters
used to analyze the face and ear images. The highest accuracy of about 99% is
achieved. For Libor Spacek’s facial images database and FEI face database, the
location averaged DCT yields minimum runtime of about 1.53 and 3.21 s, and it is
lesser than other two methods. The accuracy for all the three methods is between 90
and 99% of both the facial databases. The runtime variations are between 1.53 and
3.41 s for all the three methods of both the face databases. Accuracy is between 72
and 74%, and the runtime is about 1.22-1.45 s for all the three methods of ear
database. Location averaged DCT produces lesser run time of 1.22 s, with good
accuracy. The overall process yields best results of accuracy and run time.

From the results, it is explained that the location averaging technique can act as
an effective pair with image processing transforms for face and ear recognitions.
Table 4 shows the proposed model comparison with the existing model.
Comparison with PCA, modular PCA, Eigen face, and Fisher face techniques, it
represents that the proposed location averaged DCT and location averaged FFT
yield the maximum recognition rate of 99%. The results proved and validated the
new technique’s efficiency, originality, and perfection.

Table 1 Face recognition output for Libor Spacek’s facial images database

S. No. | Proposed recognition Run time (s) | Mismatching (%) | Accuracy (%)
techniques
Location averaged FFT 1.54-1.64 1 99
Location averaged DCT 1.53-1.63 1 99

3 Location averaged DWT 1.77-1.86 2 98

Table 2 Face recognition output for FEI facial images database

S. No. Proposed recognition Run time (s) Mismatching (%) Accuracy (%)
techniques

1 Location averaged FFT 3.24-3.30 10 90
Location averaged DCT 3.21-3.28 10 90

3 Location averaged DWT 3.30-3.41 10 90

Table 3 Ear recognition output for IIT Delhi ear images database

S. No. Proposed recognition Run time (s) Mismatching (%) Accuracy (%)
techniques

1 Location averaged FFT 1.25-1.32 26 74
Location averaged DCT 1.22-1.28 26 74

3 Location averaged DWT 1.35-1.45 28 72
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Table 4 Proposed system comparison with existing system

S. No. Recognition techniques | References Recognition performance (%)
1 PCA Martinez and Kak [13] 70
2 Modular PCA Zhang [14] 76.07
3 Eigen face Belhumeur [15] 76.07
4 Fisher face Belhumeur [15] 55.4
5 Location averaged FFT | Proposed system 99
6 Location averaged Proposed system 99
DCT

7 Conclusions

Face and ear recognition system of human identification is performed with three
recognition processes, and it produces effective results. FFT, DCT, and DWT give
good combination pair while combining with location averaging technique. The
proposed novel location averaged FFT, location averaged DCT, and location
averaged DWT methods performance are good and yield highly positive results. It
represents that the three methods yield output with good accuracy, among these the
location averaged DCT and location averaged FFT produce results in shortest
runtime with less mismatching and yield accuracy of about 99%. Location averaged
DWT also produces good accuracy in minimum runtime. Results show that all these
three methods can act as an effective tool for recognition in biometric identification.
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Robust Detection and Tracking of Objects | ™)
Using BTC and Cam-Shift Algorithm T

S. Kayalvizhi and B. Mounica

Abstract Face detection is used in several applications in the field of object
recognition and pattern recognition tools. It is a demand nowadays that face
detection to be performed using the compressed data. In this paper, we discussed on
the face detection method applied on compressed images and video streams where
only little decompression is required to retrieve the important data. This approach is
faster and consumes less computational time and processing power when compared
to the pixel domain-based algorithms. We used the Block Truncation Coding
(BTC) algorithm for compression process. Viola and Jones proposed a fast and
accurate method to detect the object. Haar-like features are used to detect the
variation between the black and light portion of the image. Cam-shift algorithm is
used to develop the face and head tracking. The object search is done using the
back-projection procedure through probability distribution maximum obtained.

Keywords Viola—Jones algorithm - Cam-shift - Haar feature selection
BTC algorithm

1 Introduction

Face is the most important feature that is considered when it comes to photos, news
mows, and videos. In this research, we implemented a novel sensor fusion-based
face tracking system which can track the faces in compressed videos and help in
automatic video indexing. Face tracking is used in several applications like the
surveillance, HCI, video compression, biometry, human—robot communication [1].
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This method can perform well in compressed domains where the face can be
detected in compressed images and video streams by decompressing only little
data. This approach is fast and robust when compared to the pixel domain-based
algorithms. Image and video data are the trend in Internet now and with the
growing size the demand also increases. In order to meet these expectations,
images and videos can be stored with less storage space. BTC was initially
introduced for compression of unaltered image data. It uses one-bit adaptive
moment by retaining quantizers with statistical moments like standard deviation
and standard mean. Face tracking is being employed in control robots. Its usage is
still being experimented in some of the applications like health-related measure-
ments like body temperature, posture tracking, supervised exercise and its inte-
gration with other technology. There are some existing algorithms to track the
facial image in videos but they have its own pros and cons [2]. In this research, we
studied in detail about the Viola—Jones method of object detection. It was trained
to detect various objects. The main purpose of proposing this algorithm was to
detect facial image [3]. It has the capacity to detect the image extremely fast. The
methods of tracking face images on a course of period can drift its interest from
the main object. To minimize the drift and to work efficiently, we are using
Cam-shift algorithm [4].

2 Proposed System

In our research work, we used the Block Truncation Coding (BTC) for image
compression. BTC uses the one-bit adaptive moment-preserving quantizers by
retaining the main goal for visual tracking is the robustness and the real time of
tracking. The matrix is formed during the process of tracking once the rectangle
region is tracked in the first frame [5]. According to the Viola—Jones method, the
detector is modified than the actual input image. The detector is run on the image
several times with different size. Initially, both the methods look time-consuming
but the scale invariant detector requires the same amount of calculation no matter
what big is the size. This detector used in Viola and Jones is made up of integral
image and uses some simple rectangular features reminiscent Haar-like features
(Fig. 1).

The cam-shift method is used to track the head and face part in perceptual user
interfaces. It is mainly used to find the peak of probability density. The
one-dimensional histogram is used by the algorithm. The HSV color space consists
of the hue (H) channel in the histogram. The object search is done using the
probability distribution maximum obtained from the histogram back-projection
procedure.
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Fig. 1 Block diagram of = .
proposed system Input video 1

\/

Video to frame conversion {

v

Preprocessing '

= v

BTC Compression

Face tracking using viola
jones

\/

Frames to video conversion

v

Output video

2.1 BTC Algorithm

The steps involved in this method are [6, 7]:

Step 1: The input image is divided into rectangular regions without any overlap-
ping. In order to simplify the computation task, let us consider the regions
to of square size as m X m.

Step 2: Now each pixel of two-level quantizers will be represented with the mean
x and standard deviation ¢ values.
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Step 3:

Step 4:
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X:%Xn:xi (1)

i=1

o= \/%Z:: (x; — %;)* (2)

Here, x; is the ith pixel value of the image block and the total number of
pixels in the image block is represented by #.

The two quantizers of BTC values are represented by x and o. The
threshold value is chosen as x. The threshold value for a two-level bit plane
is constructed by comparing each pixel value x; with the threshold value.
A binary block (B) is used to represent the pixels. If the gray level is
greater than or equal to x, we considered the pixel value as “1,” and if gray
level is less than x, then the pixel value is “0.”

1, XiZjC
B_{O, X <X (3)

In this way, all the blocks are converted into a bit plane.
Finally to decode the image, a decoder will reconstruct the image block
with all the 1’s replaced with H and 0’s with L as below:

H—x+a\/§ 4)
L:x—a\/g (5)

Here p represents the number of 0’s in the compressed bit plane and g represents
the number of 1’s in the compressed bit plane.

2.2 Viola-Jones Face Detection Algorithm

For a method to properly track the face, there are few challenges that are to be

faced:

1. The pose of the object in the given video frame: In a moving posture in the
video, the appearance of the face varies since the face is moving.

2. Occlusions: When the video is capturing the face image, there are possibilities
that another object can come hiding the face and making it difficult for the
tracker to capture the face image. This is called as occlusion.
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Fig. 2 Integral image

83
1 1 1 1 2 3
1 1 1 2 4 6
1 1 1 3 6 9

Input image

Integral image

Fig. 3 Sum calculation

A J

3. Noise: During the process of capturing the face image, there can be noise which
affects the clarity and quality of the image captured. The amount of noise in an
image depends on the quality of the sensor being used for acquiring the video

image.

4. Ambient illumination: There are chances that the image can change due to the
direction, intensity, ambient light in appearance and color of the face image in a
video. We convert each pixel equal to the sum of all pixels above and to the left

of the concerned pixels as shown in Fig. 2.

The sum of gray rectangle is shown in Fig. 3.

Sum of grey rectangle =D — (B+C) +A

As both the rectangles B and C contain rectangle A in it, the sum of A will also
be added to the calculation. In Viola—Jones method, the face detector will use two
or more rectangles to analyze the given sub-window. The various types of features

are shown in Fig. 4.

Fig. 4 Various types of
features |
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2.3 The Cam-Shift Algorithm

The purpose of inventing this method was to track the face and head in perceptual
user interfaces. The Cam-shift algorithm consists of the below steps:

1. The calculation region is considered as the whole frame.

2. The initial location is selected from the two-dimensional mean shift search
window.

3. The color probability distribution is calculated in the 2D region centered in the
window where the area is slightly larger than that of the mean shift window size.

4. The mean shift parameter is applied to find the maximum density probability in
order to perform the convergence or to decide the number of iterations. The zero
moment and middle position are stored.

5. In the next video frame, the search window is placed in the middle position
selected in step 4, and then goes to step 3.

The back-projection procedure is used to calculate the probability distribution.

Moo = > > I(x,y), (6)
Moy, :Zzyl(xvy)a (7)
M= > xl(x,y) (8)

Mo

X, =10 9
Mog )
M,

Yo=—2, (10)
Moo

I(x, y) is the value of the discrete probability distribution at the point (x, y) on the
back projected image. Myy—zero moment; M, and M;—first moments; (x., y.)—
search window mean location (centroid).

The objects’ scale and shape are calculated as below:

Mzo:Zszl(x,y), (11)

MOZZZZyZI(x7y)7 (12)
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=——X 14

Hao Moo (14)
My, )

=—— 15

Hoz Moo y (15)

My
=2 — — x.y, 16
Hiy <M00 xy> (16)

The first two eigenvalues from cam-shift detector can be computed as:

2
\//121 + Ho2 — \//1%1 + (k20 — Ho2)
w= 5 (17)

\/#21 +Ho — \//1%1 + (20 — o)
= . (18)

The minor and the major semi-axes w and [ of the distribution centroid are found
through the following equations:

0 = 1/2 arctan (L> (19)

Moo — Hop

If in case the target histogram contains a lot of information about the background
image or about an adjacent object, then the target position and scale cannot be
estimated accurately. In order to outperform this problem, a simple technique is
used; the weights of target’s histogram are reduced. In other terms, the ratio
between the background histograms bin and target histograms bin is used. This is
called as histogram weighing. This can be written as:

90
PR 7£ 0
={a
s { qbo, otherwise (20)

q, is the weighed histogram (ratio histogram); qq represents the target histogram;
and g, the background histogram (Figs. 5 and 6; Table 1).
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Fig. 5 Screen shots of a input image, b compressed image, ¢ tracking image
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Fig. 6 a SSIM comparison, b PSNR comparison, ¢ MSE comparison

Table 1 Results comparison  pethod SSIM PSNR MSE
FCT 0.602 38.99 8.18
BCT with Viola—-Jones 0.961 57.65 0.1225
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3 Conclusion

Though there are several papers to handle the real-time face detector problem, this
paper is unique by its features as it can directly detect the frontal face image in the
compressed domain. The computational performance of the proposed system is
considerably low where it is suitable to be implemented in low computational
resource devices. Image compression using BTC is investigated in this research. In
order to provide a robust method along with less complexity and high accuracy, we
have combined BTC along with Viola—Jones and Cam-shift algorithm. By using
this novel method, we can detect the features like skin tone, or a contrast back-
ground or any other feature of the face.
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P. Megha, V. Sowmya and K. P. Soman

Abstract Hyperspectral imaging has become an interesting area of research in
remote sensing over the past thirty years. But the main hurdles in understanding and
analyzing hyperspectral datasets are the high dimension and presence of noisy
bands. This work proposes a dynamic mode decomposition (DMD)-based dimen-
sion reduction technique for hyperspectral images. The preliminary step is to
denoise every band in a hyperspectral image using least square denoising, and the
second stage is to apply DMD on hyperspectral images. In the third stage, the
denoised and dimension reduced data is given to alternating direction method of
multipliers (ADMMs) classifier for validation. The effectiveness of proposed
method in selecting most informative bands is compared with standard dimension
reduction algorithms like principal component analysis (PCA) and singular value
decomposition (SVD) based on classification accuracies and signal-to-noise ratio
(SNR). The results illuminate that the proposed DMD-based dimension reduction
technique is comparable with the other dimension reduction algorithms in reducing
redundancy in band information.

Keywords Least square denoising + Dimension reduction - Principal component
analysis « Singular value decomposition - Dynamic mode decomposition
Alternating direction method of multiplier
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1 Introduction

Hyperspectral imaging is one of the recently developed techniques in remote
sensing which provides very high spectral resolution. It collects information of a
target across the electromagnetic spectrum [1]. Set of images captured by the
hyperspectral sensor is layered one over the other and represented as image cube.
Each image corresponds to one particular wavelength in the electromagnetic
spectrum. Figure 1 shows single band of Indian pines and SalinasA hyperspectral
data. Hyperspectral images (HSIs) are largely used in surveillance, mineralogy,
agriculture, and gas industry as it offers the detailed picture of surveying area [8]. In
all these applications, the main task is to classify the hyperspectral image. Although
the richness of information provided by the hyperspectral image is very useful in
classifying and identifying materials, its high dimension often leads to highly
complex computation [6]. The presence of noise adds burden to the processing of a
hyperspectral image.

Denoising is a preprocessing step which helps to increase the classification
accuracy by removing noise from HSI bands [13]. Here, least square-based
denoising is used since it works much faster than other denoising algorithms, thereby
decreasing the time required for denoising [13]. Classification process may involve
large number of training samples if we use hyperspectral data as such. Moreover,
adjacent bands of hyperspectral image show high correlation between them. Many of
the existing dimension reduction techniques are unsuitable for hyperspectral images
since they destroy the pattern of HSI [5]. Various algorithms have been proposed to
reduce the dimension of hyperspectral data by selecting only the most relevant bands
[7]. Principal component analysis (PCA) is one such standard dimension reduction
technique used to project hyperspectral data into a lower dimensional space [5].
Singular value decomposition (SVD) is another technique used for the dimension
reduction of HSI. This paper presents a new hyperspectral dimension reduction
(DR) technique based on dynamic mode decomposition (DMD), a technique orig-
inally evolved in fluid mechanics community. DMD was introduced as a tool to
understand and analyze the dynamicity of flow fields [11]. Attempts have been made

Fig. 1 Original hyperspectral image, a Indian pines, b SalinasA
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to incorporate this technique in video processing for foreground—background sep-
aration, target detection, etc. [4]. Here, the method is used in static hyperspectral
images to find the spectral variation. The effect of DMD-based algorithm is then
compared with the standard dimension reduction techniques like PCA and SVD,
through classification  accuracies obtained and signal-to-noise ratio
(SNR) calculation of selected bands. In HSI, pixel vectors with similar character-
istics are classified as same group. A sparsity-based basis pursuit classifier is
employed in this work. The L-1 norm optimization problem in basis pursuit is solved
using alternate direction method of multipliers (ADMMs) [1].

The organization of the paper is as follows: A brief description of methods used
for preprocessing is given after introductory part. The next section explains the
proposed DMD-based dimension reduction technique, followed by result and
analysis.

2 Mathematical Background

2.1 Least Square Denoising

Least square (LS) denoising is a one-dimensional signal denoising method pro-
posed by Ivan Selesnick [12]. This technique is mapped into two-dimensional
image denoising to remove noise present in the image [13]. LS problem for
denoising approach is formulated as

. 2 2

min, [y — x[5 + 4/ Dx]|; (1)
where y is the noisy signal, x is the denoised signal, and D is the second-order
differential matrix. The first part of the equation takes care of denoising, and the

second part is to regularize denoising process which depends on the regularization
parameter [13]. Solving this optimization problem leads to the following solution

x=(I+D'D)"y (2)

In the case of an image, this solution is applied first column wise and then row
wise. Each band of hyperspectral image undergoes least square denoising.

2.2 Dimension Reduction

Hyperspectral images have attracted more researchers in recent years. But the
abundance of spectral information present in the hyperspectral image dramatically
increases the computational burden [7]. Dimension reduction of a hyperspectral
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Fig. 2 Dimension reduction

image cube is the process of selecting relevant bands from the entire dataset without
losing information. Figure 2 depicts the concepts of dimension reduction of
hyperspectral images.
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Principal Component Analysis: PCA is one of the standard dimension reduction
techniques used for HSI. It assumes that neighboring bands of HSI show high
degree of correlation and convey redundant information. PCA algorithm finds
the optimum linear combination of bands which shows maximum variation in
pixel values [10]. It rearranges the original bands in such a way that first band
has maximum variance and last band has minimum variance. Therefore, first
few PCA bands contain majority of the information present in the original
hyperspectral data [10].

Singular Value Decomposition: SVD is another form of matrix analysis which
gives low-dimensional representation of a high-dimensional matrix. SVD will
help us to eliminate less important part of the matrix. It decomposes the matrix
[r % c] into U, £ and V7 with the following properties.

1. Uis a r x m column-orthonormal matrix.
2. X is a diagonal matrix consists of singular values as diagonal elements.
3. Vis a ¢ x m column-orthonormal matrix. So, V7 is row-orthonormal.

where m is the rank of the matrix.

OR Decomposition: QR decomposition or QR factorization is matrix orthogo-
nalization method in which a matrix X [m x n| is decomposed into an
orthogonal matrix Q and an upper triangular matrix R [2, 9].

X =OR (3)
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“

To reorder the diagonal values in R in descending fashion a permutation matrix
P is used such that

XP = QRP (4)

where Q is a m X m matrix and R is a m X n matrix.

Dynamic Mode Decomposition: Dynamic mode decomposition is a powerful
tool for extracting dynamicity of a nonlinear system [11]. The advantage of
using DMD algorithm is that it is not necessary to have an explicit knowledge
of dynamic operator to determine eigenvalues and eigenvectors of it. Here,
DMD is applied on a 2D matrix formed by vectorizing each band and
appending it as columns.

m—1
Xl = X1 X2 . . . Xp-1

where m is the number of bands. We then assume that a linear operator
A connects x; to x; . ;. Our aim is to find the dynamic characteristics like
eigenvalue and eigenvector to extract the dynamical process described by
matrix A. We also assume that beyond a critical number of snapshots, columns
of matrix X become dependent [11]. Once that point is reached, we can express
the vector x; as linear combination of previous vectors, which are linearly
independent

X = aiX1 +aoxy + -+ + Ay X1 + 7 (5)

where r is the residual vector. In matrix form,
X :Xi"fla—i—r (6)

If we follow the concept from [6], we can write

AXp =Xy (7)

X' can also be written as
-1 T
Xy =X{"S+re,_, (8)

where S is the low-rank approximation of A. Eigenvalues of S are same as that of
nonzero eigenvalues of A [11]. Sometimes data from an experiment may be con-
taminated by the presence of noise or other uncertainties. So, we choose another
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matrix S which is related to S via matrix similarity to implement more robust results
[11]. The computation of S is as follows: take the SVD of data sequence.

xr'=yzvH (9)

Substituting (9) in (8) and rearranging, we will get
S =utxryy! (10)

With this low-rank approximation, we can find the dynamic properties described
by A. For using this concept to dimension reduction, we find eigenvectors of S. By

taking QR decomposition of eigenvector matrix of S, we are able to get the per-
mutation matrix P which stores the order in which eigenvectors are arranged [2].
When the permutation matrix is multiplied with X{"’l, the columns of the matrix,
which represents the vectorized form of bands are arranged from most informative
bands to least informative bands.

2.3 Basis Pursuit

In HSI, each pixel vector is classified into different classes based on ground truth.
Normally, 10% or 20% of the data is used for training and rest of the data is used
for testing. Basis pursuit is a sparsity-based algorithm in which each class is rep-
resented in low-dimensional subspace [3]. L1-norm optimization problem in basis
pursuit is solved using ADMM. ADMM solve the convex optimization problems
by breaking them into smaller problems. These smaller problems converge faster
making ADMM better than other solvers [13].

3 Methodology

In this work, two hyperspectral image datasets, Indian pines and SalinasA are used
for the experiment. Both the images are collected by NASA’s Airborne Visible
Infrared Imaging Spectrometer (AVIRIS) over agricultural sites at Indiana and
SalinasA valley, California. Indian pines has ground pixel size of 145 x 145 and
220 spectral bands. SalinasA has ground pixel size of 86 x 83 and 224 spectral
bands. In both datasets, spectral bands covering the range from 0.4 to 2.5 pm.
The main objective of this project is to incorporate DMD algorithm for the
dimension reduction of hyperspectral images. The effectiveness of proposed
method is compared with standard dimension reduction methods like PCA and
SVD. In the first stage, each band of HSI image undergoes LS denoising giving
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denoised image cube. Before applying dimension reduction techniques, 3D HSI
data is converted into a 2D matrix by vectorizing each band and appending as
columns of a matrix. To analyze the effect DR techniques, we first classify
hyperspectral data without dimension reduction. In the second stage, three different
dimension reduction techniques PCA, SVD-QR, and DMD are applied separately
on 2D matrix. After removing the redundant information data is dimensionally
reduced by 50%. The effect of all dimension reduction techniques is validated
through classification. The assessment of classification is done through visual
interpretation and calculation of classification accuracies.

The accuracies obtained from PCA, SVD, and DMD are compared. The bands
selected by the different algorithms are analyzed with the help of a numerical
approach called SNR values analysis. SNR value is a ratio of signal power to noise
power. But the problem in calculating SNR value of hyperspectral image is that the
lack of reference image. Linlin Xu has proposed a method for calculating SNR
value even if there is no reference image present [13, 14].

5y

SNR = 101ogy, 7 ;
i KXijp — mb)

(11)

where X is the denoised signal, my, is the mean value of X;; where pixels are
homogeneous [13].

4 Result and Analysis

4.1 Classification Accuracies

Hyperspectral image data after being denoised are validated through classification
accuracies. The same classifier is applied on dimensionally reduced dataset. Five
parameters are taken for the validation process. They are kappa coefficient, overall
accuracy, average accuracy, elapsed time, and classwise accuracy [13]. Table 1
shows the classification accuracies obtained on Indian pines dataset before and after
applying DR algorithms. From the table, it is clear that accuracies are almost same
even after reducing 50% of bands. Kappa coefficient, a metric that compares an

Table 1 Classification result on Indian pines dataset

Without dimension reduction With dimension reduction
PCA SVD DMD
Kappa coefficient 0.98 0.97 0.98 0.98
Overall accuracy (%) 98.56 97.58 98.79 98.43
Average accuracy (%) 97.88 93.5 97.42 96.17
Elapsed time (min) 27.5 23 24.6 23
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Table 2 Classification results on SalinasA dataset
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Without dimension reduction With dimension reduction
PCA SVD DMD
Kappa coefficient 0.99 0.97 0.99 0.99
Overall accuracy (%) 99.9 98.35 99.9 99.9
Average accuracy (%) 99.9 98.46 99.9 99.9
Elapsed time (min) 5.06 4.04 3 3.5

observed accuracy with expected accuracy is 0.98 without dimension reduction.
The results tabulated in Table 1 shows that SVD and DMD methods are able to get
the same kappa coefficient even after removing redundant band information. PCA
has 0.01 decrease in kappa coefficient. Average accuracy and overall accuracy also
follow the similar trend, i.e., SVD and DMD results are comparable with the
original result, whereas PCA shows a significant decrease. Figure 3 shows the

(a) 4.7... -. (b)
"'Ilml :.-'.IIIII
-

IF‘I
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B Soya-notill (968, 338)
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Bldg-Grass-Tree (380, 127)
Stone-steel towers (95, 92)

Fig. 3 Classification maps obtained before and after dimension reduction for Indian pines dataset,
a without dimension reduction, b PCA, ¢ SVD-QR, d DMD
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comparison of classification maps obtained for Indian pines dataset under different
dimension reductions. Table 2 contains the analysis of classification accuracies
obtained on SalinasA dataset. It can be observed from the table that kappa coeffi-
cient obtained after applying SVD and DMD dimension reduction is same as the
kappa coefficient obtained before dimension reduction. Overall and average accu-
racies also follow the same trend, i.e., same as accuracies obtained before dimen-
sion reduction. But PCA shows a decrease in accuracies. From these tables, it can
be inferred that SVD—-QR and proposed DMD-based algorithms work much better
than PCA-based dimension reduction. So, in the next step of analysis PCA is
discarded. In the next stage, we compare bands selected by SVD-QR and DMD
based on SNR value analysis.

4.2 Comparative Analysis of SNR Values

Table 3 shows the comparison of best six SNR values of bands selected by
SVD—-QR and DMD. The most informative bands selected by DMD are different
from the most informative bands selected by SVD-QR. From Table 3, it is clear
that SNR values of bands selected by DMD are higher than that of bands selected
by SVD-QR. The highest SNR values obtained for DMD are 55.77 and 23.71 dB
for Indian pines and SalinasA dataset, respectively. In the case of SVD-QR, the
best SNR values are 55.70 and 23.13 dB, which means that the algorithm that is
used in fluid mechanics for finding the dynamicity of flow fields can be treated as a
new effective method for hyperspectral dimension reduction (Fig. 4).

Table 3 SNR values in dB SNR Values in dB

Indian pines SalinasA

SVD-QR DMD SVD-QR DMD
1 55.76 55.77 23.13 23.71
2 55.05 55.76 23.05 23.22
3 52.92 55.59 22.27 23.18
4 52.49 55.05 21.84 23.05
5 52.41 54.97 21.76 22.10
6 51.98 53.49 21.62 22.00
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Fig. 4 Classification maps obtained before and after dimension reduction for SalinasA dataset,
a without dimension reduction, b PCA, ¢ SVD-QR, d DMD

5 Conclusion

This paper has proposed a new algorithm based on dynamic mode decomposition
for the dimension reduction of hyperspectral images. Quantitative presentation
demonstrates that proposed technique is very effective in removing redundancy
between bands. Calculation of SNR values shows that proposed technique is
comparable with existing dimension reduction algorithms. Dimensionally, reduced
data is classified using basis pursuit classifier which uses ADMM to solve the
optimization problem. The classification results show that even after eliminating
redundant bands, selected by proposed algorithm, we are able to get the same
accuracies obtained before dimension reduction. The SNR values of bands selected
by proposed technique are slightly higher than that of bands selected by the other
dimension reduction technique.
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Performance Evaluation of Lossy Image M)

Check for

Compression Techniques Based
on the Image Profile

P. Poornima and V. Nithya

Abstract Digital images have become part of our everyday life. It is important to
store these images in an efficient manner in the given storage space and therefore
digital image compression has become a large focus in the recent years. Image
compression deals with the rebate of bits required to epitomize the image. It is also
important to ensure that reduction in size of image is without degradation of image
quality and loss of information. As a result of this, image compression techniques
have been developed with lot of new algorithms and also with variations of the
already existing ones. For a given application, the image compression algorithm is
selected with an objective either to provide better compression or to get a good
quality of reconstructed image. The profile of the image such as aspect ratio, color,
pixel intensities, smooth regions, edges, shading, pattern, and texture is not con-
sidered while selecting an algorithm. In this paper, an attempt is made to provide
the users a ready reckoner to select a compression technique based on the profile of
the image. In this regard, three popular techniques such as set partitioning in
hierarchical tree (SPITHT), compressive sensing (CS), and fractal coding (FC) in the
family of lossy image compression are selected for analysis. In addition to this, the
best choice of wavelet filter banks, measurement matrix, and reconstruction algo-
rithm are also identified to provide improved performance. The performances of
these algorithms are evaluated with the metrics such as compression ratio (CR),
mean square error (MSE), and peak signal-to-noise ratio (PSNR).
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1 Introduction

Digital image processing is the process of examining and manipulating an image in
order to improve its quality. In wireless transmission, it is important to reduce the
file size as it would shorten the time required to broadcast an image or a video to the
destination. The two main classifications of image compression techniques are
the lossless and lossy techniques. Lossy compression algorithms are broadly clas-
sified into transformation schemes, non-transformation schemes, and the distributed
coding. Transformation schemes include discrete cosine transform (DCT) and
discrete wavelet transform (DWT). Non-transformation schemes are further clas-
sified into vector quantization (VQ) and fractal coding (FC). Distributed coding
includes distributed source coding (DSC) and compressive sensing (CS) [1].
Different algorithms are developed in the literature by using a single image to
analyze the quality of image and compression ratio. Arora et al. [2] have discussed
the major lossy and lossless image compression techniques. Pokle et al. [3] have
discussed that depending on the application appropriate compression algorithm has
to choose. Singh et al. [4] results pointed that fractals provide better result with
better PSNR and low MSE. Nahar [5] has surveyed the theory of compressive
sensing, and its applications in various fields of wireless video and image trans-
mission. All the above work in the literature mainly focused on the selection of an
algorithm for high compression rate or image quality based on single image. This
paper addresses the image compression algorithm should be elected based on image
characteristics such as color, shape, smooth and edge regions, pixel intensities and
texture. Our work concentrated on the comparative study on three well-known
algorithms that can be chosen for image compression based on image profile. The
highlights of the chosen algorithms are (1) SPHIT which is based on DWT and has
multi-resolution properties that benefit in good compression rate. (2) Compressive
sensing technique hinges on sparsity and results in good recovered image quality,
and (3) fractal coding computes image similarity at regular intervals and provides
the best compression rate. Therefore, this paper will be a quick guide to the readers
to select an algorithm based on the image profile to achieve good image quality or
compression ratio.

The remainder of the paper is structured as follows. Section 2 briefs about three
compression algorithms considered for analysis. The simulation results obtained
with the wide variety of images are discussed in Sect. 3. Section 4 presents the
conclusion.

2 Image Compression Algorithms

Image compression is the process of downsizing the size in bytes of an image or
video without deteriorating the quality [6]. From Fig. 1 [1], it is clear that
lossy image compression techniques are broadly classified into three categories,
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Fig. 1 Classification of lossy image compression [1]

namely transformation schemes, non-transformation schemes, and the distributed
coding schemes. After detailed study from the literature, in our work, we have
considered the outperforming compression technique in each category for further
analysis. Also, to further improve the performance wavelet filter banks, measure-
ment matrix, and reconstruction algorithm are also widely studied and the one that
produces better results are utilized during simulation. The following section briefly
discusses the three compression algorithm chosen for study.

2.1 Transform-Based Algorithm—Discrete Wavelet
Transform—SPHIT

SPHIT exploits spatial orientation trees and exhibits self-similarity characteristics
with the coefficients belonging to the same spatial location in different sub-bands in
the pyramid structure. From these pyramids, the higher levels represent parents to
the children on lower levels [7].

Procedure for SPIHT Algorithm:

Step 1: Define the decomposition levels (n) and set the threshold value and
initially set the list of significant pixel (LSP) as an empty list.

Step 2: List of insignificant pixels (LIPs) are those which have magnitudes lesser
than the determined threshold value.

Step 3: All the entries in the list of insignificant pixels (LIPs) are examined
for their significance with the help of the determined threshold value.
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Fig. 2 Hierarchy of coefficient and tree of wavelet coefficients [8]

Step 4:

Step 5:

Step 6:

If an entry satisfies the determined threshold, a bit “1” is given as output
and one more bit for the sign of coefficient that is represented by “1” for
positive nor “0” for negative. The significant entry is assigned to the
LSP. If an entry does not satisfy the threshold then the bit “0” is the
output.

The wavelet coefficients that have magnitudes lower than the thresholds
are designated as list of insignificant sets (LIS). LIS is refined and to test
their significance. If it found significant then they are partitioned into
subsets and those subsets which have one coefficient and declared to be
significant and will be moved to the LSP else they will be moved to
the LIP.

During the refinement pass, final output is obtained by the last (nth)
MSB of the coefficients in the LSP which contains list of pixels which
have magnitude greater than the threshold.

Decrease the value of n, the sorting and refinement passes are applied
once again and will be continued until either the expected rate is reached.

Figure 2 [8] illustrates (a) pyramid decomposition with coefficients hierarchy;
(b) tree structure of wavelet coefficients.

2.2 Non-Transform-Based Algorithm—rFractal Coding

The fractal coding is performed using quadtree decomposition and Huffman

encoding

and decoding. In this method of compression, the image is first branched

into numerous blocks named as range. The original image is further prorated as
massive blocks labeled domain blocks. The domain blocks with their rotation
property search for the finest match for whole range block. The correct domain and
related information for every range block that are required for image retrieval are
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Fig. 3 Block diagram of fractal coding [9]

stored. Hence, the compression is achieved by storing only the parameters.
Numbers of iterative operations are performed by decoder in order to reproduce the
original image. Figure 3 [9] depicts the block diagram of fractal coding.

Procedure for Fractal Algorithm

Step 1: Original image is divided into small blocks with a threshold value as 0.2,
minimum dimension as 2 and maximum dimension as 64 by using
quadtree decomposition.

Step 2: From quadtree decomposition store the values of x and y coordinates,
mean value, and the block size of the image.

Step 3: Save the fractal coding data and then apply the Huffman coding to
complete the encoding procedure.

Step 4: For the encoded image, apply Huffman decoding to recover the image.

Step 5: Calculate compression ratio, MSE, and PSNR for the image.

2.3 Distributed Coding Schemes—Compressive Sensing

It is a signal processing technique that is capable of acquiring and reconstructing a
signal in much more efficient way than the established Nyquist sampling theorem. It
exploits the sparse nature of signal and computes sparsity of the signal [10]. The
two main principles are sparsity and incoherence. The main idea of CS is the
potential to recover the image with fewer measurements. Figure 4 [11] represents
the block diagram of CS. The signal is first transformed into a sparser domain
(DWT) and then multiplied with a measurement matrix (Gaussian Matrix, Toeplitz
Matrix, or Bernoulli Matrix). The measured coefficients are obtained and are then
used to reconstruct the image by using OMP reconstruction algorithm.
Mathematical expression is given by:

Y = ®X (1)

Y = Measured Vectors, ® = Measurement Matrix and X = Signal of Interest.
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Fig. 4 Block diagram of compressive sensing [11]

Procedure for Compressive Algorithm

Step 1:

Step 2:
Step 3:
Step 4:
Step 5:

Step 6:

An original image (N x N) is decomposed using Discrete Wavelet
Transform (DWT) into four sub-bands coefficients namely LL1, HL1,
LHI1, HHI.

The low-frequency components (LL1) contains maximum information
of the image and, hence, it is kept unchanged.

The high-frequency components (HL1, LH1, and HH1) are around zero
and therefore are considered as sparse matrices.

Sparse matrices are multiplied with measurement matrix to obtain the
matrices of the measured coefficients.

Orthogonal matching pursuit (OMP) reconstruction algorithm to recon-
struct the three high-frequency components.

Apply inverse discrete wavelet transform (IDWT) to the three
high-frequency components and to the unchanged low-frequency com-
ponents to reconstruct the image.

3 Results and Discussion

The analysis of the image compression techniques was carried out using MATLAB
to evaluate the performance metrics. Different images of size 128 * 128 which vary
in their intensities, regions, shapes, and texture were taken for study, and the MSE,
PSNR, CR were evaluated for different compression algorithms.

3.1 Simulation Parameters

The various simulation parameters considered for the image compression
algorithms are listed below:
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SPHIT: We have used Haar Transform as it is orthogonal, fast, real, and easy for
manual calculations.

Compressive Sensing: We have analyzed with different wavelet families, namely
Haar, coif3 and sym5 and with different measurement matrices such as Gaussian,
Toeplitz, and Bernoulli and found that sym5 wavelet family with Gaussian matrix
produces good PSNR. Hence, we have used “sym5” wavelet family, Gaussian
matrix as the measurement matrix and OMP as the reconstruction algorithm in our
analysis.

Fractal Coding: We have set the threshold as 0.2, maximum dimension as 64, and
minimum dimension as 2.

3.2 Performance Metrics

Mean square error (MSE) is calculated between the reconstructed and the decom-
pressed image by the squared accumulated error.

—_
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where M, N = image size >0, X = original image, and Y = compressed image.
Peak signal-to-noise ratio (PSNR) can be measured as the quantum of peak error.

PSNR = 10log,,(MAX?/MSE) (3)

Compression ratio (CR) is the ratio of comparing the image size represented in
bytes before and after compression.

Compression Ratio = Original Image Size/Compressed Image Size  (4)

3.3 Analysis of Compression Ratio and PSNR

The general way of classifying the features of the image is through the elements in
visual interpretation to identify the homogeneous characteristics. The digital pho-
tographic images are decomposed into smooth regions and edge regions. The
smooth regions are areas which have smooth color variations and lack sharp details.
The edge region areas contain sharp details in the image.

e From the analysis of three algorithms, it is clear that for the images with fewer
variations for large area can attain high compression ratio by adopting the fractal
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coding technique which has the property of self-similarity and similar image
information can be stored in less space.

e Very good quality of reconstructed image is obtained by adopting compressive
sensing technique and SPHIT.

Image with more number of sharp details in an image can achieve

e Less compression ratio from all the three techniques fractal coding technique

e Good image quality can be realized from compressive sensing when compared
with SPIHT substantiating the fact that good quality of image is obtained when
the compression ratio is low.

From Table 1, it is evident that nature image has more smooth regions such as
blue sky that is spread out for a vast area, and has the highest compression ratio by
the fractal coding technique, and high quality of reconstructed image by com-
pressive sensing technique. Similarly, the lighthouse image having the vast sky and
the rocks display high compression ratio and PSNR value.

From Table 2, it is obvious that the Lena image which has a blend of details,
color, texture, and shading has less compression ratio by fractal coding when
compared to smooth images. The image quality of the reconstructed image is fairly
high by compressive sensing. Similarly, the other images (koala bear, Tulips,
Penguins) also have more details in the image and show a low compression ratio
and a reasonable PSNR value.

Table 1 Compression algorithm simulation results for smooth images

Smooth images Compression algorithms and performance metrics
Compression algorithm Compression ratio MSE PSNR (dB)
Water.jpg SPHIT 1.173 137.446 | 26.749
CS 5.968 0.607 | 50.331
FC 18.172 36.063 32.594
Lighthouse.jpg SPHIT 1.306 69.944 | 29.683
CS 7.157 0397 | 52.169
FC 20.079 34.409 | 32.798
Nature.jpg SPHIT 1.265 0.250 54.143
CS 9.683 0.203 | 55.075
FC 28.319 24.378 | 34.294
Desert.jpg SPHIT 1.426 152.039  |26.313
CS 7.129 0477 | 51.379
FC 19.208 40.509 | 32.089
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Table 2 Compression algorithm simulation results for edge images

Edge images Compression algorithms and performance metrics
Compression algorithm Compression ratio MSE PSNR (dB)
Penguins.jpg SPHIT 1.265 0.250 34.143
CS 5.170 0.808 49.088
FC 10.881 32.581 35.028
Tulips.jpg SPHIT 1.324 77.181 29.255
CS 5.201 0.971 48.292
FC 9.033 42.472 31.883
Lena.jpg SPHIT 1.316 2.941 43.445
CS 5.439 0.552 50.745
FC 11.688 35.152 32.195
Kola.jpg SPHIT 1.089 47.738 31.342
CS 4225 0.898 48.631
FC 4.782 31.052 38.6821

3.4 IHlustration of Results

PSNR and compression ratio obtained in the analysis are represented in terms of bar
diagrams. Figure 5 shows that the images exhibit the maximum compression ratio
under fractal coding. The increase in compression ratio for images in fractal coding
can be explained in terms of the repetition of similar features at periodic intervals.
Figure 6 shows that the images have the highest PSNR value while using the
compressive sensing algorithm. It is evident in the figures that the reconstructed
image quality is good as the PSNR values for all the three algorithms indicate
significantly higher values >28.
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Fig. 5 CR comparison of sample images using three different types of algorithm
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Fig. 6 PSNR comparison of sample images using three different types of algorithm

Figures 7 and 8 represent the reconstructed images obtained from the three
compression algorithms. The fractal coding algorithm produces blurred image since
the compression ratio is high corroborating the fact that when compression ratio
increases image quality decreases. From compressive sensing, high PSNR is
obtained for the images with low variations and comparatively a better value than
SPHIT is obtained in the case of images with combination of image information.
This also substantiates the fact that good quality of image is obtained when the
compression ratio is low. Therefore, we can attain a good image quality by adopting
compressive sensing technique.
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Fig. 7 Reconstructed smooth images
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Original Image Reconstructed Reconstructed using CS | Reconstructed
using SPHIT using FC

Fig. 8 Reconstructed edge images
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4 Conclusion

In this paper, we have analyzed different images based on the image profile by
employing the three image compression techniques specifically SPIHT using the
Haar wavelets, CS with sym5 wavelet filter, Gaussian measurement matrix, and
OMP reconstruction algorithm and Fractal coding by quadtree decomposition and
Huffman coding to compare the metrics particularly compression ratio (CR), mean
square error (MSE), peak signal-to-noise ratio (PSNR). Therefore from the results
obtained by simulation, it is visible that an image with large area of smooth regions
can achieve high compression ratio from fractal coding technique and the good
quality of reconstructed image can be obtained by compressive sensing technique.
The images with edge regions can glean only less compression ratio by fractal
coding technique but can bring out a satisfying quality of reconstructed image from
compressive sensing technique. SPHIT shows up very low compression ratios and
PNSR value in both the cases. Therefore, it is important that we choose the
appropriate image compression technique depending upon the nature of the image
and the required performance metrics.
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A Novel Video Analytics Framework M)
for Microscopic Tracking of Microbes s

Devarati Kar and B. Rajesh Kanna

Abstract Micro-organisms or microbes are single- or multi-cellular living organ-
isms viewed under a microscope because they are too tiny to be seen with naked
eyes. Tracking them is important as they play a vital role in our lives in terms of
breaking down substances, production of medicines, etc., as well as causing several
diseases like malaria, tuberculosis, etc., which need to be taken care of. For a
pathological study, the images of these microbes are captured from the microscope
and image processing is done for further analysis. These operations involved for the
analysis requires skilled technicians for error-free results. When the number of
images increases, it becomes cumbersome for those technicians as there is a chance
of ambiguity in results, which hampers the sensitivity of the study. Further, image
processing is a bit challenging and time-consuming as a single image provides only
a snapshot of the scene. In this situation, video has come into the picture which
works on different frames taken over time making it possible to capture motion in
the images keeping track of the changes temporally. Video combines a sequence of
images, and the capability of automatically analyzing video to determine temporal
events is known as video analytics. The aim of this paper is to develop a new
computing paradigm for video analytics which will be helpful for the compre-
hensive understanding of the microbial data context in the form of video files along
with effective management of that data with less human intervention. Since video
processing requires more processing speed, a scalable cluster computing framework
is also set up to improve the sensitivity and scalability for detecting microbes in a
video. The HDP, an open source data processing platform for scalable data man-
agement, is used to set up the cluster by combining a group of computers or nodes.
Apache Spark, a powerful and fast data processing tool is used for the analysis of
these video files along with OpenCV libraries in an efficient manner which is
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monitored with a Web UI known as Apache Ambari for keeping in track all the
nodes in the cluster.

Keywords Microbes - Pathology - Image and video processing
Cluster computing - Hortonworks data platform - Apache spark
OpenCV

1 Introduction and Motivation

Necessity is the mother of invention which led to the invention of the
computer-aided techniques and gave rise to a new era of research for the medical
diagnosis in the field of image and video processing. The most common protocol to
study about the microorganisms was invented by Zacharias Janssen, the micro-
scope. Microscopic imaging is used in the area of biomedical analysis, pathological
survey, etc., because these concepts help in the multi-dimensional characterization
and visualization of biological processes. Microorganisms or microbes are very tiny
living creatures which require a microscope to be seen as these cannot be seen with
naked eyes. The microbes are required to be seen for the need of studying them as
they have many roles in our lives. Microbes benefit us with the breakdown of
substances, production of medicines, fermentation, and many such things. At the
same time, they are harmful in certain situations like they produce toxins, damage
our body tissues and organs, diseases like malaria, tuberculosis happen because of
these microbes only and lot more. Diagnosis is a very important part to be played
by technicians in the laboratory for the analysis of these microbes, and it is based on
the blood and tissue samples of the infected person. This process of diagnosis of the
disease using some microbial samples and providing an analysis is known as
pathology. It is an age-old and evergreen technique for the analysis and assessment
of the microbes but when the number of samples increases, it becomes laborious
and tedious for the skilled technicians to provide error-free results of the analysis.
Digital pathology has come up and everyone got a sigh of relief. With the help of
computerized methodologies, digital pathology has gained popularity as these
techniques enhance the task done by the technicians by providing them an extracted
information which has emerged as a new field of study and is having a great impact
on the whole world.

1.1 Digital Image Processing System—An Existing System
Jor Pathological Diagnosis

Images are collected through an acquisition method, generally from the microscope
and stored for image processing. This process is known as Image Acquisition.
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These images might have some visibility issues like noise and blur. So these images
need to be preprocessed with the techniques like noise filtering, histogram equal-
ization, and many more, which is the stage of Image Preprocessing and Image
Enhancement. Later comes the Image segmentation which is the process of dividing
a digital image into multiple segments (sets of pixels). The goal of segmentation is
to simplify and/or change the representation of an image into something that is
more meaningful and easier to analyze. For extracting particular features, we do
image segmentation like edge detection, clustering. After segmentation also, some
unwanted features still remain in the image which can be removed with the help of
classification techniques like Principal Component Analysis (PCA), Bayesian
Classifiers. This stage is known as Feature Selection. Finally, we do a Performance
evaluation of the system and find out how much accurate the results of the analysis
is.

1.2 Problem Definition

A single digital image has lot of restrictions in digital microscopy, because it covers
only the snapshot of the part of the specimen. When more image samples involve
and it needs to be processed, the time taken by a single computer is more.
Therefore, it reduces the efficiency of the diagnosis. On the other hand, video
combines a sequence of images to form a moving picture [1]. Images do not give us
so much information and as the microbial images are very small, they need to be
zoomed to maximum extent for a better analysis. Moreover, there are number of
growing stages of microbes where we can do identification as each stage has its
own significance. In this way, we lose quite a lot of information. Video, work in
frames, which is the number of images displayed per second and the different
frames of a video taken over time fixes the dynamics in the scene, making it
possible to capture motion in the video sequence and study changes temporally [2].
This concept is wholly known as video analytics or video content analytics. The
ability of automatically analyzing video files to detect and determine temporal
events and not based on a single event with the aid of computers and processing
techniques is the main notion behind video analytics. Moreover, when we monitor
so many stages of growth of the microbes in a single computer, the results are not
efficient as the sample images are magnified to a great extent to gather maximum
information. Continuous surveillance is also required for monitoring of the samples
and therefore we require a cluster of computers to solve our purpose. If we use a
cluster setup, we can do scalable data management of the study. As a result, we
need a faster processing framework which is accomplished by video analytics along
with comprehensive understandings of data content and cluster computing frame-
work. Video analytics is gaining popularity because of its effectiveness in the field
of real-time monitoring of events like traffic surveillance systems, healthcare ana-
lytics, and many more. Video processing may not be so effective in a single
computer system, so we are going for a cluster of computers to do the same.
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A single computer cannot process so many video files at a time, and the size of the
video files is also huge which requires more space. The video files of the microbes
should be processed and analyzed very fast as results are to be given to the decision
makers for start of the treatment of the patient. A cluster computing setup is a set of
loosely or tightly coupled computers that are connected LAN or WAN and work
together and can be viewed as a single system [3, 4]. Video processing is done in a
cluster setup consisting of some computers to save time and space.

2 Influence of Digital Image Processing in Existing Digital
Pathology

The first and foremost criteria in pathological diagnosis is that we should have a
problem definition like tracking of microbes in microbial images and defining the
stage of the disease cycle along with the shape of the microbe. This problem requires
to be solved with the help of images of the particular microbe. The images are
acquired with the help of an electron or compound microscope which is the con-
ventional method, and finally, they are diagnosed by the laboratory technicians to
provide results. The future paradigm of pathology is digital where a pathologist will
perform a diagnosis through interacting with images on computer screens and per-
forming quantitative analysis [4]. According to World Health Organization (WHO),
in the year 2015, reports found 214 million cases of diseases worldwide due to the
microbial diseases like malaria, tuberculosis. This resulted in an estimated 438,000
deaths [5]. The most common diseases among these are malaria, tuberculosis, HIV,
detection of tumor and cancer. Rate of infection decreased by 37% from 2000 to
2015, but from 2014 it increased to 198 million cases [2]. Even in India, people die
due to these diseases, especially malaria, tuberculosis, and the mortality rate is also
quite high. So, quick and efficient monitoring in the field of medical science
pathology has become the part and parcel of human beings’ healthy lives. This is the
reason why digital image processing techniques have gained popularity in this
regard and are used for microbial analysis not only because it helps us to automate
the whole system reducing time and effort of the laboratory technicians but also
helping in accurately diagnosing the harmful diseases caused by microbes. Digital
image processing diagnosis techniques with algorithms to detect these diseases are
saving life everyday with their automated detection systems.

3 Literature Review on the Existing Methods

For this work, many literatures were studied to get a better understanding and
knowledge about the existing methods used by researchers for pathological diag-
nosis. Among them, malaria and tuberculosis are taken for our study because of
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their harmful impact on people’s lives. Malaria is an epidemic disease which is
health burden and demands for quick and accurate diagnosis [6]. A review paper on
computational microscopic imaging for malaria detection has given an overview on
the symptoms of malaria which can be diagnosed either clinically or manually by
laboratory technicians. Clinical diagnosis which is based on patients’ symptoms
gives less specificity, whereas laboratory diagnosis provides accurate results for
malaria detection. However, microscopic examination is time-consuming. To
supplement this cognitive task, researchers used digital image processing approa-
ches for efficient malaria diagnosis. There are several laboratory methods which are
available, viz. microscopic examination of stained thin or thick blood smear, rapid
diagnosis test, and molecular diagnosis methods. World health Organization
(WHO) recommends microscopic examination of Gimesa-stained blood smear as a
golden standard in detecting malaria parasite. Digital image processing diagnosis is
pipelined into four stages, namely image acquisition, preprocessing, segmentation,
and feature extraction and classification [6]. Image acquisition is the process of
collecting malaria blood smear images from the digital camera attached with
microscope, which are viewed in a magnified manner. For computer-aided malaria
parasite detection, researchers used thick and thin blood smear images. For iden-
tifying stages and types of malaria, we use thin blood smears whereas thick blood
smears for quantification of the infected erythrocytes (RBC). For better visualiza-
tion, we do preprocessing. In the existing literature, the possible preprocessing
methods used are median filter [7], Gaussian filter [8], Laplacian filter [9], low-pass
filter [10], and histogram matching [11]. However, most of the literature suggested
that gray world assumption could be the ideal choice, because it is used to eliminate
the variation in the brightness of the image [12]. Segmentation of infected ery-
throcyte is the process of isolating RBC (erythrocyte) and eliminating white blood
cell, platelets, etc., from preprocessed image which may contain infected and
non-infected malarial parasites. From the previous studies, we listed the various
segmentation techniques for isolating erythrocytes, namely edge detection algo-
rithm [13], marker-controlled watershed algorithm [14], etc. To extract insights
from the RBCs for subsequent human interpretation to detect the infected malaria
parasite, we do feature extraction like size and color of the RBCs. This literature
describes the feature extraction methods like chain code [7], roundness ratio [7],
and area granulometry [15]. Detection and classification of the parasites are done
with various classification algorithms used in the literatures. Those are Bayesian
classifier [16], k-nearest neighbor classifier [17], AdaBoost algorithm [18], Naive
Bayes tree [19], and support vector machine [20].

4 Proposed System

The images and videos of the microbe specimen are acquired through the micro-
scope by the laboratory technicians and stored in a system. These images and video
files are then fed into the cluster computing setup which consists of a set of
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computers with master and slave nodes and a data analytics framework known as
the HortonWorks Data Platform (HDP), which is an open source platform for
scalable data management containing the big data ecosystem. Figure 1 shows the
data flow diagram of the framework setup to do video analytics on microscopic
video footages. For fast processing of image and video, some big data processing
tools are used like HDFS and Apache Spark. OpenCV image and video processing
libraries which have APIs are used for the purpose of processing the video which
will be installed in all the nodes of the cluster. Figure 2 illustrates the flow of the
video analytics framework starting from image and video acquisition by laboratory
technicians, storing of the files, parallel processing in HDP, and finally results given
to patients by doctors which helps in their treatment process benefitting them.

4.1 Experimental Setup

Apache has given an open source, scalable platform known as HortonWorks Data
Platform (HDP) for storing, processing, and analyzing large volumes of big data in
an efficient and cost-effective manner. The HortonWorks Data Platform consists of
the essential set of Apache Hadoop projects like MapReduce, Hadoop Distributed
File System (HDFS), HCatalog, Pig, Hive, HBase, Zookeeper, and Ambari.
Usefulness of HDP is many which includes data management, data access, data
governance and integration, security, operations related to data and finally provi-
sioning the clusters in cloud. Apache Ambari is a tool which helps Hadoop to
manage things in an efficient and better way by developing softwares to provision,
manage, and monitor Apache Hadoop clusters. It is useful for management of
Hadoop as it is intuitive, easy in using and because of its Web UI and it is also
backed by its Representational State Transfer (RESTful) APIs. Ambari supports a
lot of operating systems such as Redhat Enterprise Linux (RHEL) 6 and 7, CentOS

4
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Fig. 1 Data flow diagram for framework setup
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Fig. 2 Proposed video analytics framework

6 and 7, Ubuntu 12 and 14, Debian 7, and so on. Ambari provides an excellent
monitoring, managing, and an end-to-end management solution for the HDP
clusters for their deployment, operation, configuration, and monitoring services for
all nodes in the cluster. Ambari has two components: (i) Ambari-server and
(i) Ambari-agent. Ambari-server—This is the master process which communicates
with Ambari-agents installed on each node in the cluster. Ambari-server helps to
manage all the clusters in the setup. Ambari-agent—Ambari-agents are there for
periodically sending health status of each of them along with different metrics,
installed services status, and many more things. Accordingly, master or server
decides the next action of the setup and conveys back to the agent to act. The
installation steps will be discussed in the later sections. We should have the min-
imum system requirements to run the Apache Ambari in our systems. For our setup,
we are using five systems as slaves and one system as the master. The master will
be configured in such a way that it is able to communicate with all the slaves
(Fig. 3).

The system requirements can be described as follows:

Operating Systems Requirements: Linux-based operating system will solve the
purpose and it should have 1 HDD free.

Browser Requirements: The Ambari install wizard runs as a browser-based Web
application which needs a graphical browser like Google Chrome, Firefox.

Software Requirements: Our hosts should have the yum and rpm installed in
them.
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Fig. 3 Primary functions for HortonWorks Data Platform

JDK Requirements: OpenJDK 8 64-bit is needed for the setup.

Database Requirements: An instance of PostgreSQL will be installed by Ambari
setup on the Ambari-server host, by default which is a relational database and stores
the cluster information.

Memory Requirements: Ambari-server and agent should have at least 1 GB
RAM with 500 MB free. Depending on the cluster size, the disk space and the
memory will be decided.

4.2 Installation of Tools and Preparation
of the Environment

The first and foremost step for the cluster setup is the installation of OS in each
computer. We have taken six computers which include one master computer or
node and five slave nodes. CentOS 7 is installed in each followed by setting the
space directories, setting the network, and so on. Gnome desktop environment was
chosen for GUI interface of the OS. The fully qualified domain name (FQDN) is
given for each host in our system. host name—f can be used to check FQDN. To
deploy our Hadoop instance, we need to prepare our deployment environment
which is common for the master node as well as the slave nodes and is described as
follows:

1. Edit /etc/hosts file to map the IP address of each machine with the host name.
The hosts file is used for the mapping of host names to the IP addresses of the
host. So the Ambari-server has this file to determine the IP address that corre-
sponds to a host name.
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(a) The text editor is used to open the hosts file in every host using: /etc/hosts
(b) The IP address and the FQDN should be added in the /etc/hosts file like—

172.16.8.10 master.vitcc.com.

(c) We should not remove the two lines from the host’s line—127.0.0.1local-
host.localdomainlocalhost:: 1localhost6.localdomain6 localhost6

2. Enable Network Time Protocol (NTP) on each cluster. NTP is used and needed
when the clocks of computer in servers are set manually, and it gets drifted by
each passing day, if not closely monitored. It is advisable to enable NTP to
synchronize the time of all hosts within the cluster with Ambari-server. The
synchronization of all the nodes in the cluster requires NTP upon boot, and the
command is—

systemctl enable ntpd
systemctl start ntpd

3. Set Up Passwordless SSH: It is required so that the Ambari-server installed on
one host can communicate with other hosts within the cluster to install
Ambari-agents. The server uses the key pair to access other hosts.

4. Check DNS: Hosts should be configured with DNS and reverse DNS and for
that we need to edit /etc/hosts file in each host. The hosts contain the IP address
and fully qualified domain name of each of our hosts.

5. Change and Edit the Network Configuration File: The configuration file of the
network is modified in this file—

vifetc/sysconfig/network

Modification of the HOSTNAME property is to be set into the fully qualified
domain name as
Networking=yes
Host name=<fully.qualified.domain.nam>
i.e., <master.vitcc.com>

6. Configuring iptables: Certain ports in the machine must be open to configure the
Ambari with the hosts. For that, we can temporarily disable the iptables with the
following command—

systemctl disable firewalld
service firewalld stop

7. Disable SELinux and PackageKit: SELinux is a Linux kernel security module
that provides security mechanisms to access control policies. The SELinux
should be disabled for the Ambari setup to function. Set enforce as ‘0’ and for
permanently disabling the SELinux, set SELinux=disabled in /etc/selinux/config
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4.3 Installing Ambari-server and Ambari-agent in Master

Node

Ambari-server

for

. Download the Ambari repository from the HortonWorks for server and copy the

files to /etc/yum/repos.d. The repository from where we download is the link
given by HortonWorks itself as—

public-repo-1.hortonworks.com/ambari/centos7/2.x/updates/2.2.2
myv ambari. repo/etc./yum.repos. d

On Ambari-server host which has Internet access, the command prompt is used
doing the following steps:

We should always log into host as root user.
To check all the repositories in Ambari-server, yum repolist helps us. Web
server installation in the master node with the command—

yum install httpd

systemctl start httpd

systemctl status httpd

After the Web server installation, all the repositories of Ambari are copied to /
var/www/html with the ‘cp’ command so that it can be accessed in all the nodes.

. The database of the Ambari-server will be installed with the following command

yum install ambari-server

. The immediate thing to do post the installation of Ambari is the configuration of

Ambari setup and set it up for provisioning the cluster with the command—
ambari-server setup. Follow the on-screen instructions and then start the
Ambari-server as—ambari-server start. We need to set the port for the
Ambari-server to start. The default port ‘8080 may be in use sometimes; we
should change it with the following command—

vi Jetc/ambari-server/conf/ambari.properties
client.api.port=8888 (any port number)

. For proper running of the setup, we should update the services automatically in

all the clusters as—

systemctl enable httpd

systemctl start httpd

systemctl enable ntpd

systemctl start ntpd

systemctl disable firewalld.service
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5.

To give privilege to every user, we should do this with the change mode
command which is used to change the permissions of files and directories for all
nodes in the cluster. The command for this—

vi fetc/re.d/frc.local
vi chmod a+x /etc/rc.d/rc.local (any user can use the services)
Is —l/etc/(list all the files)

Ambari-agent

1.

2.

Like the Ambari-server, Ambari-agent also has repositories and they are
downloaded as usual kept in /etc/yum/repos.d
Edit /etc/ambari-agent/ambari.ini and change:

host name=master.vitcc.com (localhost)

. After the host name is changed, install the agent, start the agent, and check the

status by using the commands

yum install ambari-agent —y
ambari-agent start
ambari-agent status

. We have to change the host name of each node in the cluster setup for the

Ambari-agent to work in sync or map with the Ambari-server. Here the host is
master node and the name is master.vitcc.com and the command to change it in
every node is—vi /etc/ambari-agent/conf/ambari-agent.ini

. All the repositories required for the Ambari-agent should be there in yum.repos.

d directory. To check, we can do
Vi /etc/yum.repos.d/ambari.repo

Ambari Dashboard

1.

(9]

hd

Apache Ambari Log in Screen: The Ambari service is started now. We need to
deploy the cluster using the Ambari Web UI using the browser. We should
open a browser and type in http://<your.ambari.server>:(port number):8080,
where <your.ambari.server> is the Ambari-server’s name host. Log into the
Ambari-server using the default user name and password: admin/admin and we
should follow the on-screen instructions.

In Launch menu, install Wizard option should be clicked to start the installa-
tion. The following steps need to be done after the login.

The ‘Cluster’ should be named and noted as we cannot change it again.
Select the HDP version; here, it is ‘HDP 2.4°. The host name of the machine is
given and provide the list of hosts to be added.

Use passwordless SSH to connect to all hosts.

Select Stack and do the confirmation for hosts for Ambari setup. This is done to
locate the correct hosts for the cluster, proper directories, processes, packages
for the completion of the whole installation.

. We can choose services based on our need and what is there in Stack during

‘Select Stack’. HDP Stack comprises many services.
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8. We should Assign Masters for all selected services to the hosts properly in the
cluster which will display the assignments in Assign Masters. Also, Assign
Slaves and Clients like data nodes, node managers, and region servers to
appropriate hosts in the cluster.

9. Customize services.

10. Install, start, and test.
11. View of the Ambari Dashboard.
12. Start using the services.

4.4 Integration of Tools

For storage purpose, we have Hadoop Data File System (HDFS). HDES service is
by default given by the HortonWorks Data Platform where we can store all our files
be it text files, video files, image files, software packages, etc. Here, we store all our
image and video files in HDFS for further processing. For image and video pro-
cessing, we are using OpenCV which is an open source computer vision library and
which is integrated with Apache Spark’s PySpark package. To run video files, we
also need to setup multimedia software packages in the OS and process the video
files in Apache Spark. The integration of OpenCV libraries and Hortonworks data
management platform is represented in Fig. 4. Also, the overall configuration and
integration of tools can be shown in Fig. 5.

Libraries
S +S0L
HortonWorks Data Platform Epachspal +SparkStreaming
+Speed k—"1 +Mii
<] +Ease of Use +GraphX
+Runs everywhere

3

PySpark
+impaort librares of OpenCV

\
OpenCV

+Real tme processing
+heterogenous computer platform
+run on multiple OS

Installation

+Download RPM package
+Libraries for python
+Dependencies install
+Verify Installation

Fig. 4 OpenCV integration with HortonWorks Data Platform
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Fig. 5 Sequence diagram for experimental setup

5

Conclusion

The proposed video analytics framework is set up with the motive of helping the
healthcare industry in a broader aspect by reducing the fatigue of the laboratory
technicians, accelerating the idea of virtual nursing and finally the patients who can
get their decisions of treatment in an efficient way. As of now, the setup is com-
pleted; sample video files are being processed with the help of tools installed. The
future work is that we are progressing with a case study of a tuberculosis or malaria
detection system and implement it with the help of the framework.
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Application of Dynamic Thermogram M)
for Diagnosis of Hypertension s

Jayashree Ramesh and Jayanthi Thiruvengadam

Abstract Hypertension (high blood pressure) is blood pressure above than 140
over 90 mmHg (millimeters of mercury). Diagnosis of hypertension is made when
one of the above readings is high. By the year 2025, the number of people living
with hypertension is about 1.56 billion all over the world. This paper aims at
developing a technique to diagnose hypertension noninvasively without using the
cuff. In this approach, the dynamic infrared (IR) thermogram of selected body
regions like hand (left and right) and neck (left and right) is obtained for about 60 s
using IR thermal camera from 50 subjects (normal = 25 and age and sex-matched
hypertensive = 25). The average temperature for every millisecond in these selected
body regions is measured using ResearchIR software. Correlation is performed
between the features extracted from dynamic thermogram and flow rate obtained
from carotid Doppler ultrasound scan. The statistical analysis shows that highest
correlation is obtained between the rate of temperature change (°C/min) in the neck
left side with systolic pressure and hand left side with diastolic pressure (mmHg)
(Pearson correlation » = —0.637 and 0.668 with p < 0.01, respectively). There also
exists a linear correlation coefficient between neck right rate of change in tem-
perature (°C/min) and right carotid artery flow rate (r = —0.358 with p < 0.05). An
automated classifier using SVM network was designed with features extracted from
dynamic thermogram for diagnosis of hypertension. The accuracy of the classifier
was about 80% with sensitivity and specificity values 76.9 and 83.3%, respectively.
The accuracy of the classifier when all the correlated features (n = 17) were
included was 93% (sensitivity 90% and specificity 94%), whereas when highly
correlated features (n = 15) were alone included, the sensitivity improved to 94%
(accuracy 90% and specificity 85%).
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1 Introduction

Diagnosis of hypertension is made when the systolic reading (the pressure when the
heart pumps blood around the body) or diastolic reading (pressure when the heart
relaxes and refills with blood) is high. People predicted to be living with hyper-
tension would be 1.56 billion worldwide [1]. In India, hypertension has increased
from 20 to 40% in urban areas and 12 to 17% in rural areas [2]. In 2011-2012,
about one-third of all people living in low- and middle-income countries had
hypertension which was a great economic burden [3]. Hypertension is a disease that
paves the way for other cardiovascular diseases if left untreated. This work focuses
on the diagnosis of hypertension using dynamic thermal imaging. The current
method for hypertension diagnosis varies from operator to operator. There are no
standard techniques to predict hypertension with quondam. It needs repeated
measurements, to diagnose whether a person is hypertensive. The traditional pro-
cess of inflation, deflation and examining korotkoff sounds with a stethoscope can
be replaced by the technique of continuous dynamic thermal imaging. This setup
plays a vital role in ICU and CCU units where almost all patients are critical and do
not want any disturbance. Thus, this method can be used for mass and initial
screening. Chekmenev developed a model to match thermogram with pulse rate [4].
Hence, our work focuses on the diagnosis of hypertension using features measured
from dynamic thermal imaging. Thermal imaging is a noninvasive and non-contact
method where the heat patterns in the skin are studied using a thermal camera [5, 6].
Thermal imaging has a wide variety of application in the medical field that includes
inflammatory diseases, complex regional pain syndrome and Raynaud’s phe-
nomenon, breast cancer, various types of arthritis, injuries, and other traumas [7-9].

2 Materials and Methods

Study Population: A medical camp was conducted in a private hospital where
about 50 subjects registered both men and women participated. Normal and known
hypertensive subjects in the age-group of 39 + 5.01 years were included in the
study. The following measurements like BP, ultrasound Doppler scan, SpO,, sex,
age, hip and waist circumference, and height and weight were obtained. The
consent form was obtained from all the subjects. And details of the procedure were
clearly explained. Institutional ethical clearance was obtained from the institutional
ethical clearance committee letter dated 1034/IEC/2016.

Pressure Measurement: The subject was made to relax in sitting position, and
his blood pressure both systole and diastole was measured using standard sphyg-
momanometer. Only a trained person took a measurement for all 50 subjects.

Thermal Imaging: The thermal camera was fixed on the stand, and it was
connected to the laptop. The initial setting for taking video was taken care.
A standard protocol as proposed by the International Association of Certified
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Fig. 1 Original and processed hand left signal

Thermographers was followed during the entire procedure [10]. The process was
carried out in a completely dark room which was fully air-conditioned wherein the
temperature was maintained at 25 °C. The subjects were made to wait in the room
for 15 min. The subject was asked to stand, and his left and right hands were
stretched and held in support, while the video signal was taken. Similarly, the
subject was made to turn his head left and right sides for the neck images. The data
were taken using thermal camera Therma Cam A305sc, FLIR Systems, USA. Then,
the average temperature was measured using FLIR tool. The process of removing
noise and decomposition of the thermal signal was done using wavelet transform
with a level of db4. Figure 1 shows the change in temperature signal for a minute
before and after noise removal.

After the noise removal, the rate of temperature change was calculated using
equation [11]:

C:FAT_IAT/FRT_IRT (°C/min) (1)

C  Rate of change in temperature,
Far Final average temperature,

Int Initial average temperature,
Frr Final relative time,

Irt [Initial relative time.
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Ultrasound Doppler Scan: The subject was made to lie on the bed, and the
ultrasound images and flow patterns are obtained. The ultrasound Doppler scans of
right and left common carotid arteries were taken using MINDRAY DC-N3
Doppler machine. The rate of blood flow was calculated from mean velocity and
vessel diameter [12]. The formula to calculate flow rate was:

Q =% D?/4 %V, %60 (ml/min) (2)

Flow rate

3.14

Vessel diameter (cm)
Mean velocity (cm/s)

;U?‘(Q

The overall block diagram showing the work flow is as given in Fig. 2.

3 Results

3.1 Correlation Between Rate of Temperature Change
with Flow Rate and Blood Pressure

As given in Table 1, the statistical analysis shows that the correlation obtained
between rate of temperature change (°C/min) in the neck left side showed negative
correlation with systolic pressure (Pearson correlation r = —0.637 with p < 0.01)
and positive correlation was obtained between hand left side with diastolic pressure
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Table 1 Pearson coefficient r value obtained between rate of temperature change with blood flow
rate and pressure

Rate of change | Right flow rate | Left flow rate Systolic Diastolic
of temperature (ml/min) (ml/min) pressure pressure
(°C/min) (mmHg) (mmHg)
Left  |Hand 0.543" 0.668""
Neck —0.356" -0.637""
Right | Hand -0.622""
Neck |-0.358" 0319 0.496""

fCorrelation is significant at the level p < 0.05
“Correlation is significant at the level p < 0.01

Fig. 3 Correlation between scatter plot between neck left rate of
neck left rate of temperature temperature change and left carotid
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(mmHg) (Pearson correlation » = 0.668 with p < 0.01). There exists a negative
correlation coefficient between neck left rate of change in temperature (°C/min) and
left carotid artery flow rate (r = —0.356 with p < 0.05), and neck right rate of
change in temperature with right carotid artery flow rate (r = —0.358 with p < 0.05)
as shown in Figs. 3 and 4.

3.2 Correlation Between Features from Dynamic
Thermogram with Flow Rate and Blood Pressure

As given in Table 2, there exists a linear correlation between hand left mean and
neck right median with left and right carotid artery flow rates (r = —0.365
(p <0.01) and —0.295 with p < 0.05) which is also negative. The analysis also
showed the correlation obtained between kurtosis in the hand right side with sys-
tolic was positive (Pearson correlation r = 0.8588 with p < 0.01) as shown in
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Fig. 4 Correlation between neck right rate of temperature change and right carotid artery flow rate

Fig. 5 and negative correlation between neck right side kurtosis with diastolic
pressure (mmHg) (Pearson correlation r = —0.6647 with p < 0.01) as shown in
Figs. 5 and 6.

Table 2 Pearson coefficient r value obtained between features from dynamic thermogram with
blood flow rate and pressure

Features obtained from Systolic Diastolic Carotid artery flow
dynamic thermogram pressure pressure rate (ml/min)
(mmHg) (mmHg) Left Right
Kurtosis | Left Hand 0.712"" 0.634"
Neck |—0.337% -0.344"
Right | Hand 0.855" 0.491"
Neck |—0.516" -0.664"
Mean Left Hand 0.533" 0.309" -0.365™
Neck 0.614™ 0.459™
Right | Hand 0.615™ 0.611" -0.293"
Median | Left Neck 0.328" -0.289"
Right | Neck 0.461°" -0.295"
Energy | Left Hand 0.507""
Neck 0.648" 0.627"
Right | Hand 0.594"" 0.365"
Neck 0.658" 0.534"

fCorrelation is significant at the level p < 0.05
“Correlation is significant at the level p < 0.01
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Support Vector Machine: Data-based machine learning technique covers a
wide area from pattern recognition to functional regression and density estimation.
SVM is a supervised machine learning technique that has been used to classify the
rate of change in temperature and its features. It was used in MATLAB version
2012. SVM that produced an accuracy of 80%, the sensitivity of 76.9%, and
specificity of 83.3% for all features (n = 20). The correlated features (n = 17) were
classified with an accuracy of 93%), sensitivity of 90%, and specificity of 94% [13].
The highly correlated features (n = 15) were classified with an accuracy of 90%,
sensitivity of 94%, and specificity of 85.



136 J. Ramesh and J. Thiruvengadam

4 Discussions

Circulation and inspiration are related to each other. During inspiration and expi-
ration, the airflow regulates the temperature of blood by convection. The blood flow
depends on heart rate. Hence, change in flow rate and heart rate is reflected in
temperature of blood. According to Hirsch, heart rate increases during inspiration
and decreases during expiration. According to Jere Mead and James L.
Whittenberger, the temperature of the expired gas increases. So as flow rate
increases, the temperature decreases [14—16]. Likewise, in our study, there is a
correlation between flow rate and rate of temperature change in neck left and neck
right. Ziad et al. stated that blood flow in the cerebral region obeys Joule-Thomson
effect [17]. According to Joule-Thomson effect, the pressure is inversely propor-
tional to temperature. During systole, the blood gets pumped from the left ventricle
to the aorta through a small orifice called the mitral valve. When blood flows
through a small orifice (at high pressure), its temperature decreases. Likewise in our
study, the rate of change of temperature in the regions neck left and hand right
correlates negatively with temperature. According to Eugene Braunwald et al., the
blood fills the heart during diastole. According to Starling’s law, when the blood
gets filled, stroke volume increases which increase in the cardiac output [18, 19].
Further according to Frank—Starling mechanism, the cardiac output increases with
increase in temperature and positively correlates with diastolic pressure which is
stated by Shields et al. [20]. In our study as shown in the above tables, it is evident
that systolic and diastolic pressure correlates with all the regions of the body
considered for the study. As the sensitivity increases for highly correlated variables,
prediction of hypertension may be consequential. Hence, this work can make an
effective diagnosis of hypertension. To the best of our knowledge, there has not
been any approach to correlate dynamic thermogram with blood pressure and blood
flow rate.

5 Conclusion

The correlation obtained was highest for neck right kurtosis and diastolic pressure
and hand right kurtosis and systolic pressure. The flow rates showed the highest
correlation between hand left mean with left carotid artery flow rate and right neck
rate of temperature change and right carotid artery flow rate. From the above study,
it has been concluded that blood pressure could be measured without contact at an
accuracy of 80%, the sensitivity of 76.9%, and specificity of 83.3% and accuracy of
93%, sensitivity of 90%, and specificity of 94% with correlated parameters. As an
extension, there would be the development of a handheld device with an IR sensor
to diagnose hypertension which would be portable and contact-free.
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A Comparative Study of Isolated Word M)
Recognizer Using SVM and WaveNet ke
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Abstract In this paper, speaker-independent isolated word recognition system is
proposed using the Mel-Frequency Cepstral Coefficients feature extraction method
to create the feature vector. Support vector machine, sigmoid neural net, and the
novel wavelet neural network are used as classifiers and the results are compared in
terms of the maximum accuracy obtained and the number of iterations taken to
achieve this. The effect of stretch factor on the accuracy of classification for
WaveNets is shown in the results. The number of features is also varied using
dimension reduction technique and its effect on the accuracies is studied. The data is
prepared using feature scaling and dimensionality reduction before training SVM
and NN classifiers.

Keywords Isolated word recogniser - Mel-frequency cepstral coefficients
Support vector machine - Artificial neural network - WaveNet

1 Introduction

Speech recognition system is subdivided into two main branches—isolated word
recognition and continuous speech recognition. Isolated words form the basic
elements of speech and such recognition systems require a brief pause between two
individual words. Previously, a lot of feature extraction and classification and
clustering algorithms have been used for this purpose. In this paper, features are
extracted by MFCCs and comparison between three algorithms: normal sigmoid
neural network, SVM, and the novel WaveNets are done. The effect of stretch factor
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and number of features used for classification is also dealt with and brought to an
appropriate conclusion.

Speech utterances under stress are taken, advanced acoustic features are
extracted, and multi-class SVM is used for recognition [1]. Continuous speech
recognition is done using HMM-SVM method to overcome the difficulties faced in
the field by just SVM application [2]. HMM-SVM combination is used for
audio-visual speech recognition [3]. HMM-NN hybrid is used for solving the
speech recognition task known as HNN [4]. Feature extraction is done with MFCC
with neural network as classifier [5]. Neural network is superior to Gaussian
mixture model when it comes to distant conversational speech recognition and the
paper used hybrid neural network and hidden acoustic Markov model for recog-
nition [6]. Different types of activation functions are used in the hidden layer in the
wavelet neural network [7]. A mother wavelet function is selected and a variant of
wavelet neural network is used for target threat assessment [8].

2 Methodology

For making a speaker-independent isolated speech recognition system, TIDIGIT
database was used. Each of the speakers is asked to say the numbers 0-9. The
speakers constitute men, women, teenagers, and children. Then, the speech samples
are randomly sorted. MFCC technique is used for feature extraction procedure.
Different classifiers are applied to the feature vector and the accuracies of each are
compared with each other.

2.1 Mel-Frequency Cepstral Coefficients (MFCCs)

Speech recognizer (SR) depends on the robustness of a feature extraction method.
Mel-Frequency Cepstral Coefficient method is one of the popular methods used in
SR. This method tries to imitate the human auditory perception system. Speech
signal is framed for the duration of 25 ms with an overlapping duration of 10 ms.
Short-time Fourier Transform (STFT) is performed on the windowed speech signal.
The signals are passed through mel-scale triangular filter banks. The filtered output
is compressed to imitate the human auditory system using logarithmic block. The
cepstral coefficients are de-correlated with discrete cosine transform (DCT). Finally,
the first 13 outputs are only considered for each frame as static features. From static
features, derivatives and accelerated features are computed as dynamic features.
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2.2 Support Vector Machine

Support vector machine is a mode of supervised learning algorithm that is generally
used for binary classification of a dataset. SVMs tend to possess high efficiency in
higher dimensional data. SVM involves forming a decision boundary of (n — 1)
dimensions to classify an n-dimensional dataset. SVM could be considered as an
optimization problem where the decision boundary is to be determined such that it
maximizes the distances between itself and the support vectors. SVMs tend to be
useful due to their kernels. Linear, polynomial, and RBF are few of the kernels that
can be used in SVMs. Depending upon the spatial distribution of the datasets,
different kernels provide different accuracies and fits for the data. By iteratively
optimizing over a data using different kernels, the best possible fit can be achieved.

2.3 Artificial Neural Network (ANN)

Artificial neural networks are self-learning systems which try to replicate a function
as closely as possible depending on its training inputs. A neural network consists of
multiple layers of interconnected neural units. There can be single or multiple
inputs to these units but only one output. Every connection has a certain weight and
every single unit has a bias. The sum of multiplication of each weight with outputs
of neurons from previous layer forms the input to the neuron. This added to the bias
of the particular neuron is used to calculate its output using the activation function.

The inputs of each training set are fed to the input layer and their outputs are fed
forward to the next layer. This continues until the effect has propagated through all
the hidden layers of the network and the output of the penultimate layer is fed as
input to the output layer which in turn generates the final output. This is known as
feed-forward network and this final output should closely tally with the outputs of
each training dataset. The learning occurs through backpropagation. The errors in
output generated after each iteration are differentiated with respect to each weight
and bias to find out how changes in weights and biases affect the error term. These
error along with a learing rate applied to the weights to get improved wieghts in
each layer. The goal is to alter the randomly initialized weights and biases in such a
way so as to get a combination which will decrease the error as much as possible.

Too much training of network backfires as it leads to overtraining of the net-
work. This means the accuracy of the network is very high for the training datasets
but fails to be accurate in the validation or testing datasets. Care must be taken in
choosing the learning rate as too low a learning rate takes a long time to train a
network and too high a learning rate leads to overshooting of the minimum point in
the convex error curve during the gradient decent.
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In this paper, both sigmoid and wavelet activation functions are used. Sigmoid
activation function is a very common function but the wavelet function is new. The
wavelet function used here is Gaussian. The idea of implementation is to make the
wavelet activations follow a similar graph like the sigmoid function. A stretch
factor is introduced which stretches the whole function and the calculations are
done in a particular domain of the wavelet functions only. Outside this specific
domain determined by the stretch factor, the network would fail to train itself and an
error is generated.

3 Simulation

3.1 Mel-Frequency Cepstral Coefficients (MFCCs)

TIDIGITS corpus is used for the simulation. This corpus consists of ten English
digits ‘one’ through ‘nine’ and ‘oh.” Each digit is spoken twice by each speaker.
The speech of 55 men and 57 women is used to train the models, and this leads to a
total of 2464 training digits. The test data consists of speech from 56 men and 57
women for a total of 2486 test digits.

MFCCs are computed for the TIDIGITS data and they are limited to 1500
feature vectors per digits.

3.2 Support Vector Machine

The MFCC features are directly used as input to the SVM model. As the classifi-
cation of digits requires ten classifications, ten SVM models are used for each
sample. The data is modeled such that 80% of the data is used for training and the
rest 20% is used for testing. An iteration limit of 10000 iterations is set to avoid
irregularities. The SVM is run with a box constraint or the soft margin of 2 * ¢’ to
implement proper fitting of the dataset. The kernels used in SVM were

e Linear kernel as shown in (1)

K(u,v) = f(u) - f(v) = FL@)f1(v) +12(u)f2(v) (1)
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e Polynomial kernel as shown in (2)

K(u,v) = (f(u) - f(v))2

e RBF kernel as shown in (3)

K(u,v) = exp /(1)

e Sigmodal kernel as shown in (4)

K(u,v) = tanh(au'v+r)

3.3 Artificial Neural Network (ANN)
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The first step is the data preparation step. Two types of data preparations are dealt

with in this paper:

e Feature Scaling—Initially, the features are scaled to a range of —1 to 1. This is

done so that the gradient decent algorithm works at a faster rate while training
the network. First, the length of range of the coefficients across the columns is
found and each coefficient in that row is divided with that particular range. This
is done for all rows.

Dimensionality Reduction—Dimensionality reduction is done so that neural net
training is faster as there would be less interconnections. This dimension
reduction is done using variance method. First, the means of the coefficients
across every row are found out. Then variance is calculated across every row
using the mean of the respective rows. Now just the rows with the largest
variances are chosen manually as features. The intuition behind this is that larger
the variances, more is the separation between coefficients and thus it would be
easier to separate them and train a network accordingly than a tightly knit set of
coefficients. A good substitution of this technique is principal component
analysis (PCA).
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The total inputs to each neuron are given by (5):

X=wpku+wrkup+wyxuz+ - +wyku, +b (5)

where

by is the total input.

wi, wa,ws,...,w, are the weights of the connections connecting the first, second,
third, ... nth neuron of the previous layer to the particular
neuron.

Uy, up,u3,....u, are the outputs of the first, second, third, ... nth neuron of the
previous layer.

b is the bias of that particular neuron

The activation functions used are Sigmoid and Gaussian.
Equation (6) shows the sigmoid activation function:

1
T l4e

f(x) (6)

Figure 1 shows the Sigmoid activation function.Equation (7) shows the Gaussian
activation function:

f) = et )

Figure 2 shows the Gaussian wavelet activation function along with different
stretch factors and amplitude scaling.
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The following changes were done to the above equations before using them as
activation functions:

e First, the wavelets’ positions along the y-axis are changed so that the modulus of
the minimum of a function is equal to its maximum. This is done by adding or
subtracting a constant from the function.

e Then, the whole wavelet is divided by the maxima so that the present global
maximum becomes 1 and present global minimum become —1. So, the targets
while using wavelet functions are changed to bipolar outputs 1 and —1 as
opposed to sigmoid function where the targets remain as 1 and 0.

e Lastly, a stretch factor is introduced by replacing x with é where sf is the stretch

factor greater than 1. The idea is to replicate a sigmoid function as closely as
possible.

The limitation of wavelet is that better to limit the total input in each neuron to
the domain (—sf, sf). Outside this domain, the network will fail to train itself.

For the simulation of every ANN, a three-layer network is taken with 360 neurons
in the input layer or the number of features taken after dimensionality reduction, one
for each coefficient, 50 neurons in the middle hidden layer, and 10 in the output layer
for 0-9. The number is determined looking at the output by the one versus all
method. The weights and biases are randomly initialized. Outputs are obtained by
feed-forward network. Supervised learning was done through backpropagation.

4 Observations

Table 1 shows the dependency of accuracy of classification using ANN on the
number of features chosen with the variance method for different activation func-
tions keeping stretch factor constant at 500. The number of iterations taken to reach
that accuracy is written below each accuracy.
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Table 1 Accuracies versus features

Activation function Number of features

10 50 100 200 360
Sigmoid 76.7 (44) 85.0 (60) 93.3 (62) 95 (72) 93.3 (66)
Gaussian 65 (9) 75 (11) 88.3 (15) 91.7 (13) 93.3 (14)

Note All accuracies are approximated to 1 decimal point

Table 2 Accuracies versus stretch factor

Activation function Stretch factor
5 50 500 5000 5000000
Gaussian 65 (10) 88.3 (12) 91.7 (13) 91.7 (15) 93.3 (13)

Note All accuracies are approximated to 1 decimal point

Table 3 Accuracies versus Kernel function Accuracies
Kernel function
RBF 8.3
Polynomial 88.3
Linear 10
Sigmoid 45

Note All accuracies are approximated to 1 decimal point

Table 2 shows the dependency of accuracy of classification using ANN on
stretch factor different activation functions keeping number of features constant as
500. The number of iterations taken to reach that accuracy is written below each
accuracy.

Table 3 shows the dependency of accuracy of classification using SVM on the
kernel function used.

5 Results and Conclusion

From the observations, it is seen that in the comparison of ANN classifier with
SVM classifier, ANN classifier gives more accuracy with its peak at 95% at 72nd
iteration while SVM’s maximum accuracy is at 88.3% using polynomial kernel
function. But the training of ANN is a tenuous process while SVM does not take
much time to be trained.

From Table 1, it is clear that the sigmoid function gives more accuracy than the
wavelet function. But the wavelet function achieves their maximum accuracy at a
much faster rate. It is observed that the number of iterations required is around 5-6
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times less for wavelet functions than the normal sigmoid function. From Table 2, it
is observed that as the stretch factor is increased, the accuracy also increases.

Now when the number of iterations is studied, it is found out that generally to
achieve a higher accuracy, the number of interactions required is much more. The
accuracy versus number of iterations follows a parabolic path where initially the
accuracy increases rapidly with increase in accuracy but then the learning rate slows
down and eventually it becomes almost parallel to the x-axis. There is no significant
change in accuracy with increase in iterations.

The future scope of this research is to increase the accuracies of the wavelet
functions without much change in the number of iterations required to converge.
The accuracy aimed at is either similar or more than what the sigmoid function is
providing. The SVM classifier seems to perform worst in this case but there may be
chances to improve their accuracies too by changing the kernel functions.

Overall the novel, WaveNet method proved very effective as the time taken to
train these networks is very low as compared to the Sigmoid ANN.
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Feature Ranking of Spatial Domain M)
Features for Efficient Characterization iy
of Stroke Lesions

Anish Mukherjee, Abhishek Kanaujia and R. Karthik

Abstract Development of automatic framework for efficient characterization of
brain lesions is a significant research concern due to the complex properties
exhibited by the brain tissues. This study focuses on observing the properties of
such composite structures in order to identify optimal features for characterizing the
properties of normal and abnormal brain tissues. This work initially applies Fuzzy
C Mean algorithm to identify the region of interest. After segmentation, four dif-
ferent types of features are extracted from the region of interest. These features
include first-order parameters, Gray-level Co-occurrence Matrix (GLCM) param-
eters, Laws texture features, and Gray-Level Run-Length Matrix (GLRLM)
parameters. These identification features were ranked in order of pertinence with the
help of Mutual Information and Statistical Dependence-based feature ranking
algorithms. Based on the inference obtained from the Mutual Information and
Statistical Dependence-based feature ranking algorithms, twelve best features are
selected for characterizing the properties of the normal and abnormal brain tissues.

Keywords Lesion - Feature ranking - Mutual information - Statistical dependence

1 Introduction

Stroke is an incident which affects the blood flow in the blood vessels, which are
responsible for the supply of body fluid to the brain. The World Health
Organization (WHO) claims that roughly 15 million individuals worldwide suffer
from stroke, out of which almost one-third die and another one-third people are
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rendered permanently incapacitated [1]. Stroke is the third foremost source of death
worldwide after cancer and heart diseases. Stroke poses a serious threat because of
the huge multitude of people who are at risk. The proposed system aims to detect
the lesions by developing an automatic framework for the effective characterization
of the lesion affected areas of the brain MRIL

Computed Tomography (CT) and Magnetic Resonance Imaging (MRI) are the
two methodologies used in brain imaging. Significant research has been done in the
field of computer-aided detection. Generally, the non-enhanced Computed
Tomography scan is the radiologist primary point of reference [2] Lee et al. sug-
gested a technique to identify lesion using Adaptive filtering [3]. To improve the
quality of detection, the infarct is enhanced to preserve the detail information about
the edges. Przeslaskowski et al. recommended a technique to identify the ischemic
stroke by using a method involving wavelet transformation [4-6]. Chawla et al.
suggested a technique to distinguish a stroke by using a multi-feature-based
methodology in which features are extracted from the intensity and the wavelet
domain [7]. Usinskas et al. implemented a technique to identify the lesions on the
basis of mean, standard deviation, and histogram of the lesion affected area [8].
Maldijan et al. proposed a segmentation-based method [9]. The aforementioned
method included identification of the region of hypo-density inside the lentiform
nucleus and insula in the patients. Fauzi et al. proposed a segmentation-based
approach to extract the abnormality from the brain scan image [10]. It includes a
two-phase approach, the first phase involves the segmentation of image with the
help of watershed-based algorithm and then by finally using decision tree to seg-
ment the abnormality. Tang et al. proposed a mechanism to detect lesions with a
method of feature characterization [11]. The method included selecting the region
of interest with the help of an adaptive circle. The method involves characterizing
the stroke lesions with the help of textural parameters. The method proposed by the
authors of this article is based on ranking of the features that are best suited to
characterize the lesions and thereby distinguishing the normal MRI scan from the
abnormal MRI scan.

2  Proposed Methodology

The phases through which the proposed approach goes through have been illus-
trated in Fig. 1. The detection system has five stages, acquisition of the MRI scan
image of the brain, segmentation of the portion of the brain scan with the help of
Fuzzy C Mean algorithm, extracting first-order, second-order, and higher-order
features of the segmented image, selecting the best features to represent the
segmented image with the help of Mutual Information and Statistical Dependence-
based ranking algorithms and finally characterizing the segmented portion of the
brain with the help of the selected features.
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Fig. 1 Proposed
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3 Image Acquisition

The input datasets in MRI modality were acquired from multiple offline and online
sources. A total of 15 datasets were used in this study. Among 15 datasets, 8
datasets represent normal and the other 7 represents abnormal category. Only axial
plane, slices were included for this research.

4 Image Segmentation

Considering an image of number of elements N, which has to be segmented with
the help of C number of cluster centers [12], V; (where i = 1, 2, 3, 4, ..., C). The
value for the cluster centers V; is calculated with help of the membership function,
i (where j = 1, 2, 3, ...., N). The membership function i is defined as,

= 1)

e (‘Zg><ﬁ)

And the number of optimal cluster center V; is defined as,

ZN: | 1%
% (2)

V= .
Zj:l Hij
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(a) Sample slice with lesion  (b) Segmented lesions portion
from the MRI slice

Fig. 2 a Sample slice with lesion, b segmented lesions portion from the MRI slice

The Fuzzy C Mean algorithm is iterative in nature and the iteration stops when
the value of the objective J,, is optimized. d;; is defined as the minimum Euclidean
distance between the ith element and the ith cluster. The significance of the
objective function is optimized when the Euclidean distance d; is less than the
value of the membership function Hij- The objective function Jy,, is defined as,

C

N
Jom =YY s 3)

i=1 j=1

Figure 2a shows the input images on which the Fuzzy C Mean algorithm is
applied and Fig. 2b shows the segmented output.

5 Feature Extraction

In the proposed system, first-order, second-order, and higher-order statistical fea-
tures are observed. The first-order features include mean, standard deviation,
skewness, and kurtosis. For second-order features, 19 GLCM features and 7
GLRLM features are extracted. Higher-order statistical features comprise of Laws
textures energy measures which are six in total. Thus, the total 36 features that are
obtained are used to describe the texture in the region with the help of statistical
vectors.
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5.1 First-Order Features

The first-order statistical features comprise of the first 4 moments of the probability
density function [13]. Information up to the fourth moment is extracted because
generally the higher-order moments do not contain relevant information required to
describe the image. The first moment of the probability density function, the
arithmetic mean is usually of limited utility to describe a region of interest accu-
rately enough to distinguish it from the remaining regions. The standard deviation
of the region of interest provides information about the roughness of the region. The
third moment is known as the skewness of a matrix. The skewness of a matrix
provides us information about the difference in degree of illumination of a texture
pixel (texel) from the average illumination of the pixel in the matrix. A positive
skew indicates the texel is darker than average and negative skew denotes the texel
is lighter than the average. The fourth moment or kurtosis of a matrix provides
detail about the uniformity of the gray-level distribution in the image.

5.2 Second-Order Features

GLCM features are extracted to differentiate the textural superiority of the region of
interest.

5.2.1 Gray-Level Co-Occurrence Matrix Features

The GLCM is a prominent technique developed by Haralick et al. deployed to
obtain the textural information [14]. The GLCM features provide information about
the change in gray-level intensity as a function of distance and direction. The
parameter p(i,j) used in calculating the GLCM feature is the probability density
function of change in intensity level from ‘i’ to ‘> when moving distance ‘d’ is in
the direction ‘0’ in the polar form or else the mathematical equivalent of it is in the
Cartesian coordinate Ax, Ay. Haralick proposed that the 19 GLCM features provide
textural information which is used by the proposed system to serve the purpose of
distinguishing the region of interest.

5.3 Higher-Order Features

The higher-order features are Laws Texture Energy Measures feature and GLRLM
features.
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5.3.1 Gray-Level Run-Length Matrix Comprises

Gray-level run-length matrix (GLRLM) features are higher-order statistical texture
descriptors which are often used to obtain the parameters which would distinguish
the image from other set of images [15]. The gray-level run-length matrix (GLRLM)
computes the span of ‘i’ intensity levels with the run length of ‘.’ It has been
observed that coarse features have long runs of a pixel intensity value while a fine
detail has a relatively small run of a pixel intensity value. Thereby this feature can be
useful for detecting and segregating a fine detail from coarse details in an image [16].
Apart from the traditional run-length matrices, a few modified matrices are also
being used to extract potentially useful textural information from the images [17].
The traditional GLRLM features were presented by Galloway et al. [18]. The
features were Gray_Level_Non_uniformity (GLN), Short_Runs_Emphasis (SRE),
Run_Length_Non_Uniformity (RLN), Long_Runs_Emphasis (LRE), and Run_
Percentage (RP). The modified run-length matrices which are considered are short
Gray_Level_Run_Emphasis (SGLRE) and High_Gray_Level Run_Emphasis
(HGLRE).

5.3.2 Laws Texture Energy Measures

Measures about the texture of an image can be obtained by spatial domain analysis
or frequency domain analysis. In spatial domain, texture is represented by the
gray-level change in the entire image plane. To obtain the texture, information
matched filters and the outputs from the matched filters are worked upon to com-
pute variance and mean [19]. There are different spatial domain masks which
provide information about different aspect of the image texture [20]. Three masks
are used by the proposed system, namely Level (L), Edge (E), and Spot (S). These
masks are convolved to obtain six outputs.

6 Feature Selection

For selecting the best features to represent the lesions, the proposed system makes
use of two feature selection algorithms. Mutual Information-based Selection algo-
rithm and Statistical Dependence-based Selection algorithm are the two algorithms.
Features’ selection technique is for the most part used to diminish elements space
dimensionality. The algorithms used by the proposed system instead of reducing the
dimensionality and selecting a particular subset of feature data score the features on
the basis of their usefulness in classifying the features using predetermined distri-
bution in the image.
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6.1 Mutual Information-Based Selection Algorithm

Mutual Information is feature scoring algorithm which significantly reduces the cost
of computation and measures whether the co-occurrence is dependent upon the
class labels and a classification system can be made or not. The higher value of the
function MI suggests that the feature values are heavily dependent upon the class
label and a mathematical model for classification can be built using the feature as
the basis of classification [21].

=3 S e (G) &

y=Y =7

where p(x, y) is joint probability distribution function of X and Y distribution in the
image.

6.2 Statistical Dependence-Based Selection Algorithm

Statistical Dependence is also a feature scoring algorithm used to find the depen-
dence of the features on their respective class labels. The feature values are
quantized into Q levels. The quantization bins are chosen in a adaptively so that all
the bins have approximately the same number of values and the bins are checked
for co-occurrence and higher value of co-occurrence suggests that there is depen-
dence of the feature value on the class labels and the features are thereby scored on
the basis of the higher co-occurrence [22]. The mathematical equation governing
this algorithm is stated below

= r0y2)
o ; ;p(y’ Z)p(y)p(z) (5)

7 Result and Discussion

The proposed experiments were carried on ‘Intel core 15 4210U” with clock speed
of 1.70 GHz. The implementation environment is MATLAB 14. The MI and SD
algorithms rank the extracted features on the basis of their ability to distinguish
between a normal and abnormal brain tissue. The best 12 features are selected for
the effective characterization of the lesions on the basis of the value of the weight
matrix generated by the MI and SD algorithms. To verify the effectiveness of the
selected features, the selected features are used to identify the abnormal and normal
brain images using the K-Nearest Neighbor algorithm [23]. Initially, the training set
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Table 1 Ol?servation of Feature Rank

feature ranking Information_Measure_Of_Correlationl 1
Inverse_Difference 2
Information_Measure_Of_Correlation2 3
Auto_Correlation 4
Difference_Entropy 5
Dissimilarity 6
Energy 7
Entropy 8
Homogeneity 9
Maximum_Probability 10
Sum_Average 11
Sum_Entropy 12
Difference_Variance 13
Contrast 14
Correlation 15
Cluster_Shade 16
Cluster_Prominence 17
Sum_Of_Squares_Variance 18
Sum_ Variance 19
RLN 20
LGRLE 21
HGRLE 22
Skewness 23
SRE 24
LRE 25
GLN 26
RP 27
Mean 28
Standard_Deviation 29
Kurtosis 30
LL 31
EE 32
SS 33
LE 34
ES 35
LS 36

comprises of all the 36 extracted features and it is tested against a training set
comprising of the best 12 selected features. The test set contained 10 elements the
first five being normal MRI scan and the remaining being MRI with tumor lesions.
The normal brain images are denoted by the label class ‘1’ and the abnormal brain
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Fig. 3 Observation obtained for percentage deviation with respect to feature statistics

images are represented by the label class ‘2.” When the training set comprises of the
selected 12 features, all the prediction by the K-Nearest Neighbor algorithm is made
accurately which signifies accurate characterization of the stroke lesions. The fea-
tures are ranked in Table 1.

The training set with selected feature is more accurate than the training set
comprising of all the features. Therefore, this validates the effective characterization
of the stroke lesions. The difference in feature value between normal and abnormal
brain tissues expressed in percentage is shown in Fig. 3.

The average percentage variation between the abnormal and normal brain tissue
for the best three characterization parameters namely Information of Correlationl,
Inverse Difference, Information of Correlation2 is 37.05%.

8 Conclusion

Thus, an efficient approach for the characterization of the stroke lesion has been
discussed in this work. The framework is quite promising in characterizing the
stroke lesions with high accuracy and can assist in computer-aided detection of
stroke. Amongst all the textural features that were extracted, the features which had
the highest scores when MI and SD algorithms were applied are observed to be the
best distinguishing features. Features that obtained the highest scores were used to
distinguish the normal and abnormal images by using a dataset of 30 images as
training set and the test set had 10 images. The test set had 10 images in which 5
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were normal and 5 were abnormal. By applying K-nearest neighbor algorithm, the
selected 12 features have a score of 0.99982712 and 1.000024 from MI and SD
algorithms, respectively. They accurately distinguished the abnormal images from
the normal images while the training set comprising all the extracted features
distinguished them with an accuracy of 80%. Thus, it can be concluded that ranking
of the spatial domain features leads to effective characterization of the brain lesions.

The proposed work focuses solely on characterization of stroke lesion using
different feature using different feature primitives. This work can further be
extended using different classification algorithms.
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Active Vibration Control Based on LQR M)

Check for

Technique for Two Degrees of Freedom
System

Behrouz Kheiri Sarabi, Manu Sharma and Damanjeet Kaur

Abstract Recently, researchers have proposed active vibration control technique to
control undesired vibrations in structures. In this work, procedure of active vibra-
tion control is discussed in a simple way. For that, the mathematical model of
structure, the optimal placement of sensor and actuator, and control laws of active
vibration control are discussed. Finally, vibration control using LQR technique has
been applied on two degrees of freedom system to illustrate the active vibration
control.

Keywords Active vibration control - Mathematical model - Optimal placement
Control law - Two degrees of freedom system

1 Introduction

Vibrations generated by an IC engine or by a bumpy road profile, if not isolated
sufficiently can result in acute inconvenience of the passengers traveling in an
automobile. Compressor of a household refrigerator can be major source of noise if
shell of the compressor is poorly designed. There have been instances when mighty
bridges have been damaged by vibrations generated by march of soldiers or by a
specific flow of wind. Mechanical machines having rotating parts such as pumps,
turbines, fans, compressors have to be meticulously designed, properly aligned, and
sufficiently balanced so as to keep low vibration levels while in operation. Structure
of an aeroplane particularly its wings are prone to flow-induced vibrations and
therefore special materials having high structural damping and high strength are
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needed. Material for construction of an aeroplane should also have low density to
save fuel cost. Sometimes vibrations are required but mostly vibrations are cause of
discomfort, unwanted noise, and wastage of energy. Vibrations may occur due to
external excitation, unbalanced force, friction, etc. There are three types of vibra-
tions, viz. free vibration, forced vibration, and self-excited vibration. Vibrations
generated in a structure due to some initial displacement or/and velocity or/and
acceleration are called free vibrations. Forced vibrations occur when the structure is
continuously excited by some harmonic or random force. In the case of self-excited
vibration, exciting force is a function of motion of the vibrating body. Since time
immemorial man has been trying to dissipate undesirable vibrations occurring in
structures and machines. Several ways have been developed to control vibrations
and newer techniques are being developed. Passive vibration control (PVC), active
vibration control (AVC), and semi-active vibration control are main ways to control
vibrations. In passive control, mass and/or stiffness and/or damping of the structure
are changed so as to control structural vibrations, this may increase overall mass of
the system. On the other hand, in active control, an external source of energy is used
to control structural vibrations. As shown in Fig. 1, an actively controlled structure
essentially consists of sensors to sense structural vibrations, a controller to
manipulate sensed vibrations, and actuators to deform the structure as per orders of
the controller. Such a structure is also called ‘intelligent structure’ because it
exhibits desired dynamic characteristics even in the presence of an external load and
disturbances in the environment. In semi-active vibration control technique, passive
as well as active techniques are simultaneously used. Active vibration control may
fail if an external source of energy gets exhausted or sensing mechanism ill per-
forms or actuating mechanism ill performs or controller malfunctions. Therefore,
semi-active control has found importance as in this technique passive technique can
still control the vibrations if active technique fails. AVC is suited for applications
where stringent weight restrictions are present, e.g., aerospace, nanotechnology,
robotics. In situations where low-frequency vibrations are present, AVC is more
effective than PVC. In AVC, different type of sensors can be used, e.g., strain gauge
[1], piezoelectric accelerometer [2], piezoelectric patch [3], piezoelectric fiber

Fig. 1 Schematic diagram of
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reinforced composite (PFRC) [4], polyvinylidene fluoride (PVDF) [5]. Similarly,
different type of actuators can be used, e.g., magneto-rheological damper [6],
electro-rheological damper [7], piezoelectric patch [8], piezoelectric stack [9].
Piezoelectric patches have been extensively used in AVC both as sensors as well as
actuators. Piezoelectric materials have coupled electromechanical properties.
Piezoelectric material layers can be pasted on the base structure [10] or segmented
piezoelectric patches can be pasted on the surface [11], piezoelectric layer can be
sandwiched between two layers of structure [12], segmented piezoelectric patches
can be embedded in the composite structure [13], wires of piezoelectric material can
be embedded in the composite structure [14] etc.

In Fig. 1, one piezoelectric sensor and one piezoelectric actuator are instru-
mented on a cantilevered plate. Signal sensed by the sensor is conditioned by signal
conditioner and then fed to host PC through A/D card, control voltage generated by
host PC is converted into an analog voltage, suitably amplified and then applied on
the piezoelectric actuator. Following steps have to be followed for implementing
active vibration control on a typical structure:

e Create mathematical model of structure instrumented with sensors and actuators
e Find optimal locations of sensors and actuators
e Design a suitable controller

Numerous simulations have to be performed using the mathematical model of
the structure so as to evaluate performance of an AVC scheme under various loads.
Following sections briefly discuss typical steps that need to be followed while
actively controlling a structure.

2 Preliminary

2.1 Mathematical Model of a Structure

The first step in AVC is capturing the physics of the system in mathematical form.
For creating mathematical model of an intelligent structure, governing equations of
motion of the base structure, and electro-mechanics of sensors and actuators are
required [15]. Governing equations of motion of the structure can be written using
experimental tests [16], finite element techniques [17], and Hamilton’s principle
[18]. Finite element technique is powerful and widely accepted technique for
analyzing an intelligent structure. Generally, to derive equations of motion of a
structure, following steps can be followed:

e Define the structure using an appropriate coordinate system and draw its
schematic diagram
Draw free-body diagrams of the structure
Write equilibrium relations using free-body diagrams.
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2.2 Optimal Placement of Sensors and Actuators

Placement of sensors and actuators at appropriate locations over a base structure
using an optimization technique is called an optimal placement. One important
issue in active vibration control is to find the optimal position and size of sensors/
actuators. Limited number of sensors and actuators can be placed over a structure in
many ways. Effective optimal placement of sensors/actuators over a structure
increases the performance of an AVC scheme. Usually, to find optimal location of
sensors/actuators, a criterion is extremized which is called an optimization criterion.
Then a suitable optimization technique is employed to search optimal location of
sensors and actuators over the base structure.

Optimization Criteria The process of optimal placement of sensors/actuators over
a structure aims at maximizing the efficiency of an AVC scheme. Some criterion is
fixed based upon end application and is subsequently extremized so as to obtain
locations of sensors/actuators. Some of the possible optimization criteria which can
be used in AVC are:

Remark 1 Maximizing force applied by actuators: In AVC, actuators are desired to
be placed over the structure in such a way that forces applied by actuators on the
base structure are large. For instance, in case of a cantilevered plate, force applied
by actuators can be maximized when actuators are placed near the root of the
cantilevered plate. Hence, output force by an actuator can be considered as a
criterion for optimal placement of actuators.

Remark 2 Maximizing deflection of the base structure: In AVC, actuators are
desired to be placed over the structure in such a way that maximum deflection of the
base structure is obtained. Therefore, deflection of base structure can be considered
as a criterion for optimal placement of actuators.

Remark 3 Maximizing degree of controllability/observability: One of the necessary
conditions in any control process is controllability and observability. Effective and
stable AVC depends on the degree of controllability/observability of the system.
Controllability and observability can be checked by using rank test. Optimal
placement of actuators/sensors can be determined by using degree of controllability/
observability as optimization criterion.

Remark 4 Minimizing the control effort: With ever-increasing cost of energy, a
very natural criterion for optimal placement of sensor and actuators over a structure
is amount of control effort. Also, it is to be appreciated that limited supply of
external energy is usually available to suppress the structural vibrations. Therefore,
minimizing the control energy can be considered as a criterion for optimal place-
ment of sensors/actuators.

Remark 5 Minimizing the spillover effects; A continuous structure has infinite
natural frequencies or modes. Usually, first few modes of vibration have most of
vibrational energy. Therefore in AVC, controller is designed to control first few
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modes only and not all the modes. Uncontrolled residual modes can make the
system unstable and reduce the control effectiveness. This phenomenon is called as
spillover effect. Therefore, placement of sensors/actuators can be selected that
minimize the spillover effects.

Optimization Techniques A large number of optimization techniques are avail-
able and still new techniques are continuously coming [19]. Optimization is an art
of finding the best convergent mathematical solution that extremizes an objective
function. Best mathematical solution is calculated by maximizing the efficiency
function or/and minimizing the cost function of the system. Optimization tech-
niques can be classified as classical techniques (single-variable function, multi-
variable function with no constraints), numerical methods for optimization (linear
programming [20], nonlinear programming [21], integer programming [22] and
quadratic programming [23]) and advanced optimization methods (univariate
search method [24], swarm intelligence algorithm [25], simulated annealing algo-
rithm [26], genetic algorithms [27], Tabu search [28]).

2.3 Control Law

Finally, a control technique has to be used to generate a suitable control signal in an
AVC application. Control strategies, which have been applied in AVC so far, can
be classified as: classical control, modern control, and intelligent control.

Classical Control Classical control techniques are described using system transfer
functions. Feedback controller [29], feedforward controller [30], and proportional—
integral-derivative (PID) controller [31] have been frequently used in active
vibration control. In feedback control, manipulated signal is calculated using error
between setpoint and dynamic output signal. In feedforward controller, controller
signal is based on signal and disturbance signal. The velocity feedback controller is
one of the very famous control techniques which have been used practically in
AVC [32].

Modern Control The classical control methods are limited to single-input—
single-output (SISO) control configurations and being used for linear time-invariant
systems only. To solve multi-input and multi-output (MIMO) systems, modern
control techniques are used. Governing equations of the plant are converted into a
state-space format. In optimal control, control gains are derived by extremizing a
performance index. In eigenvalue assignment method, those control gains are used
which give desired eigenvalue of the plant in closed loop. Control gains can also be
calculated by satisfying Lyapunov stability criterion. Many times an observer is
used to estimate states of the plant, and these estimated states are used in the control
law. Adaptive controller [33], optimal controller [34], robust controller [35], sliding
mode control [36], u-controller [37], etc., have been frequently used in active
vibration control.
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Intelligent Control Classical and modern control theories find it difficult to control
uncertain and nonlinear systems effectively. Therefore, most of nonlinear systems
are stabilized using controllers based on intelligent control. Intelligent control
exhibits intelligent behavior, rather than using purely mathematical method to keep
the system under control. Intelligent control is most suited for applications where
mathematical model of a plant is not available or it is difficult to develop mathe-
matical model of a plant. It is based on qualitative expressions and experiences of
people working with the process. Neural network-based control techniques require
a set of inputs and outputs for training the neural network by a training algorithm.
Once neural network has been trained for specific purpose, the network gives useful
outputs even for unknown/unforeseen inputs. No mathematical model of the plant is
required for neural network-based control. Fuzzy logic is based on simple human
reasoning. Fuzzy logic involves: fuzzification, rule base generation, and defuzzi-
fication. Simple if-then rules specify the control law. Input variables are fuzzified
using fuzzy sets in step called fuzzification. Crisp output is obtained by defuzzi-
fying output variables in step called defuzzification. Mamdani fuzzy controllers
[38] and Takagi—Sugeno fuzzy controllers [39] are extensively used techniques in
fuzzy logic.

3 Illustration of Principle of Active Vibration Control

Let us understand principle of active vibration control through an example of a two
degrees of freedom spring—mass—damper system as shown in Fig. 2.

Mass ‘M’ is connected to mass ‘M,’ through spring of stiffness ‘K’ and damper
with damping coefficient ‘C,.” Mass ‘M’ is connected to a boundary through a
spring of stiffness ‘K|’ and a damper with damping coefficient ‘C;.” Mass ‘M’ is
connected to a boundary through a spring of stiffness ‘K3’ and a damper with
damping coefficient ‘C3.” Actuator ‘f” is capable of exerting force ‘f” on mass ‘M.’
Free-body diagrams of the two masses are drawn in Fig. 3.

Equations of motion are written from free-body diagrams as:

Mix, +K2(X1 —)Cz) + Cz()-Cl — 5C2) +Kix1+Cix; =0
M%p + C3iy + Kaxa +f +Ka(xa — x1) + Ca(g — 1) = 0

Xy Xz K3
K, [ K.
L T
M, — M, B
1 11 I
e & B

Fig. 2 Schematic diagram of two degrees of freedom spring—mass—damper system
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Fig. 3 Free-body diagrams of the two masses

So, we have a system of two second-order ordinary differential equations which
are coupled with each other. These equations can be converted into a state-space
format by taking:

X3 = X] and X4 = sz
now (1) can be rewritten as:

Mixs +Ky(x1 —x2) + Co(xs —xa) + Kix; +Cix3 = 0
Moir + Caxs + Ksxo +f + Ko (x —x1) + Co(x3 —x4) =0

)

These equations can be expressed as matrix equation of motion as:

{5} a1= [Alea{x}asr + Bl {1 i 3)

where

OP={x1 m x5 x }T

0 0 1 0

0 0 0 1
[A] = —Ki-K, K O ) -G

M1 M1 Ml Ml

K —K)—K; G —C—-G

M, M, M, M

B]={0 0 0 —1}"
Control law for this system can be expressed as:

Jixi = —{k}a{xtag 4)

where {k},,, is vector of control gains. This vector of control gains can be easily
obtained using optimal control, pole-placement technique, Lyapunov control, etc.
State-space equations can be solved using following algebraic equation:

Xa1(n+ 1) = Ageaxssr (n) + Basif (n) (5)

where A4y 4 and By, are discretized forms of A and B matrices discretized using a
small sampling time interval. Alternatively, second-order coupled differential
equations of motion of the system in closed loop can be solved using suitable
numerical technique like Newmark-f method. Simulink software of MATLAB can
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Fig. 4 Simulink model of two degrees of freedom system

also be employed to solve this system. Simulink model for this system is produced
in Fig. 4.

For M1 = 2M2 =10 kg, K1 = 2K2 = 3K3 = 1000 N/m, C1 = C2 = C3 =
0.8 Ns/m optimal gains can be obtained using LQR command in MATLAB as:

K =[12347 —-0.3189 —0.5925 —1.7024]

If at time = 0's, x” = [0.1000] then controlled and uncontrolled responses of
both the masses are as plotted in Fig. 5.
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Fig. 5 Controlled/uncontrolled time responses of a two degrees of freedom system

4 Conclusions

In this work, a comprehensive introduction has been given on active vibration
control through an illustrative example. This work can help students and researchers
who want to start doing research on active vibration control. For active vibration
control, one needs to derive mathematical model of structure, then find the optimal
placement of sensors and actuators over structure, and finally employ appropriate
control law. To show the procedure of active vibration control, an example of two
degrees of freedom has been presented in this paper.
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Mathematical Model of Cantilever Plate m)
Using Finite Element Technique Based oy
on Hamilton’s Principle

Behrouz Kheiri Sarabi, Manu Sharma and Damanjeet Kaur

Abstract In this work, the finite element model of a cantilevered plate is derived
using Hamilton’s principle. A cantilevered plate structure instrumented with one
piezoelectric sensor patch and one piezoelectric actuator patch is taken as a case
study. Quadrilateral plate finite element having three degrees of freedom at each
node is employed to divide the plate into finite elements. Thereafter, Hamilton’s
principle is used to derive equations of motion of the smart plate. The finite element
model is reduced to the first three modes using orthonormal modal truncation, and
subsequently, the reduced finite element model is converted into a state-space
model.

Keywords Mathematical model - Cantilevered plate - Finite element
Hamilton’s principal - State-space

1 Introduction

Mathematical model of an active structure is required for implementing an active
vibration control (AVC) scheme [1]. Finite element techniques [2] and experimental
modal analysis [3] have been used frequently in AVC applications. Equations of
motion of beam can be derived using Lagrangian theory [4], Kirchhoff theory [5],
Euler—Bernoulli beam theory [6], etc. In active vibration control, mathematical
model of composite structure, hybrid structure, sandwich structure, and multilayer
structures can be carried out using classical theory (CLT) [7], first-order shear
deformation theory (FSDT) [8], third-order theory (TOT) [9], high-order shear
deformation theory [10], layerwise displacement theory [11], Reedy theory [12],
etc. Using these methods, displacement variables are calculated along the thickness
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through all the layers, with different material properties of the layers. Finite element
techniques can be used to create mathematical models of structures [13, 14]. Finite
element technique can be based on Hamilton’s principle [15, 16], Galerkin’s
approach [17], Rayleigh—Ritz theory [18], Hook’s law [19], etc. After extracting the
equations of motion of structures in terms of differential equations, model can be
reduced to smaller order using modal truncation.

Generally, mathematical model of structures is created using physical specifi-
cations of structure (mass, stiffness, and damping). It has been shown that envi-
ronmental effects also can change the equations of motion. Thermal effect [20],
electric-field effect [21], hydro-effect [22], and magnetic-field effect [23] can be
incorporated in mathematical model of structures. In this paper, mathematical
model of a cantilevered plate instrumented with piezoelectric patches is developed.
Many real-life structures are in the shape of a cantilevered plate such as satellite
structures, aircraft wings, and turbine blades. Piezoelectric patches are used
extensively in active vibration control as sensors and actuators. Finite element
techniques have emerged as confident techniques to model dynamics of mechanical
structures. Finite element method based on Hamilton’s principle is used in this work
to find the dynamic equations of structure. In Sect. 2, a cantilevered plate is con-
sidered and an expression is derived for Lagrangian of the system. In Sect. 3,
equations of motion of the smart plate are derived using Hamilton’s principle.
Equations of motion are decoupled using modal analysis in Sect. 4, and in Sect. 5,
decoupled equations of motion are used to create a state-space model of the system.
Finally, in Sect. 6, conclusions are drawn.

2 Finite Element Model of a Smart Cantilevered Plate

Consider a thin cantilevered mild-steel plate of size 16 cm x 16 cm, as shown in
Fig. 1. This plate is discretized into ‘64’ equal elements of size 2 cm x 2 cm. One

— 1lom ——»
_—7 nodeno. 81
FHEEEEEEEE
7 | 1523 |31 |39 47|35 | 63
Actuator 4
‘EE‘E 22|30 | 38 | 46 | 54 | 62
7| 4
s(B[a[s[3[6[B[6]| 16mm

4 12|20 | 28 | 36 | 44 | 52 | 60

st 27 | 35 | 43 | 51 | 59

e
Sensor «— | 2 | 10|18 | 26 | 34 | 42 | 50 | 38
1917|2533 |a1|49]57

Fig. 1 Cantilevered plate instrumented with piezoelectric
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Fig. 2 Quadrilateral plate zZ,W
element

piezoelectric sensor patch is pasted at 11th element, and one piezoelectric patch is
pasted at 14th element.

Quadrilateral plate element, as shown in Fig. 2, with four node points is used for
finite element modeling. Six degrees of freedom are possible at each node, but here
for sake of need and simplicity, three degrees of freedom have been considered at
each node as:

w displacement normal to the plane of the plate
0, = — %—Vyv rotation about x-axis

__ow : _axi
0, = e rotation about y-axis

At the piezoelectric patch location, the structure is composite with one layer of
mild steel and one piezoelectric layer. Constitutive equations of piezoelectricity can
be written as:

{D} = lel{e} + [({E}
{0} = [D,]{e} — 1" {E}

where D, E, ¢, and ¢ are the electric displacement, electric field, strain, and stress
vectors, respectively. D, e, and { are the elasticity, piezoelectric constant, and
dielectric constant matrices, respectively. For elastic material of the base structure,
the constitutive equation is:

(1)

{0} = [D;J{e} 2)

where Dj is the elasticity constant matrix of the main structure.
The normal displacement w can be expressed in terms of nodal displacements as:

w = [NiN2N3NyJ{u‘} = [N[{u’} 3)

where Ny, N, N3, and N, are shape functions and {u®} is vector of elemental
degrees of freedom which is given by:
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{l/le}TZ [Wl()xl()yla P W40x40y4] (4)
Strain vector can be expressed as function of nodal displacements as:

O
Ox?
Pw

{e} =z 9 (5)

B Pw

OxQy

Substituting (3) in (5), we have:

{e} =20 —55 (INH«} (6)

Taking

o
82
o
2
) o
Ox0y

we have,
{e} = z[B.J{u’} (7)

In the present case, electric voltage is applied only perpendicular to the plane of
the piezoelectric patch; therefore, the electric field vector becomes:

0
£y =V bv=—{B}v (8)
hy
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where v is voltage applied across the piezoelectric patch and 4, is thickness of
piezoelectric patch. Total kinetic energy of one finite element can be written as:

r.=5 [ piao+ [ pitac (9)

Os Op

where p is density and subscripts s and p refer to main structure and piezoelectric
structure, respectively. Total potential energy of one finite element can be written
as:

1 1
U, :5/ {e} {s}dO + 5/ {e}{s}dQ (10)
Q.\ Qp
The electrostatic potential energy stored in one element is:
1 T
Welee = 3 {E} {D}dQ (11)
Op

Sum of energy stored by the surface force and the energy required to apply
surface electrical charge on piezoelectric is:

Wou = [ 0o {5} = [ vaas (12)

where { ff} is the surface force vector, ¢ is applied surface electrical charge density,
and s; and s, are surface area of plate and surface area of piezoelectric patch,
respectively. Lagrangian for one finite element of plate is:

L= Te - Ue+(Welec+Wext) (13)

After substituting the values of kinetic energy, potential energy, and work done
by one element, the Lagrangian becomes:

=5 [ piao+ [ ppirao| - |3 [ 1010+ 5 [ ()" (e)ag
[N

Oy Op Oy

w5 [ Erwres [ [ s

[ 52
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Substituting w, {¢}, and {E} in (14), we have:

- (" / (Y N N J40 + 5, / {u}"IN ]{ue}dQ>
- (; / (Z[Bu]{”e})r{a}dQ—i—% / (Z[Bu]{ue})T{a}dQ) (15)

Oy Op

+ (;/ (=[B,]v)"{D}dQ + /([N]{ue})r{ﬁ}ds/qus)

[0 sl 52

or,

L= (;ps [ a3, / @y ]{ue}dQ>
[
(;/dfwa®MQ+;/deBJFM% (16)
Oy

Op

+(; Q/ B, {D}d0 + / Wy gy [ qus)

52

Substituting values of {D} and [¢] in (31), we have:

- (ps / YNNI A0 + 3, / [y V]| ]{ue}dQ)
- (; / z{u"}T[Bu]T[Ds]{S}dQ) - (; JEGEORECHER [e]T[EDdQ)

o o,
- (;/ v[B,) ([e{e} — [¢] [E])dQ) + (/ {u‘)}T[N}T{ff}ds— /qus)
& sl 2

(17)
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Substituting {¢} and [E] from (22) and (23) in above equation, we have:

/ (YN a0 + 50, [ YN N Y

Oy

_ ; / {uy [B.] (2[D,)[B.J{u})dQ

O

- |5 [ AV B GBI ) - (T B)v)d0 (18)
0Op

-5 [ B GBI - [GiEa0
0Op

+ /{ue} {fe}ds—/qus

52

3 Deriving Equations of Motion of Smart Plate Using
Hamilton’s Principle

According to Hamilton’s principle, integration of Lagrangian between any two
arbitrarily selected time intervals 7y and #; must satisfy the following equation:

151
5 / Ldr =0 (19)
fo

Substituting expression of Lagrangian from (18), we have:
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5/“Ldz(5;( /{ue} NJ{i}dQ + + p,,/{u ]{ue}dQ)
15/ ZZ{uE}T[BmDA[Bu]{uf}dg>

Os

-3 [ 2y e) o) [BM}+zv{ue}T[Buf[eT]T[BJdQ)

O

9

+ /{”e}T[N]T{ﬁ}dS—/qus) dt=0

sl 52

= |5 [ B B~ R8T [BdeQ)

(20)

In (20), we can take variation with respect to both variables {u#} and v one by
one, separately. Taking variation with respect to {u}, we have:

/ ( / (i) NI JaQ + 3 p, / Y IN)T [N} dQ

30, / (i Y NI a0 + 5 / {ie Y N N0 ag

-5 [ Aoy B DB a0 - 5 / 1Y B DB 60 10
Qs 0s

+% / Z{ou} [B.)"[D,) [Bu]{ue}de% / 2v[B,]" [e"][B.]{ou }dQ
Op Op

+ /{5ue}T[N]T{ﬁ}ds> =0
sl
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Since [D,] and [D,] are symmetric matrices, the equation becomes

/ ( " / oy N[N} }aQ

+ 20 / (o ) N (N )0Q + 5, [ {0y NV [N iy
%
30 / (0ir )TN NI )aQ — [ 2ou B DB Yoo
0,
~5 [ AoV B DB )0 -5 [ 2oy 8] [0, B) )
Oy Op

- / (oY BT D, B (w}aQ / viouyTB,)7 [ B,JdQ

Qp QI

—%/zv{éue}T[ A" [€7][B,)dO + /{5u {fs}ds> =0

O
or,

/ <pv [ iy i ag

by [ {0y N i aQ — [ Aowy BT IDIBI a0
Op Os (23)
- / 2{ou} [B.)" [D,] [B.){u}dO — / wv{ou’} [B,]" [e"][B,]dQ
O

+ / {5ue}T[N]T{fY}ds) dt =
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Performing integration by parts of first two terms of (23), we get:

/ ({00 NN a0

/ / {00 NN )dQdr+ [ ((0uy" INY V)i 0

fo (o8
Y / / ((ou)T })dodr + / [ / (2(6u) (BT IDJ B 1)) dQ
o Op ) Os
- / (Z{ou}" [B.]" [D,][B.]{u})dQ — / (zv{éu"}T[Bu]T[eT]T[B\,])dQ
[0 0Op
+f ({5u"}T[N]T{fY})dS} -

(24)

or,

), / / (ou)" })dodr

fo Qs

5, / / ({ou}TNIT [N) (it} dQar + / / (2 (66 B,)T [DJ)[B.) {1} dQdr

fo Qp to Oy
/ [ @y B 0,8 )agar- / [ (vt "] 1) aga
o QO fh QO

// {6u YT N {f,})dsde = 0

o sl
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By taking out common term { BuC}T, the equation becomes:

@) [ |=os [ (N WKiDI0 g, [ (N NP0

Os Op

- [ @B DaBla0 - [ @B DB o

O Oy
- / (ZV[BM]T[eT]T[Bv])dQ—F/ ([N]T{fb})dv} =0
% sl

To satisfy the above equation, the terms inside the bracket must be equal to zero
as:

b, / (N [NI{ii€})do — p, / (IN]" [N]{ii}) dQ

Oy 9y

- [ @B DB d0+ [ @B DB (o)

@ o)
_ / (ZV[BM]T[eT}T[BV])dQ—i— / ([N]T{fs})ds _o
O 51

After rearranging, we get:

{ps/ ([N}T[N])dQerp/ ([N]T[N])dQ] (i}

Os O
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Equation (28) can be written as follows and is called as matrix equation of
motion of one element:

([mp] + Im]) {iiy + ([kp] + [k]){u} + [k]v = {F5} (29)
where
[mp] =, f [N]T[N]dQ is elemental mass matrix for piezoelectric
[m,] = p, f ’)[N]T[N]dQ is elemental mass matrix for plate structure
(k] = f Zg“[Bu]T[DS] [B.]dO is elemental stiffness matrix for plate structure
[k p] :Qi/’ 72 [BM]T[D p} [B,]dO is elemental stiffness matrix for piezoelectric
O

[kw] = f z[Bu]T[e]T[Bv]dQ is elemental electromechanical interaction matrix

O
{ Ff} = f [N]T{fs}ds is elemental external force acting on the structure
sl

Similarly taking variation of (20) with respect to ‘v’, the equation becomes:

5/Ldt/t l—;/Qpzév[Bu]T[eT]T[Bv]{m}dQ

fo Iy

- / ov[B,]" [e"]z[B.]{u}dQ (30)

+ [ ov[B,) [("][B)vdQ — [ dvgds|dr =0
/ /

Again taking out common term ‘dv’, the above equation becomes:

o [|-3 [ B mlao— 5 [ BB a0

fp Q]) Qp ( 3 1 )

+ / v[B,]" [("][B,]dQ — / gds|dr=0

[ 52
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After simplification, we have:

3]

ov / - / z[B,]" [¢"][B.J{u} dQ

fo Op
+ [ VB [("][B]dQ — [ gds| =0
/ /

The above equation will be satisfied if terms inside the bracket are equal to zero,
ie.
- [ BB )0

Op

4 / viB,J"["][B,)d0 (33)

O

—/qu:O

52
On further simplification, we get:
- [ GBI B BB 0 = [aas (34
9p 52
Equation (34) can be expressed in simple form as:
—[kn{u’} + knlv = g

The total voltage generated across piezoelectric patch is due to structural
vibrations and externally applied charge. The voltage developed across piezoelec-
tric patch can be expressed as:

q + [kuw]{u‘}
V= 35
[kvv] ( )
where
g= [ qds is external charge applied on piezoelectric surface
52

k] = f [BV]T[Z,’] [B,]vdQ is the capacitance of piezoelectric sensor
Qp
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Substituting Eq. (35) in Eq. (29) gives equation of motion as:

([mp] + [m. ]){u}+( + [k ) {u}
+ ko] @+ al {u}) = {F}}

Following assembly procedure, mass matrices, stiffness matrices, and force
vectors of individual elements can be assembled to produce global matrix equation
of motion of the two-dimensional smart cantilevered plate instrumented with
piezoelectric sensor and actuator as:

(Mt} + [K]{u} = {F} (37)

where [M] and [K] are global mass and stiffness matrices, respectively, of the
system and {F} is vector of excitation forces. In Fig. 3, the finite element mesh of
smart plate is shown, having 64 elements and 81 nodes. Each node has three
degrees of freedom.

Therefore, global matrices of final equation of motion have order of 243 x 243
as:

(36)

[M]243><243{i’.l}243><1 + [K]243><243{u}243><1: {F}243><1 (38)

For cantilevered plate, whose one side is fixed in mechanical clamp, first 27
nodes are fixed to boundary. Therefore, the order of equation of motion of can-
tilevered plate is reduced as:

[M]216><216{i'i}216><1 + [K]216><216{u}216><1: {F}216><1 (39)

nodeno.9

A 18 27 36 45 54 ¢3 7y Dodeno.8l

O

Actuator

! |
Cantilevered edge <—
i ZH

Sensor 4|

vy 10 19 28 37 46 55 64

nodeno.73
nodeno.l1

Fig. 3 Nodes of cantilevered plate
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{F} is vector of excitation forces plus actuation forces applied by actuator to
control the mechanical vibrations.

{F}bai6x1= )1 xa16ta (D) Fa1651 + 1a () }a1651 (40)

where [d] is matrix of actuator location, {f;(#)} is vector of disturbance force, and
{fu(t)} is m x 1 dimensional actuator force vector. The elasticity matrix for intel-
ligent structure (cantilevered plate instrument with piezoelectric patches) is
expressed as:

0
0 (41)

where Y and p are Young’s modulus and Poisson’s ratio of the material of the base
structure.

4 Modal Analysis

To analyze a multidegree of freedom system, it can be converted to a single
degree-of-freedom system using modal technique. Orthonormal modal transfor-
mation is given by

{d}30= [Ul3216{n() }216x3 (42)

where [U] and 5 are orthonormal modal matrix and orthonormal modal transfor-
mation variable, respectively. A damping matrix is considered according to the
following relation in equation of motion:

[Claigxa16= 2 % & X @y, X [M] (43)

where ¢ is damping ratio and such that 0.001 <£<0.007 and w, =27.
Equation (39) can be written in modal domain as:

MI[UKi} + [CI[UKA} + [K][UKn} = [D{fa} +{fe} (44)
where[U] is orthonormal modal matrix. Pre-multiplying (3.60) by [U]" becomes:

[0 MI[U{i} + (VY [CIIUi} + (U] [KI[U){n}

: . (45)
= [U]" [DI{fa} + [U]" {fe}
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After simplification, we have:

(11} + [e{n} + [22]{n} = U1 DI{fe} + U1 {1} (46)

The equation of motion of rth mode is:

’7r+cr’1r+i;2’7r:‘h([)+yl(t) r= 17"'7” (47)

n,,qr,yr represent the modal displacement, modal control force, and modal
excitation force, respectively, of rth mode, and 4, is rth mode natural frequency.
For first three modes, we can write:

iy + iy + A0 = q
iy + C2ily + /31, = g2 (48)
i3 + c3113 + /13’73 =q3

The total modal external force acting on intelligent structure is:
{F} = @)} +{f(0)} (49)

where {f.(¢)} is a n x 1 dimensional vector of excitation force/disturbance force
and {f,(z)} is m x 1 dimensional actuator force vector. Actuator force vector can be
expressed as:

{fu(0)} = U] k] ko] ™" (233 % @)/ Bpicao (50)

where ‘e33” is permittivity of piezoelectric patch, ‘a’ is area of piezoelectric patch,
and ‘hpiezo” is the thickness of piezoelectric patch.

5 State-Space Model

A mathematical model which is required for optimal controller must be in
state-space format as:

{i} = [Al{x} + [B]{u} (51)
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where {x} and {u} are system state and control vector, and [A] and [B] are system
state matrix and control matrix, respectively. The output relation is given as:

{v} = [Cl{x}

where[C] is output matrix. In order to convert equation of motion to state-space, let

us take:

Modal equations of first three modes can be rewritten as:

m=x
i =x

i3 =x3

&1 ey A = q
X2 42X + )é']z =q

X3+ c3x3 + 4303 = g3

These equations can be expressed in matrix form as:

00 0 1 0
00001
00000
10000
01 000
001 00
00
0 0
0 0
+—z%0
0 -
L0 0

S O O = O O
S O O O O

~
(SRS}

X1
X2
X3
m
i
3

S O = O
S O = O O

X
X2
X3
m
b3
N3
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Let
[0 0 0 1 0 07 X1
000 O0T1O X2
00 0 0 0 1 X3
[mys] = , {x}=
1 00 0 0O 1
01 00 0O Ny
LO O 1 0 0 O] 3
* 55
[0 0 0 0 07 0 (53)
0 0 0O 0 1 O 0
] 0 0 0 0 0 1 Fe 0
m_—/ﬁ 0 0 ¢ 0 0} _q1
0 -3 0 0 ¢ 0 o
L0 0 -2 0 0 o] 3
Equation (55) and (56) can be manipulated to write as:
{i} = _[mss]il [kess){x} + [msxrlf (56)
Let [A] = —[my] ' [ks], then we have:
{5} = [Al{x} + [m]7'f (57)
Substituting (51), we have:
. — —1€33 X a
{i} = [A{x} + [my] l[kMV] (k)] : e (58)
piezo
Let
_ _1833 X a
[B] = [my] l[kw] L IT (59)
piezo
Therefore, state-space model of cantilevered plate becomes:
it=[A + B
{5} = [A){x) + B} .

{0} = [Clvsen
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Fig. 4 First three natural x 10"
frequencies of plate '

=
]

Fourier transform

21.16 5121 12380
Frequency, (Hz)

Where [C] is output matrix and v_sen is voltage generated by piezoelectric
Sensor as:

Vsen = [kvu][kvv]il{u} (61)

To understand modal analysis, (16) is converted into an eigenvalue problem and
the first three natural frequencies are obtained as 21.16, 51.21, and 123.80 Hz.
Figure 4 gives typical frequency spectrum of time response of the plate in open
loop when edge opposite to the cantilevered edge is displaced by 2 mm. Mode
shapes of first three modes are shown in Fig. 5.

Transient response of plate contains several frequencies. To generate transient
response for individual modes, equation of motion (45) has been transformed into
modal equation of motion by performing orthonormal modal transformation. Upon
simplification, decoupled equations of motion of individual modes are obtained in
(49). Equation (49) is solved in time domain to generate transient response of
individual modes.

Sensor voltage response when plate is disturbed by 2 mm is shown in Fig. 6,
where theoretical sensor voltage and experimental sensor voltage are shown.
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10
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Fig. 5 Mode shapes of a first mode, b second mode, and ¢ third mode
' ' ' . Semso; signal \‘
—Reflerence sensor signal

Amplitude, v

Fig. 6 Experimental time response of sensor voltage
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6 Conclusions

In this work, mathematical model of a cantilevered plate instrumented with
piezoelectric sensor and actuator patch is derived in detail. The finite element
technique based on Hamilton’s principle is employed to do so. The cantilevered
plate is discretized into 64 elements and 81 nodes. The finite element has four nodes
in the corner, and each node has three degrees of freedom. The equation of motion
of a cantilevered plate is expressed by using a global mass matrix, stiffness matrix,
and external force vector. The equations of motions are truncated to first three
modes using modal truncation. Thereafter, the model is converted into a state-space
model. This work can help researcher to understand finite element technique, modal
truncation, and state-space model of structure effectively.
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Abstract Robust feature extraction techniques play an important role in speaker
recognition system. Four speech feature extraction techniques such as Mel-
Frequency Cepstral Coefficient (MFCC), Linear Prediction Cepstrum Coefficient
(LPCC), Perceptual Linear Predictive (PLP), and Wavelet Cepstral Coefficient
(WCC) techniques are analyzed for extracting speaker-specific information. The
design of WCC method is done for this work. Hidden Markov Model (HMM) is
used to model each speaker from the speaker-specific speech features. The con-
ventional Person Identification System (PIS) is normally employed in an environ-
ment where the background noise is unavoidable. To simulate such environment, an
additive white Gaussian noise of different SNRs is added with a studio quality
speech data. Evaluation of PIS is performed using the Hidden Markov Toolkit
(HTK). Multiple experiments are performed. Acoustic modeling of speaker and
evaluation is done for clean and noisy environment. The experiment results indicate
that 100% accuracy for text-independent PIS in a clean environment. Furthermore,
it is observed that MFCC is proven to be better noise robust than PLP and LPC. It is
also noted that dynamic features such as delta and acceleration features are com-
bined with static features improve the performance of the PIS in noisy environment.
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1 Introduction

In today’s digital world, each customer indeed needs robust and secure environment
for online transactions and communications. Access point to systems whether into a
computer, communications applications, building, campus, or country must be
protected. Voice is a behavioral phenomenon which depends on natural parameters
to identify a person. Biometric technology is ubiquitous in-person identification
system. Various types of physiological parameters are used to achieve high accu-
racies such as voice, fingerprint, face, and IRIS. In this work, voice is used to
identify a person in noisy environment. The person’s voice plays an important role
for security purpose. In this case, the PIS needs robust feature extraction techniques
to extract speech features. The system also needs lot of data samples to calculate the
accuracy of the system. For the speaker recognition, feature extraction techniques
are very significant prerequisite. Speaker recognition system is used in multiple
applications such as any authentication system which is related to the various
biometric terms and conditions. Discrete Cosine Transform (DCT) is used in feature
extraction methods but affected by noise [1]. Nowadays, speaker recognition sys-
tem is not consistent or not giving efficient accuracy. To improve the speaker
recognition system, Mel-Frequency Cepstral Coefficient (MFCC) and Vector
Quantization (VQ) methods are used [2-5]. The VQ and Hidden Markov Model
(HMM) provide better performance in the speaker recognition system. VQ gener-
ates the same number of vector coefficient as an MFCC for improving performance
in the noisy environment. Also, the HMM-based speaker recognition (SR) resulted
in recognition rate of 100% accuracy. For classification, Hidden Markov Model
(HMM) and neural network are employed [6—8]. In the speaker recognition system,
widely used feature extraction techniques are MFCC, Perceptual Linear Predictive
(PLP), and Linear Prediction Cepstrum Coefficient (LPCC). The voice signal is
nonlinear in nature, so for that the MFCC and the PLP methods are reliable for
speaker recognition than the LPC because LPC is linear in nature which affects the
non-stationary signal parameters. The MFCC vectors were affected by nearby noisy
environment. For better accuracy, effective feature extraction parameters required to
generate a feasible recognition rate in speaker recognition [9]. MFCC, PLP, and
LPC feature extraction methods also used as parameters of the speaker for the
emotion recognition from speech [10]. Hidden Markov Toolkit (HTK) plays most
important role in the speaker recognition. Also, it is flexible with any embedded
board for implementation [11-13]. MFCC, PLP, and LPC are Fourier transform
based and give only frequency-related information. Recently, wavelet transform is
used for speech enhancement applications [14, 15]. So in this work, wavelet
transform-based feature extraction methods are designed and analyzed for Person
Identification System (PIS) in noise environment.

The rest of the paper is divided as follows: Sect. 2 gives a description of system
design of PIS and feature extraction methods. Section 3 gives detail about dataset
collection and practical implementation. Conclusion is given in Sect. 4.
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2 System Design

Generalized PIS is shown in Fig. 1. In this system, speaker-specific features are
extracted by feature extraction methods from the speech signal of each speaker.
Each speaker acoustic model is trained in the training phase using the
speaker-specific features. Each speaker HMM represents the particular speaker. The
unknown speaker’s feature is extracted from the speech signal and compared with
the known set of HMM model of speaker using Viterbi decoder in the testing phase.

A. Feature Extraction

From the speech signal, speaker-specific parameter is to be extracted. Speech is a
non-stationary signal. Short-time spectral analysis used as a basis for feature
extraction methods. MFCC, PLP, and LPC employ Fourier transform to do STFT.

(1) Mel-Frequency Cepstral Coefficient (MFCC)

MFCC method is based on human auditory perception system. The framing and
windowing for speech signal are done with 25 ms. The overlapping period of
10 ms is taken which should give result without missing any signal pattern of voice
sample which provides the continuous data frames. Mel scale filter banks of 24
triangular filters used for separating different auditory bands. To imitate the ear’s
perception, logarithm of power spectrum is done. The Discrete Cosine Transform
(DCT) is used to de-correlate the overlapping spectrum. The first thirteen vector
output of DCT block is considered as static MFCC. The static MFCC is used to
calculate the dynamic and accelerated vectors of MFCC.

(2) Linear Predictive Coding (LPC)

The linear predictive coding method is useful for the linear time-varying signal. In
this method, LPC vector is calculated based on the current speech sample that can
be nearly related to the linear arrangement of past samples. For calculating LPC,
vector first speech signal generates the train of impulse and estimating random
noise. A white Gaussian noise is used to model framed signal. This framed speech
signal passed through speech analysis filter to create frame blocking window and

Fig. 1 Person identification Speaker]
system >
y Feature Model Model for
Speaker? Extraction Training each speaker
—
Speaker (n) Training Phase
¢ Testing Phase
Unknown | Feature Compare with all Speaker
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compared with the binary form of speech signal. An autocorrelation method
removing error from the signal and calculating the pitch period and time from the
autocorrelation sample time. LPC encoded good quality of a speech at a low bit rate
and provide extremely efficient speech vectors.

(3) Perceptual Linear Predictive (PLP)

PLP is an all-pole model. This method calculates feature extraction of the human
auditory system very efficiently. The length of framing window is about 20 ms. The
framed window of speech signal applied through the Discrete Fourier Transform
(DFT) transform to convert speech segment into the frequency domain. The
pre-emphasis signal simulated equal-loudness which reduces largeness of every
signal. DCT is used to de-correlate overlapping spectrum.

(4) Wavelet Cepstral Coefficient (WCC)

Discrete Wavelet Transform (DWT) offers a flexible time—frequency analysis of
non-stationary speech signal. It also localizes time—frequency information. The
implementation of DWT is done with successive digital low-pass and high
pass-filtering [16—18]. Like the conventional method, in this method also speech
signal is framed with 25 ms and windowed with overlapping of 10 ms. Thirteen
filter banks are designed with wavelet packet decomposition method.

Each frame passes through the 13 filter banks. This filter bank is compressed by
logarithmic to imitate auditory path. DCT is used to convert the frequency domain
signal into time domain and calculated the WCC vectors. The block diagram is
shown in Fig. 2.

Figure 3 shows the proposed optimal sub-band filter banks, having 8 sub-band
of 125 Hz, 4 sub-band of 500 Hz, and 1 sub-band of 1 kHz. Totally, 13 vectors of
wavelet cepstral coefficients are calculated in MATLAB. These 13 vectors are used
as static wavelet cepstral coefficient (WCC).

B. Hidden Markov Model (HMM)

The Hidden Markov Model is used for each speaker to train HMM in the training
phase. In this, HMM states are invisible, but the output is visible. HTK toolkit built
the HMM for each speaker using 11 parameters of the toolkit. This toolkit is very
useful for the acoustic modeling.

Fig. 2 Feature extraction of Voice signal
WCC Framed and Wavelet filter
—* Wmndowed banks
Speech
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Fig. 3 Tree diagram of WCC 1 kHz
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C. Viterbi Decoding

It is used to decode feature vector of unknown speech from the most probable path
for the HMM created for each speaker output sequence. Using Viterbi decoding, the
highest probability path is computed for the unknown speaker among the trained
speaker HMMs. The Viterbi algorithm does a maximization step at every time point
for the speaker recognition.

3 Implementation and Results

A. Database of Speakers

The data have been selected with the 16,000 Hz sampling frequency with specific
duration in .wav format files. Four different sample narrations are spoken by one
person (6 females) in the clear environment. The conventional PIS is normally
employed in an environment where the background noise is inevitable. To simulate
such environment, the additive white Gaussian noise (AWGN) of different SNRs is
added to a studio quality speech data.

B. Implementation

In this paper, four different sets of experiment are performed. In this experiment,
first set is a clean environment dataset (without noise) for four different extraction
methods MFCC, LPC, PLP, and WCC. In this set, model trained with the six
persons’ voices (each four samples). Second set is with mixed condition in which
training is done with clean data and testing is done with noisy data. The third set is a
noisy dataset for same feature extraction methods for 39 vectors. Also follows the
same procedure for training and testing model. In the fourth experiment, we used
wavelet cepstral coefficient dataset with the 13 vectors of each sample in clean
environment.

The experiment results are shown in Figs. 4, 5, 6, and 7 which indicate that
100% accuracy for text-independent PIS in a clean environment for MFCC, PLP,
LPC, and WCC feature extraction methods with static features. Evaluation using
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hp-pc@hppc-HP-Pavilion-15-Notebook-PC: CC1$ ./scriptsiftesting.9
cr

.[scriptsiftesting.scr: line 1: !/binftcsh: No such file or directory

Read 6 physical / 6 logical HMMs

Read lattice with 9 nodes / 13 arcs

Created network with 17 nodes / 21 links

File: datafshri4.mfcc

shri == [4999 frames] -39.3902 [Ac=-196911.6 LM=0.0] (Act=15.0)

Fig. 4 Experimental Result of PIS with 13 MFCC features in clean environment

p-pc@hppc-HP-Pavilion-15-Notebook-PC:
MFCCS ./scriptsi/testing.scr
./scriptsiftesting.scr: line 1: !/bin/tcsh: No such file or directory
Read 6 physical / 6 logical HMMs
Read lattice with 9 nodes [/ 13 arcs
|Created network with 17 nodes / 21 links
File: data/tanu4_e_snr.mfcc
tanu == [4999 frames] -32.2380 [Ac=-161157.9 LM=0.6] (Act=15.8)

Fig. 5 Experimental Result of PIS with 13 MFCC features in noisy environment

hp-pc@hppc-HP-Pavilion-15-Notebook-PC
./scriptsiftesting.scr
./scriptsiftesting.scr: line 1: !/bin/tcsh: No such file or directory
Read 6 physical / 6 logical HMMs
Read lattice with 9 nodes / 13 arcs
|Created network with 17 nodes / 21 links
File: data/nehad_e_snr.mfcc
ineha == [4999 frames] -67.4691 [Ac=-337278.2 LM=0.0] (Act=15.0)

Fig. 6 Experimental Result of PIS with 39 MFCC features in noisy environment

|hp-pc@hppc-HP-Pavilion-15-Notebook-

ing.scr

|. /scriptsl/testing.scr: line 1: !/binftcsh: No such file or directory
Read 6 physical / 6 logical HMMs

IRead lattice with 9 nodes / 13 arcs

|Created network with 17 nodes / 21 links

IFile: data/shri4_o_snr.mfc

Ishri == [9999 frames] -0.4824 [Ac=-4823.7 LM=0.0] (Act=15.0)

Fig. 7 Experimental Result of PIS with 13 WCC features in clean environment

static features of MFCC and PLP reported 83.33%, static features of WCC reported
66.6%, and static features of LPC reported 50% for 0 dB SNR of AWGN. When
dynamic features such as derivatives and acceleration features are combined with
the static features resulted in 100% accuracy for MFCC, 83.33% for PLP, and 50%
for LPC in a noisy environment for 0 dB SNR of AWGN. Table 1 presents the
recognition accuracy of all the methods discussed in this paper in the noisy envi-
ronment and also in the mixed environment.
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Table 1 Recognition Accuracy of Each Method

Exp. No | Dimension of feature Environment Methods | Recognition accuracy
vectors in %
1 13 Clean MFCC 100
PLP 100
LPC 100
WCC 100
2 13 Mixed MFCC 33.33
environment PLP 33.33
LPC 33.33
3 13 Noise MFCC 83.33
PLP 83.33
wcCcC 66.6
LPC 50
4 39 Noise MFCC 100
PLP 83.33
LPC 50

4 Conclusion

Person Identification System is much needed in the digital era to access the
cyber-physical systems. These systems are employed inevitably in noisy envi-
ronment. This research work aims at analyzing robust feature extraction methods
of speech. Four methods MFCC, PLP, LPC, and WCC are analyzed. The
experiment results indicate that 100% accuracy for text-independent PIS in a clean
environment for MFCC, PLP, LPC, and WCC feature extraction methods with
static vectors. It is also observed from the results that when noisy speech data are
used for acoustic modeling of the speaker and for testing, the static MFCC and
static PLP features are more robust than static LPC features. Moreover, when
dynamic features such as derivatives and acceleration features are combined with
the static features in noisy environment, MFCC and PLP features are more robust
than LPC. Furthermore, it is observed that MFCC is proven to be better noise
robust than PLP and LPC. It is also noted that dynamic features improve the
performance of the PIS in noisy environment. The proposed WCC method resulted
in less robust than MFCC in noisy environment. This is because of the less filter
banks used composed to MFCC method. In future, different wavelet filter banks
have to be analyzed.
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Segmentation of Cochlear Nerve Based M)
on Particle Swarm Optimization Method | =&

S. Jeevakala and A. Brintha Therese

Abstract Sensorineural hearing loss is a hearing impairment happens when there is
damage to the inner ear or to the nerve pathways from the internal ear to the brain.
Cochlear implants have been developed to help the patients with congenital or
acquired hearing loss. The size of the cochlear nerve is a prerequisite for the
successful outcome of cochlear implant surgery. Hence, an accurate segmentation
of cochlear nerve is a critical assignment in computer-aided diagnosis and surgery
planning of cochlear implants. This paper aims at developing a cochlear nerve
segmentation approach based on modified particle swarm optimization (PSO). In
the proposed approach, a constant adaptive inertia weight based on the kernel
density estimation of the image histogram is estimated for fine-tuning the current
search space to segment the cochlear nerve. The segmentation results are analyzed
both qualitatively and quantitatively based on the performance measures, namely
Jaccard index, Dice coefficient, sensitivity, specificity, and accuracy as well. These
results indicate that the proposed algorithm performs better compared to standard
PSO algorithm in preserving edge details and boundary shape. The proposed
method is tested on different slices of eight patients undergone for magnetic res-
onance imaging in the assessment of giddiness/vertigo or fitness for the cochlear
implant. The significance of this work is to segment the cochlear nerve from
magnetic resonance (MR) images to assist the radiologists in their diagnosis and for
successful cochlear implantation with the scope of developing speech and language,
especially in children.

Keywords Cochlear nerve - Cochlear implant - Improved PSO segmentation
Magnetic resonance (MR) image
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1 Introduction

Sensorineural hearing loss (SNHL) is the hearing loss causing disability in children
or adults [1]. Severe hearing loss is often caused by the inner ear abnormalities such
as reduction in the caliber of the cochlear nerve. Cochlear implantation (CI) has
turned out to be progressively common in pediatric clinical practice for the treat-
ment of congenital or profound SNHL [2]. Cochlear nerve segmentation plays a
vital role in early implantation, especially in children for speech and language
acquisition. Since manual segmentation by radiologists is tedious and subjective
with high error rate, automatic segmentation has been proposed using modified
particle swarm optimization (PSO) technique.

In spite of the fact that there are a few division strategies, for example, [3],
region growing [4] and clustering [5], the PSO algorithm is chosen to segment the
cochlear nerve. As an effective swarm intelligence algorithm, PSO [6] has attracted
much attention from a researcher for solving image segmentation. The PSO algo-
rithm accomplishes the segmentation task because of its efficiency to provide
approximation solution to complex optimization at a reasonable computational cost
[7]. However, PSO algorithm itself still has some limitations. It is a challenging task
to find appropriate constant inertia weight for PSO. PSO’s inertia weight shows the
inheritance of the current velocity of the particle. It also decides the search capa-
bility of the particle. Improper inertia weight may bring out the algorithm to pro-
duce oscillation in the region of the optimal solution to be trapped in neighborhood
optima. In this proposed algorithm, an appropriate constant inertia weight is chosen
through the kernel density estimate using the intensity of pixels from the region of
interest (ROI).

Most of the algorithms produce segmentation results with less accuracy which is
undesirable for clinical usage. Hence, it is necessary to develop a suitable technique
which segments cochlear nerve with good accuracy, reduced computation time, and
less segmentation error rate per image

The paper is organized into the following: Preprocessing of MR images and
modified PSO segmentation algorithm are briefly given in Sect. 2. Section 3 pro-
vides the results and discussions, and Sect. 4 gives the concluding remarks.

2 Methods

The cochlear nerve segmentation of the inner ear MR image is preprocessed by
non-local means filter-based algorithm. Then, for simplicity of segmentation, ROI
interest is cropped from the MR image. The resolution of the ROI is enhanced using
Lanczos interpolation technique. Finally, the interpolated ROI is segmented by
modified PSO. The obtained segmented output is evaluated for segmentation
accuracy.
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2.1 Preprocessing

The preprocessing step aims at reducing the noise and increasing the contrast level
between cochlear nerve and other background tissues. The MR images are often
corrupted by signal-dependent Rician noise, which deteriorates the image quality
and segmentation of subtle tissues/organs. Since Rician noise is signal-dependent, it
creates a random fluctuation and brings out signal-dependent bias to the data, which
in turn reduces the image contrast [8]. In this present study, a non-local
means-based denoising technique [9] is employed to reduce the effects of noise
while preserving subtle nerves edges of tissues/organs. Then, the resolution of ROI
image is enhanced using Lanczos-2 kernel [10] to smooth the nerve edges
adequately.

2.2 Modified Particle Swarm Optimization

Based on the work inspired by Li et al. [11], the proposed method segments the
cochlear nerve using constant inertia weight and has the advantage of easy
implementation, speed, less segmentation error, and accuracy.

In PSO-based image segmentation, the pixel set relates to search space and pixel
intensity correlates to the optimal solutions of global best position. At time ¢, each
particle ¥ moves in a search space with position xtk and velocity vtk which are
reliant on nearby best position neighborhood and global best information as in
Eq. (1):

_k _k _k
Vf+l = WV{‘(J’_Clrl(gt —xf)—i—Cgrz(xt _‘xt) (1>

The position of a particle is calculated as in Eq. (2):
=k @)

where the parameter w is the inertia weight of PSO, and C; and C, are constants and
their values are between 0 and 2. In general, r; and r, are both random numbers
uniformly distributed between O and 1.

Moreover, in this proposed approach the calculation of constant adaptive inertia
weight is improved utilizing the kernel density estimation (KDE) of the pixel
intensity. To augment the convergence speed and increase optimization quality
effectively in modified PSO algorithm, the constant adaptive inertia weight is cal-
culated as in Eq. (3):

w = max(KDE) + 1 (3)

where KDE is the kernel density estimate of the ROIL.
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The inertia weight with large values performs weak exploration, and low values
tend to trap in local optima. To overcome this drawback, the maximum pixel
intensity of image histogram is chosen as inertia weight. This constant adaptive
inertia weight improves the global search capability of the algorithm and thus
increases the segmentation efficiency and computational speed.

3 Results and Discussion

A collection of 8 sagittal, T2-weighted, MR inner images of 256 x 256 size are
obtained from the Sri Ramachandra Medical Center for validation of the proposed
system. The MATLAB®O software is used for image processing and segmentation.
All PSO-based segmentations are performed with the PSO segmentation toolbox.
The process of cochlear nerve segmentation from the inner ear MR image of a
patient is shown in Fig. 1. Figure la shows the original inner ear MR image, and
Fig. 1b shows the Lanczos interpolated ROI of the image.

Figure 2 shows an example of inner ear MRI and its segmentation results by
PSO and modified PSO. Evaluation of segmentation performance is verified using
Jaccard index, Dice coefficients, sensitivity, specificity, and accuracy. These mea-
sures are computed individually for each image using Eqs. (4)—(8).

IgT N1
Jaccard index = 159 4)
Igr Ulpso
IgT N
Dice Coefficient = 2 x 9159 (5)
Igr + Ipso
Sensitivity = TP/(TP + FN) (6)

(b)

Fig. 1 a Original MR image of inner ear. b Interpolated image
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(a) (b) (c)

AL
L L2
P8¢9

Fig. 2 Segmentation results. a ROIL. b PSO. ¢ Modified PSO

Specificity = TN/(TN + FP) (7

~—

Accuracy = (TP 4+ TN) /(TP + FN + TN + FP) (8

~~—

where IGT represents manually segmented ground truth cochlear nerve area and
IPSO represents cochlear nerve area detected by modified PSO method. TP or true
positive means a pixel appears in ground truth cochlear nerve and region detected
by PSO method. TN or true negative means a pixel absent in both manually
segmented cochlear nerve and cochlear nerve detected by PSO method. FP or false
positive means a pixel absent in manually cochlear nerve, but it appears in cochlear
nerve detected by PSO method. FN or false negative means a pixel appears in
manually segmented cochlear nerve, but it is absent in cochlear nerve detected by
PSO method.

Jaccard index shows the similarity between the segmented and ground truth
images. Dice coefficients are the measurement of spatial properties of segmented
image. Figure 3 shows the comparison of Jaccard index and the Dice coefficients
between the PSO and modified PSO method. Sensitivity is the proportion of
effectively classified cochlear nerve region, while specificity is the ratio of correctly
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Fig. 3 Performance evaluation. a Jaccard index. b Dice coefficients

classified background tissues and accuracy is the ratio of correctly characterized
both the cochlear nerve and background pixel. In the present study, the observed
accuracy results (PSO and modified PSO) are 95.32 and 97.22%, respectively, as
shown in Fig. 4. It is found that the modified PSO algorithm shows better per-
formance when compared to standard PSO algorithm. Table 1 shows the compu-
tation speed of standard PSO and modified PSO. The adaptive inertia weight
increases the global search and computation speed of the algorithm.
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Table 1 Computation time
in seconds

Image PSO Modified PSO
1 4.00 3.01
2 4.54 3.63
3 4.32 4.29
4 5.81 4.62
5 5.24 5.26
6 6.80 5.66
7 6.25 577
8 8.10 7.56
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4 Conclusion

In this paper, an image segmentation method in the view of modified PSO algo-
rithm is presented. The proposed method uses kernel density estimation of the pixel
to overcome the problem of local optima in image segmentation. The cochlear
nerve with sub-millimeter size appears distorted and hence cannot be segmented to
its correct size. The proposed algorithm successfully segments the cochlear nerve
from the inner ear MRI with constant adaptive inertia weight. The experimental
results demonstrate that the newly proposed algorithm could segment cochlear
nerve exactly from its background tissues and performs better than traditional PSO
in accuracy and computation speed of segmentation.
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Shraddha Menon, B. Geethanjali, N. P. Guhan Seshadri,
S. Muthumeenakshi and Sneha Nair

Abstract Emotions are complex occurrence that is felt at each instant and are
entrenched in the underlying state of physiological processes. The cardiac activity
reproduces direct quantitative analysis of the induced emotion. The objective of this
study is to determine the effect of cardiac response in order to assess the intensity of
induced emotion. Ten adult participants are participated in this study. The stimulus
to provoke emotion was selected from the International Affective Picture System
(IAPS). The positive valence low/high arousal images were selected. The perceived
emotion was measured using Self-Assessment Manikin Scale (SAM scale) and
physiological response to the stimulus was evaluated using heart rate. The heart rate
while viewing positive valence and low arousal pictures was significantly low
(p = 0.05) for when compared with non-image appearance period, whereas it was
significantly high (p = 0.05) for positive valence and high arousal images. The
two-dimensional model of emotion study concludes that the subjective perceived
emotion correlates with the induced emotion for the selected categories with arousal
playing the most significant role in inducing the changes in cardiac reactions.

Keywords Emotions - IAPS - Heart rate - Arousal - ECG

1 Introduction

Emotions significantly contribute in processes such as cognition, learning and
decision making, motivation, and creativity [1]. The emotion induced due to
external stimulus or merely by means of thought processes can trigger the brain
activation. This brain activation will be manifested in the autonomous nervous
system which is responsible for sympathetic and parasympathetic activity.
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Eventually, the changes are reflected as increase or decrease in periphery signals
like heart rate and respiration rate. The life’s predictable stressor can be dealt by
changing the routine and indulge in positive valence stimulus. Emotion is subjec-
tive and can be either induced or felt through personal experience in response to
stimuli.

The valence-arousal model, a two-dimensional emotional space was presented by
[2] having valence ratings on the horizontal axis and the arousal ratings on the
vertical axis. The most commonly studied models have been in 2D affective space,
assessing valence and arousal [3]. SAM is a nine-pointer Likert scale, a non-verbal
pictorial assessment technique that directly measures the pleasure, arousal and
dominance associated with a person’s affective reaction to wide variety of stimuli [4].

The induced emotions cause an alteration in heart rate and pulse rate, respiration
rate. The cardiac activity reproduces direct quantitative analysis of the induced
emotion. The current study focuses on cardiac response (ECG) to assess the
intensity of emotion and establish a correlation measure between perceived and
induced emotions. Hockenbury and Hockenbury [5] stated emotion as a composite
psychological state that varies across the globe. The current work focuses on
evaluating the emotion provoked on south Indian participants’ while viewing
various categories of images from IAPS database. The perceived and induced
emotions were analyzed using SAM scale (for perceived) and heat rate (for
induced) respectively.

2 Methods and Materials

The overall methodology in Fig. 1 has been explained below.

2.1 Selection of Subjects and Stimuli

Ten healthy subjects in the 18-25 age groups without any visual impairment were
selected based on their own interest for the study. No training or special dietary
instruction was given before the experiments. The participants for this study was
selected based their interest and supported by the guidelines formulated Institutional
Ethics Committee of SSN College guidelines for human volunteer research. The
experiment protocols were explained to them and have signed the informed con-
sent. In the current work, two categories were selected and in each category ten
pictures that were selected from the International Affective Picture System [4]
(emotionally positive and high arousal pictures and emotionally negative and high
arousal pictures).
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Fig. 1 Methodology flow chart

2.2 Subject Ratings

The rating is done according to the subjective feelings. The legendary researchers
like Bradley and Lang and Juslin [4, 6] used Self-Assessment Manikin (SAM) scale
to evaluate the pleasure, arousal and dominance in one scale. The perceived
emotion was assessed using SAM scale to measure the valence; arousal and the
dominance of the selected pictures [4]. The subjects were asked to rate the pictures
using SAM scale, on a nine-point scale to assess for the valence, arousal and
dominance [4]. Experimental Protocol is given in Table 1.

2.3 Experimental Setup

An array of 20 pictures has been allocated for each of the participants in a shuffling
manner. Each picture was presented for 20 s on a 15.6-in. (39.6 cm) monitor. The

Table 1 Experimental protocol

Baseline | Warning | Viewing category A | Resting | Viewing category D | Resting
120 s 5s 100 s 120 s 100 s 120 s
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single lead ECG was recorded for all the participants by using Recorders and
Medicare systems which has a port of single lead ECG, India. The recorded signal
was filtered to the cutoff of 70 Hz by using Butterworth low pass filter of order 5,
and power-line interference was removed by using Notch filer where the cutoff was
set at 50 Hz.

2.4 Data Processing

The ECG signals were recorded for each participant during the experiment.
The ECG signal was acquired and the sampling rate was fixed at of 256 Hz. The
acquired signals were analyzed using LabVIEW 14, using the digital filter toolkit
and was applied for each data point for processing using the Pan-Tompkins algo-
rithm. The block diagram for Pan-Tompkins algorithm is shown in Fig. 2.

2.5 Detecting Heart Rate

A series of filters and methods perform low pass, high pass, derivative, squaring,
integration, and extracting the RR interval. The bandpass filter reduces the influence
of muscle noise, 50 Hz interference, baseline wander, and T-wave interference.
5-15 Hz passband was used to extract the QRS complex. The squaring operation
makes the result positive and emphasizes large differences resulting from QRS
complex. The high-frequency components are further enhanced. The output of
derivative operation will exhibit multiple peaks within the duration of a single QRS
complex followed by smoothing of the output through a moving-window integra-
tion filter. The thresholding method adapts to alter in the ECG signal by computing
running estimates of the signal and noise peaks. Feature extraction using is shown
in Fig. 3.

Raw | Preprocessing Band

€6 Pass

; filter _
Averaging M

filter

p Differentiator »  Squarer  f»  Integrator

R Interval
Extraction

Fig. 2 Block diagram of heart rate detection



Evaluating the Induced Emotions on Physiological Response 215

RAWECG LOUN | e e ]

b e S S T B e e T g
Tame

S Detection Fitered (Fiteret) [ERN

| | | ]Il'

« S i} |44

T

601 2 3 4 5 6 7 8 § 1M 12U ML KNUNBX
i

RR Irtervad Fregutny Hean Rate
oL 1ims o8

Fig. 3 Features extraction—raw ECG, filtered signal—pre-processed, band-pass filtered, squared
signal, QRS detection

2.6 Statistical Analysis

The ratings for the pictures were not normally distributed, so a nonparametric
analysis was performed. The Friedman test is the nonparametric equivalent to
one-way ANOVA with repeated measures. The independent variables were positive
valence high arousal/negative valence high arousal picture stimuli. The measured
heart rate, valance, arousal, and dominance were dependent variables. The overall
significance was evaluated using Friedman test for both categories, y*(31) =
1507.550; p = 0.05. There existed a significant difference; since the same subjects
viewed both the categories, Wilcoxon signed-rank test is carried out for the special
grouping of related groups. The significant level was set at p = 0.05, and analysis
was performed using IBM SPSS Statistics for Windows, Version 20.0.

3 Results

3.1 Behavioral Data Analysis

The SAM scale ratings reviled the emotionally positive valence was perceived as
positive and negative category of viewed picture as negative valence. On the other
hand, the arousal rate is evidently seen to be higher in the high arousal category
than low arousal category. Hence, arousal plays the foremost role while rating the
category as high arousal and low arousal.

The valence, arousal and dominance were plotted using SAM scale. And for
positive valence high arousal (Fig. 4), the valence ratings are: mean = 6.98 +
1.122; the arousal ratings are: mean = 5.32 £ 1.402; the dominance ratings are:
mean = 6.5 £ 1.59. The negative valence high arousal (Fig. 4), the valence ratings
are: mean = 2.22 + 1.2; the arousal ratings are: mean = 4.94 £ 2.63; the dominance
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ratings are: mean = 4.38 & 2.2. The participants’ ratings show that the arousal and
dominance do not vary greatly when you compare the two categories. But the
valence is perceived as positive and is evidently seen to be higher for positive
valence category in when compared to negative valence category. Hence, valence/
arousal plays the foremost role while rating the category as positive and negative
valence.

3.2 Heart Rate

In each category (positive valence high arousal and negative valence high arousal),
10 pictures were used. And total epoch of 100 s were considered and in that the RR
interval, and heart rate for each five seconds epoch was estimated shown in Fig. 5.
For negative valence high arousal, the variation in RR interval, as seen in Fig. 7a, is
less and this is reflected in the heart rate (Fig. 6). The selected IAPS pictures are
able to maintain the stable arousal levels throughout the experiment (during
viewing).

3.3 Visualizing the Heart Rate Variation

The variation in heart rate for the total epoch of 100 s was divided into 20 epochs
and each epoch holds five seconds information about the changes in heart rate. As
the data was not normally distributed spearman correlation was applied to locate the
correlation between each epoch. In Fig. 7, the heart rate at 5th, 10th, and 15th
seconds was highly correlated with 40th, 45th, 50th, 85th to 95th seconds indicates
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Fig. 6 RR interval while viewing the negative valence high arousal pictures (left) heart rate
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no variation in heart rate, whereas the rest of the epoch were not correlated with any
other epoch indicates high variation in heart rate.

The beat-to-beat variation was high which indicates the participants’ experienced
low levels of stress and greater resiliency while viewing positive valence high
arousal pictures. Whereas in Fig. 7, the heart rate at 40th to 100th second was
highly correlated which means there is no variation in heart rate thereby low
variation in heart rate was noted while viewing negative valence high arousal
pictures. The beat-to-beat variation was low which indicates the participants’
experienced high levels of stress and lesser resiliency while viewing negative
valence high arousal pictures.
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4 Discussion

Emotion is varied across different culture. In order to induce emotion, a very strong
stimulus is needed. Lang et al. [7], Bradley and Lang [8] used International
Affective Picture System and International Digitized Sounds (IADS) as stimulus to
induce emotions. Courtney et al. [9] stated using IAPS images were highly
authenticated and are widely-used to study of human affective effect. Based on the
previous researchers’ findings the current work used IAPS images grouped in two
categories, namely positive valence low arousal and positive valence high arousal to
evaluate the perceived and induced emotion on physiological response. The
changes that arise in the brain while viewing negative valence high arousal pictures
will be reflected in the periphery signals. The high beta component energy at
Brodmann area 47 [10] leads to arousal and that is reflected in the heart rate. The
beat-to-beat variation in the heart rate is used to assess the heart rate variation. This
variation will vary extensively for individuals when they encounter low level of
stress and ability to recover quickly from the exposed stress stimulus. Whereas the
heart rate variation is briefly for the individuals when they cannot recover rapidly.
Bradley and Lang [4], Justin and Laukka [6], and Guhan Seshadri [11] used the
Self-Assessment Manikin (SAM) scale to assess the affective dimensions of
valence, arousal and dominance [4]. Based on their conclusion the nine-pointer
SAM scale was used for evaluating the perceived emotion of the subjects. The
perceived emotion results suggest that for positive valence low arousal category the
measured mean valence 7.24, mean arousal 3.6, and mean dominance 6.58. And for
positive valence and high arousal category, the reported mean valence 6.98, mean
arousal 5.32, and mean dominance 6.5. Hence, arousal plays a significant role in
inducing emotion.
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Each individual reacts differently to diverse types of emotion stimuli, and this
stimulus induces changes in the autonomic nerve systems which are governed by
sympathetic and parasympathetic activation. The sympathetic activation enhances
the arterial vasoconstriction thereby the total peripheral resistance and cardiac
output increases which in turn increase the heart rate and blood pressure [12]. But
parasympathetic activation leads the reverse effects. Courtney [9] in their work used
skin conductance responses as an index of arousal, the reduction in skin conduc-
tance measures the sympathetic activity whereas startle eye blink was used as an
index of valence. The various psychological states of individuals have been linked
to the respiration the fast rate was noted through excitement and irregular during
emotional distress [13]. In this work, the variation in RR interval and heart rate was
considered as index of arousal which measures the sympathetic and parasympa-
thetic activation.

The activation and suppression of sympathetic and parasympathetic nervous
system were reflected in heart rate and heart rate variability [14]. The researchers
[15] monitored the ECG signals of adults during a session of high arousal and a
session of low arousal by using combinations of music and images. They found that
heartbeat evoked potential (HEP) changes based on the induced arousal. Our result
supports the findings of [14, 15] while viewing the positive valence and high
arousal pictures the RR interval did not change to a great extent when compared to
rest (nonviewing period), and these changes were reflected in the heart rate. The
parasympathetic activation was more evident when viewing positive valence high
arousal pictures. This indicates the participants’ experienced low levels of stress and
greater resiliency while viewing positive valence high arousal pictures. Whereas
while viewing the negative valence and high arousal pictures, the RR interval
changes were more consistent when compared to rest (Nonviewing period) and
these changes were reflected in the heart rate. The results indicate the sympathetic
activation during negative valence and high arousal viewing, and this indicates the
participants’ experienced high levels of stress and lesser resiliency.

5 Conclusion

The present study considers only two categories of images, positive valence high
arousal, and negative valence high arousal. Ratings showed that the arousal and
dominance ratings do not vary greatly for positive and negative arousal. But the
rating for valence varies significantly among the two categories which are signifi-
cantly reflected in RR intervals and heart rate. Thus, the study concludes that the
subjective perceived emotion correlates with the induced emotion for the selected
categories with arousal playing the most significant role in inducing the changes in
cardiac responses. The constant exposure to negative valence high arousal pictures
will affect the heart rate and induces stress. In order to support this statement,
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sample size should be increased and other categories pictures that are negative
valence low arousal, positive valence low arousal and neutral, and the correlation
between them could be considered.
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C. M. Vidhyapathi, B. V. Vishak and Alex Noel Joseph Raj

Abstract Implementation of action recognition for embedded applications is one
of the prime research areas in the fields of both computer vision and embedded
systems. In this paper, we propose a novel algorithm to improve the accuracy of
human action recognition by implementing parallel processing and incorporating
multiple neural networks working in coherence for action classification and
recognition. A feature set known as Eigen joints is used to model the actions in the
database. The algorithm proposes an efficient method to reduce the feature set
required to recognize an action accurately based on the concept of accumulated
motion energy. The paper talks about the use of Robot Operating System and its
advantages for implementing parallel processing. The paper also presents a com-
parative study in the accuracies of action recognition between support vector
machine (SVM) and Gaussian Naive Bayes (GNB) classifiers for recognizing the
actions for which the networks are trained. In this paper, we also talk about how
multiple supervised learning neural networks working in coherence can detect an
action whose model is not present in the database.

Keywords Accumulated motion energy - Action recognition - Supervised
learning - Support vector machine - Gaussian Naive Bayes - Eigen joints

C. M. Vidhyapathi (<) - B. V. Vishak - A. N. Joseph Raj
School of Electronics Engineering, VIT University, Vellore, India
e-mail: vidhyapathi.cm@vit.ac.in

B. V. Vishak
e-mail: vishakhbv@gmail.com

A. N. Joseph Raj
e-mail: alexnoel @vit.ac.in

© Springer Nature Singapore Pte Ltd. 2018 221
A. K. Nandi et al. (eds.), Computational Signal Processing

and Analysis, Lecture Notes in Electrical Engineering 490,
https://doi.org/10.1007/978-981-10-8354-9_20


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8354-9_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8354-9_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8354-9_20&amp;domain=pdf

222 C. M. Vidhyapathi et al.

1 Introduction

Action recognition has a wide range of real-time applications like human—computer
interaction (HCI), video surveillance, home automation, health care, mobile
applications, sign language recognition, etc. [1, 2]. The main problem in imple-
menting action recognition in most of the real-time applications is the lack of
accuracy achieved by the system. Embedded systems need to implement action
recognition with high accuracy for the product to be a success in the market.

Conventionally for action recognition, the skeletal joints of a human body are
tracked with the help of necessary libraries and Kinect depth sensor. Kinect sensor
demands a lot of computational power for transferring the data to a processor. Once
the data is transferred by the Kinect sensor, the processor is kept idle and is not used
to its maximum potential. The algorithm proposed in this paper makes use of the
processor’s computational power to its full potential to enhance the accuracy of the
system. There are 4 key factors for the development of an embedded system, i.e.,
memory, speed, computational power, and efficiency. These key factors are inter-
dependent and manipulating one of the key factors affects the other. Since we are
not worried of the computational power, we increase the throughput of the system
by parallel processing of the data available, improving the accuracy and also
decreasing the memory requirement.

Initial research in the field of action recognition tracked 20 moving skeletal
joints of the body, and features were obtained for all of these 20 joints. Later, it was
found that some of the joints add to the redundancy in the features and affect the
overall efficiency of the system. In order to reduce the redundancy in data, few of
the joints were eliminated from the final features obtained to model the action. It
was found that around 13 joints of the body were required for accurate action
recognition [3, 4]. Although the redundancy was reduced, the feature set was huge
and required the use of compression algorithms such as PCA, which again reduced
the accuracy.

Our research indicated that only a few joints out of those 13 joints were required
for modeling a particular action. Hence, all the other joints apart from the joints
performing the action added to redundancy, increasing the memory required and
also the computational power. The algorithm proposed tracks separate parts of the
body in separate nodes running in parallel and acquires features only if the
movement crosses a particular threshold. Each node has its own network and is
responsible for analyzing the features tracked by that node. This decreases the
features tracked by a neural network, eliminating the need for compression algo-
rithms and also increases the accuracy of the system.
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Fig. 1 ROS block diagram
ROS Master

Open-NI_Launch

Skeleton Tracking

Right Hand Node Left Hand Node

2 ROS Block Diagram

Robot Operating System generally known as ROS is a set of software libraries and
tools which can be used to build embedded applications. It is a master—slave
communication, and each process running under a ROS master is known as a ROS
node. Inter-task communication is performed by ROS topics. A topic can either be
published to a ROS master or can be subscribed from a ROS master. In the pro-
posed algorithm, each task or node subscribes to a particular set of joints from the
skeleton tracking libraries. As a prototype to show the accuracy of the system, only
2 nodes have been created which track 3 joints in the left and the right hands,
respectively. The block diagram is given in Fig. 1.

The process in both the nodes is similar to each other, only difference being the
joints tracked by the 2 nodes.

3 Process Flowchart

Each of the two nodes subscribes to 3 joints of the hand they are tracking, i.e.,
shoulder, elbow, and wrist. They receive the (x, y, z) coordinates from the ROS
master and process the data to model the action being performed. For the purpose of
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prototyping, 4 actions are considered. They are right-hand wave, right-hand rotate,
left-hand wave, and left-hand rotate. Since these actions are independent of each
other, different combinations can be done with these 4 actions and the system as a
whole can recognize 8 actions even though the feature set is not present for those

actions as such.

The coordinates received by each node undergo the same process to create the
feature set. The main stages of the process are preprocessing, feature extraction, and
recognition. The flowchart of the process followed in both the nodes is represented

by Fig. 2.

SKELETON TRACKING

KINECT DEPTH IMAGE

IS AME >
THRESHOLD?

> USING OPENNI
LIBRARIES

OBTAIN (X,Y,2)
COORDINATES FOR THE
REQUIRED JOINTS

4

OBTAIN ACCUMULATED
MOTION ENERGY FOR |«

TRACKED JOINTS

REMOVE JITTER USING
5-POINT AVERAGE
FILTER

FEATURE
EXTRACTION

Fig. 2 Process flowchart
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4 Preprocessing

Raw coordinates obtained from the Kinect sensor cannot be used in its original form
to obtain the features. It has to be refined before the features are extracted for better
accuracy. There are 2 important steps in preprocessing. They are jitter removal
using 5-point average filter and calculation of accumulated motion energy (AME).

4.1 Jitter Removal Using 5-Point Average Filter

The raw coordinates obtained from the Kinect sensor have a lot of small variations
commonly known as jitter or noise. These variations are erratic in nature and affect
the motion patterns, making it difficult for the neural network to learn the pattern.
Eliminating jitter is very essential for obtaining good results. To eliminate jitter,
5-point average filter can be used. The filter takes the coordinates over 5 frames,
finds the average and fits the value to the middle frame. The mathematical equation
for the filter is given by Eq. (1).

xlgf2 +x§'71+x§-+xl§+l+xlg+2
5

X € X° (1)

where x{ is the (x, y, z) coordinates corresponding to a joint-i in the frame-c rep-
resented by the symbol X°. For each joint in the frame-c, the values from frames
(c=2),(—1),(c+1),and (c + 2) are taken along with the value from frame-c,
summed up and averaged over the 5 frames to obtain the new value for that
particular joint-i in the frame-c.

4.2 Accumulated Motion Energy (AME)

The main focus of the algorithm is to reduce the number of features being tracked so
that the redundant data is not present while extracting features. One way to remove
the redundant data is to neglect all unnecessary movements. This is done with the
help of a concept known as accumulated motion energy which gives the total
movement of all the joints in a particular frame from the initial frame [5]. The
mathematical formula to calculate the accumulated motion energy or AME is given
by Eq. (2).

1

3
AME (i :Z ) (2)

v=1 ]:l
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Accumulated Motion Energy

% 20 a0 60 80 100

Frame Numbers

————— Hand Rotate — — — — — Hand Wave

————— No Movement

Fig. 3 Example plot of AME for 3 cases

For a frame-i, its 3D depth map is projected onto the three orthogonal planes
which generate 3 projected frames f, € {1, 2, 3}. AME() is then calculated as the
summation of motion energy maps. The motion energy maps for each frame are
obtained by thresholding and accumulating between two consecutive projected
frames. Once the AME is obtained for all frames that are being tracked, a threshold
value is assigned such that if the motion energy value exceeds the set threshold
value, the features are obtained for the action performed. If the AME value is less
than the threshold set, then the values are neglected completely. This process helps
us out in determining and pinpointing the part of the body which is involved in
completing the action to be recognized. The features are obtained either from node
tracking left hand or the node tracking right hand or sometimes both depending on
the AME measured in both nodes. The threshold set for feature acquisition is based
on trial and error. An example plot of AME is shown in Fig. 3.

5 Feature Extraction

Any signal such as image, speech, or text can be represented in terms of numbers,
which is used by the neural network to analyze the pattern. Any set of numbers that
can distinguish between 2 objects clearly such that there is no problem for the
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neural network to learn the pattern is known as the feature set for that object. In case
of skeleton tracking and gesture recognition, the main features that researchers have
worked with include position, velocity, displacement, angle, and orientation of a
joint. In this project, position and displacement are considered to form the feature
set. The static posture, the motion property, and the overall dynamics are considered
to make up the feature set which is known as Eigen joints. The paper uses the
difference in skeleton joints to characterize action information, which includes static
posture feature f.., consecutive motion feature f,, and overall dynamics feature f;
in each frame-c. The obtained features are then concatenated to form the feature
vector fo = [fees feps Jeil [5]-

Generally for better results, normalization and PCA are applied once the feature
set is obtained. This is done because of the huge feature set obtained due to the
tracking of redundant joints. Since the algorithm used talks about tracking only
relevant joints, the feature set is drastically reduced and there is no need for using
compression methods such as PCA. The method to compute the features is rep-
resented in Fig. 4.

Assume N joints are tracked by each node. Hence, there are N joints in a frame
X represented by X = {x|, x5, x3,...xn}. To characterize the static posture feature of
the current frame-c, pair-wise joint differences are computed within the frame-c.
The mathematical formula for static posture feature is given by Eq. (3).

fcc Feature_set

f_ci

FRAME c

FRAME i

Fig. 4 Feature computation
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fw:{Xi*xj‘ivjzlazv-"N;i#j} (3)

The consecutive motion feature is obtained by calculating the difference of joints
in frame-c with frame-p. Each joint in frame-c and frame-p is considered pair-wise,
and the difference is calculated. The mathematical formula for consecutive motion
feature is given by Eq. (4).

Jop = {xf—xf

X € Xeixl exp} (4)

where X, is the current frame-c and X, is the previous frame-p, each containing
N joints. The next step is to calculate the overall dynamics feature. The overall
dynamics feature basically represents the displacement of joint in a frame-c from
the initial frame-i with respect to each other. The mathematical formula to calculate
the overall dynamics feature is given by Eq. (5).

fei = {xf - x} X € Xc;xj’: € X,-} (5)
where X is the current frame-c and X; is the initial frame-i. A joint-i is considered in
frame-c, and a joint j is considered in frame-i. The difference between joints i and
Jj is calculated which gives us the overall dynamics feature. Once the three feature
vectors are calculated, all three are concatenated to form the final feature vector
Je = [fees fops foil- I the user wishes to create a database for the actions in order to
train the neural network, then the features are stored in a file. Otherwise, the
features are given as an input to the neural network for action recognition.

6 Neural Network

The neural network is the most important part for recognizing the action performed.
The concept of the classifier has to be used for our advantage to obtain better
results, and this paper explains how it is done. To show how efficient the algorithm
is, the paper presents a comparative study between two neural networks, SVM and
GNB. In most research papers, GNB gives a better accuracy than SVM. The
algorithm helps in increasing the accuracy of SVM classifier, and the accuracy
obtained using SVM classifier is more than GNB classifier. The general block
diagram of a neural network is given in Fig. 5.
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Fig. 5 Supervised learning model

6.1 Support Vector Machine (SVM)

Support vector machine, commonly known as SVM, is a discriminative classifier
which separates two classes or set of data by introducing a hyperplane between
them. The algorithm to introduce the hyperplane is such that the closest samples in
two classes are separated by the maximum distance [6]. All the samples in a data set
are plotted on a plane, and each class is differentiated by a hyperplane. Suppose a
new sample has to be identified, it is plotted on the same plane and depending on
which side of the hyperplane the sample lies, the class is decided. More the distance
between two classes is, less is the probability of error. Obviously, as the number of
classes increase, the distance of separation between these classes decrease and the
chance of making a wrong classification is more [7].

The kernel function of the SVM is chosen based on the user’s need. Sometimes,
linear kernel gives more accuracy than a polynomial kernel or vice versa. It has to
be made sure that the classes are a perfect fit for the kernel function. Over-fit or
under-fit of classes has to be avoided.

In the paper, a SVM with linear kernel function is used. Although the paper talks
about recognizing 8 actions, the SVM classifier has to differentiate only between 2
classes. This is achieved by using multiple networks working in coherence to detect
the action. Each node has its own SVM network which is trained to recognize 2
actions. Overall system can recognize 4 actions (2 per node) for which the networks
have been trained. Since the actions are independent of each other, 4 new actions
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whose database is not present can be recognized by performing permutations on the
4 actions whose database is already present. Hence, each SVM classifier is effec-
tively differentiating between two classes, which increases the chances of high
separation leading to high accuracy.

6.2 Gaussian Naive Bayes (GNB)

Naive Bayes classifier is a probability-based classifier which is used for data sets
having high number of features. The classifier assumes that the presence of a
particular feature in a class is unrelated to any other feature. It first plots the
histogram of each feature present in the data set and assumes it to be a Gaussian
function. Later based on the Naive Bayes theorem, the probability is calculated and
it is classified based on the highest probability match with the existing data set. This
model is easy to build and is known to outperform many other highly efficient
classifiers.

7 Results

The main aim of the paper was to improve the accuracy of recognition. One of the
tools that can be used to calculate accuracy is the confusion matrix. Even though the
system has two neural networks, trained to recognize just 2 actions, the confusion
matrix is created considering both the networks as one main network. The network
was trained with 18 samples for each action and tested for 18 new samples.

The overall accuracy of the system can be found out by the ratio of total number
of correct decisions to the total number of samples.

Therefore, accuracy of the system using

GNB = (18+ 17+ 184 16) /(18 x 4) = 0.9583 or 95.83%

The accuracy of the 2 networks can be found separately in the same way.
Calculations show that the accuracy of right-hand network is 97.22% and that of
left-hand network is 94.44%. The overall accuracy of the system is the average of
the accuracies of the 2 networks, which is something desirable. Generally as the
number of classes increase, the accuracy decreases for the same number of samples.
Since the networks work independently, by permutations and combinations of these
4 actions, the system can detect 8 actions in total without affecting the accuracy of
the system. Although the number of actions that can be recognized is increasing, the
accuracy of the system remains 95.83%. The confusion matrix using GNB classifier
for 4 actions and 8 actions are shown in Figs. 6 and 7, respectively.
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Confusion_matrx_GNB
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Fig. 6 Confusion matrix using GNB classifier for 4 actions

Confusion_matrx_GNB
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Fig. 7 Confusion matrix using GNB classifier for 8 actions
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Fig. 8 Confusion matrix using SVM classifier for 4 actions
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Fig. 9 Confusion matrix using SVM classifier for 8 actions
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Where 0, 1, 2, 3, 4, 5, 6, 7 indicate right-hand wave (RHW), right-hand rotate
(RHR), left-hand wave (LHW), left-hand rotate (LHR), RHW-LHW, RHW-LHR,
RHR-LHW, and RHR-LHR, respectively.

Now, a similar process is followed with SVM classifier, and it is 100% for SVM
classifier in all cases. The confusion matrix using SVM classifier for 4 actions and 8
actions are shown in Figs. 8 and 9, respectively.

8 Conclusion

Human—computer interaction is a field in which a lot of research is going on. One
topic in this vast field of HCI is action recognition. One major problem research in
action recognition faced was the accuracy of the recognition [8]. The accuracy falls
down drastically as the number of actions to be recognized increases. In order to
avoid the fall in accuracy, researchers made databases with more samples per
action. But this increased the memory requirement of the system. The problem of
low accuracy and high memory requirement always hindered the implementation of
action recognition on an embedded platform.

This paper mainly aims at tackling the accuracy and the memory problems while
compromising a little on the computational power required. Most of the embedded
boards like Raspberry-pi or BeagleBone generally support Ubuntu operating sys-
tem. The paper only uses the resources and libraries supported by Ubuntu OS for
implementation of skeleton tracking and action recognition. With the help of ROS,
parallel computing was introduced which helped in reducing the redundancy in
features. For the first time, two neural networks working in coherence for one
system was implemented which improved the accuracy drastically. The system is
capable of detecting actions which are not present in the database although the
networks used follow supervised learning algorithm. The paper incorporates the
advantages of both supervised and unsupervised learning.

The raise in accuracy is clearly shown in the results section. By the imple-
mentation of the algorithm mentioned in this paper, the accuracy has been improved
to almost 100%. The paper also shows that as the number of actions increases, the
accuracy remains the same even for same number of samples. The paper effectively
tackles the problems of low accuracy and high memory requirement and can be
easily implemented on an embedded platform.
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A Segmentation Approach Using Level Set = M)
Coding for Region Detection in MRI sk
Images

Virupakshappa and Basavaraj Amarapur

Abstract Computer-aided diagnosis (CAD) systems for identifying brain tumor
region in medical study have been investigated by various methods. This paper
introduces an approach in computer-aided diagnosis for identification of brain
tumor in early stages using level set segmentation method. The skull stripping and
histogram equalization techniques are used as the processing techniques for the
acquired image. The preprocessed image is used to segment region of interest using
level set approach. The segmented image is fine-tuned by applying morphological
operators. The proposed method gives better Mean Opinion Score (MOS) as
compared to conventional level set method.

Keywords Image segmentation - MRI sample - Level set (LS) coding
Mean Opinion Score (MOS)

1 Introduction

MRI imaging modality produces extraordinary detailed images compared to any
other modalities. For the diagnosis of various types of lesions and medical condi-
tions, MRI is the method of choice. MRI has remarkable ability to answer the
examination to any medical-related question (Fig. 1).

Medical image consists of minute variation and there exists co-resemblance
between healthy biological part and affected part which makes human analysis a
difficult task. Any human analysis requires a larger dataset which makes biological
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Fig. 1 MRI of brain showing
tumor

analysis a tough job. The tumor prediction in brain MRI image is a complicated
problem, so it is very difficult job to design an automatic recognition system which
could work on large datasets and predict the accurate results. Brain tumor is kind of
death-dealing and incurable diseases in the world. Tumors are covered in the region
of the brain which is crucial to maintain human body’s critical activities, while they
grow unconditionally to attack other portions of the brain, creating more and more
tumors which are very minute in size to be unable to detect using any conventional
imaging modalities. Brain tumor treatment using surgery or any radiation is very
complex because of tumor location and its ability to spread quickly. It is analogous
to finding the enemy hiding out in minefields.

According to recent survey, the occurrence of tumor has been on rise.
Unfortunately, many of these are diagnosed too late, after symptoms start appear-
ing. Compared to large tumor, it is easy to remove small tumor. It is very difficult to
treat the tumor once symptoms appear. Using learning logic, it is very problematic
to detect tumor in its early stages. This makes a barrier system, since brain is the
most complex organ in the human body. If it is left untreated, tumor will spread to
other parts of the body. Computer-aided surgical methods and sophisticated
image-guided technologies become widely used in edge surgery [1-5]. A brain
tumor is characterized by uncontrollable growth of cells. Patient’s survival chances
can be increased by finding and removing these tumors. Best way to treat the tumor
is to detect and remove it completely before symptoms start appearing.

Detection of brain tumors at an early stage by human interaction may result in less
interpretation as different types of tumors and their locations may not be predictive.
For the realization of such automated system for early prediction of tumor, the major
problem is with the processing of MRI images for estimations of brain tumors. It
includes removal of noise, training of network, feature extraction of the brain images,
and developing a suitable model to detect and classify the different types of tumors
using various types of features. Usually brain tumors are not capable of spreading
outside the brain. These kinds of tumors in brain need not to be treated, because of its
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self-limited growth. These sometimes cause problem because of their location, and
radiation or surgery is helpful.

Effected (malignant) tumors are usually referred as brain tumor. This kind of
tumor spread beyond the brain. Tumors of the brain that are affected always create a
problem if untreated, so an aggressive approach is required. Brain tumors are again
divided into two types: primary brain tumor originated inside the brain, and sec-
ondary or metastatic brain tumor comes into existence from other regions of the
body and spread to the brain; usually, tumors occur when the cells in the body are
divided without any control or order. If cells keep on contrasting, then it leads to
aggregation of tissues and these aggregate of tissues is formed called as tumor. The
word tumor usually referred to the effected tumor, which can attack adjoining
tissue, and it can also extend to the other parts of the human body. A benign tumor
will not spread beyond the brain.

A substantial methodological framework including new data analysis method
was developed in [6] to meet the challenge of working with big data. Effected
imaging phenotypes determined by MRI providing a mean of panoramic and
noninvasive surveillance of oncogenic pathway activation for patient’s treatment
were presented. In [7], brain tumors are automatically detected with the help of
MRI, and different steps of CAD system were presented. In [8], the combination of
wavelet transform and the EEG signal used for primary brain detection is an
approach to segmentation which was conferred. Ambiguity in the EEG signal is
calculated by using proximate entropy. This observation leads to the process of
tumor detection based on EEG analysis. In [9, 10] Describes a Matlab imple-
mentation for brain tumor detection and extraction from scanned MRI images of the
brain, which include noise removal functions, segmentation and morphological
operations used for coding in MRI images. The approach of automated segmen-
tation of the proposed approach was outlined in this work. In [11], to classify the
tumor type in MRI images of various patients with astrocytoma type of brain tumor,
a method is developed by ANN approach called backpropagation network
(BPN) and probabilistic neural network (PNN).

Many methods were developed for segmentation of regions from a given MRI
sample, less focus is made on its localization. Localization of the mass elements in
the MRI sample could minimize the overhead coming for processing the whole
sample. With this objective, a simpler, however, robust approach of mass local-
ization in MRI sample using recursive morphological approach with its fusion is
suggested. In the approach of segmenting such region, a walker-based approach
was suggested in [12]. This logic presents a simpler approach of region segmen-
tation via boundary region tracking.

This paper proposes a new region detection approach for brain MRI images
based on level set coding and a region localization algorithm. The proposed
approach obtains the exact regions with perfect boundaries because of LS coding
and also achieves improved segmentation accuracy due to the preprocessing and
region localization logic. Simulations are carried out in various MRI images to
show the performance of proposed approach.
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The rest of this paper outlines the MRI processing in Sect. 2. Section 3 outlines
the proposed approach of recurrent morphological coding. Section 4 outlines the
experimental result obtained. Conclusion is given in Sect. 5.

2 Segmentation Approach

Level Set Segmentation: Initially, Osher and Sethian presented the method called
as level set method for front propagation, applied to burning waves and ocean
waves [11]. Recently, Malladi used this method for medical imaging applications
[10]. The main intention of using level set approach is to embed a curve surrounded
by that surface. Initially, for the formulation of LS method, it was necessary to
define the boundary of the segmentation as part of a surface where image contour
level is zero. Let implicit surface of the image be ¢ so that

P(X,1) = +d (1)

where X points a position in the space (domain), ‘¢#’ is the time, and ‘d’ represents
the distance among zero level set and the position X. If X is outside zero level set
function, then sign ahead of d is positive. Otherwise, sign is negative. One
important thing is the marking of positions where ¢ = 0.

The chain rule is used to evolve ¢ over time:

QO+ QX+ @y, = 0 (2>
¢+ (x,5,)-Vy =0 3)

Now, let us consider (x,, ;) = s + n, where s is some arbitrary vector and » is the
vector normal to the front at point x. Then, the above equation can be modified as

o, +(n+s).V,=0
¢, +nV,+5V,=0 4)
Q0+ VaulVe|+5V,=0

where v depicts the scalar, and V,, and s are the two values viewed as two inde-
pendent forces that emerge the surface. When there is no feature present in the
image using V,, then formulation allows the default expansion or contraction of the
level set; else, V,, can fall off toward 0 and levels on the actual edges are locked over
vector stake.
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3 Proposed Approach

This work implements a proficient system for extraction of tumor from input MRI
image and recognizes the extracted data for many applications. The proposed
method has four steps, namely acquisition of data, preprocessing, level set seg-
mentation, and region localization as shown in Fig. 2.

3.1 Image Acquisition

Datasets are collected from various sources for different class of MRI which are
considered for implementation of automated recognition system. Figure 3 shows
the snapshot of considered database. This database can be used for further
processing.

Image Skull Histogram
Acquisition Stripping Equalization
Preprocessing
Extracted Region Level Set
Region Localization Segmentation
\, \

Fig. 2 Proposed approach

AN -1

Fig. 3 An example of used MRI
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3.2 Preprocessing

In the proposed method, preprocessing is carried out using the following two
methods.

3.2.1 SKull Stripping

Skull stripping is used as preliminary step in many MRI sequences to remove
extra-meningeal tissues from the MRI volume of head. This algorithm employs an
edge detector to find the boundary between the brain and skull. In T1 scan, there
exists a dark space between cerebral spinal fluid (CSF). This algorithm employs
morphological operators to enhance the edge detection result and gives better
separation of tissues. Finally, the result is improved by the application of aniso-
tropic diffusion filter (Fig. 4).

3.2.2 Histogram Equalization

The occurrences of various gray levels and the relative frequency of the image are
represented in the histogram. Histogram equalization provides a standard technique
for altering the contrast and dynamic range of picture by modifying that picture
such that histogram of picture’s intensity has desired appearance. Compared to
contrast stretching, operators of histogram modeling may use nonlinear and
non-monotonic transfer functions to use between the values of input pixel intensity
and output picture. This technique makes use of monotonic, nonlinear mapping in
which the intensity of pixel in the picture is reassigned such that the uniform
distributions of intensities are accommodated in the output. The result of this
method on MRI image is shown in Fig. 5.

(a) (b)

Fig. 4 a Original image, b skull-stripped image
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Fig. 5 a Input MRI image, b histogram-equalized image

3.3 Image Segmentation

Segmentation method is a process of subdividing an image into constituent parts of
objects. The level of division of image depends upon the application domain, and
the segmentation process should stop when the boundaries of the brain tumor are
identified. The region of interest in our work is tumor, i.e., segmenting the tumor
from its background. The tumor cells near the boundary are very fatty and look very
dark, which creates problems in the edge recognition process. In order to overcome
this problem, preprocessing to the acquired image was performed. First, skull
stripping was done for removal of extra-meningeal tissues from the MRI volume.
Second, histogram equalization approach is used to improve the gray level near the
boundary.

3.4 Region Localization

The basic improvement required in the MRI image is an increase in contrast of the
image. Human eye cannot percept the contrast present between the brain and the
tumor region. Thus, in order to increase the contrast between the tumor region and
normal brain, a segmentation filter is used to the MRI image, which produces
perceptible improvement in the contrast of the image. Segmentation filters work to
emphasize the changes, i.e., by expanding image intensity at the boundaries to
emphasizing fine sharp details and enhancing the blurred detail. Most of the seg-
mentation filters use a mask of 3 * 3 size pixel neighborhood. For every resulting
pixel, mask estimates the weighted addition of respective input pixel in the image
and its surrounding eight pixels. The weight of the middle pixel is positive, and for
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Fig. 6 Structuring element
1 1 1
1 1 1
1 1 |

the bordering pixels, it is negative. The entire intensity of the image is unspoilt by
organizing their sum of the weights equal to one. In order to extract the tumor
region, we use morphological operators and logical operators. The non-tumor
regions are characterized by separate vertical edges, diagonal edges, and horizontal
edges, whereas in tumor regions all the edges are intermixed together. The edges of
the tumors are generally short and interconnected with each other in various ori-
entations, to connect isolated tumor, edges in each block of the image morpho-
logical erosion and dilation operators are used. The morphological operators are
mainly used on the binary images. Erosion operator is used to weaken the edges of
the prominence pixels. This operator basically shrinks the size of foreground pixels
and results in holes for the larger area. Erosion operator expects two tuple data as
input, such as input image and structuring element (Kernel). The structuring ele-
ment is made up of a pattern represented as the coordinates values of various
discrete sets of points with respect to any origin.

Figure 6 shows an example of structuring element. In every computation, the
origin of the image is indicated by a circular-shaped ring surrounding any point.
The origin need not to be present in the middle of the structuring element, but in
most of the cases it is. The most commonly used structuring element is 3 * 3 grids
with origin present at the center. The morphological operation translates each pixel
position in the image in turn to the origin of the structuring element and then
compares with underneath image pixel values. The comparison details and outcome
depend on which morphological operator used.

4 Experimental Results

This section illustrates the performance evaluation of proposed approach. To test
the proposed approach, various MRI images were used. For each and every MRI
image, the proposed approach tends to segment the region with exact tumor. The
obtained results are shown in Figs. 7 and 8.

Figure 7 represents the original MRI image used for testing.
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Fig. 7 Original test sample

(a) (b)

Fig. 8 a Intensity-mapped image, b skull-stripped image

Figure 8a shows the intensity-mapped MRI image. Intensity mapping is done
here to obtain the uniform intensities at each and every pixel; thus, the region with
abnormal intensities will be highlighted. This will reduce the segmentation com-
plexity. After mapping intensity, the image is subjected to skull stripping as shown
in Fig. 8b.

To enhance the illumination and to eliminate the noise effect, the histogram
equalization is applied and the obtained histogram-equalized MRI image is shown
in Fig. 9.

After obtaining the extracted region with outer skull region, the image is sub-
jected to segmentation. By segmentation, the image will be binarized and the region
with abnormalities will be in gray color, the remaining region is the black color, and
the recurrent segmentation image is shown in Fig. 10.
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Fig. 9 Histogram-equalized
image

Fig. 10 Recurrent
segmentation image

Region filling is done to avoid the edge cuttings. By region filling, the edges will
be clearly highlighted and the regions will be obtained with exact boundaries.
Figure 11 shows the region-filled image having regions with clear boundaries.

Figure 12 shows the final extracted region in which the tumor is existing. The
figure also shows the region with clear edges.

Along with this experimental evaluation, the proposed and conventional
approaches are subjected to subjective quality test experiment by evaluating the
Mean Opinion Score (MOS). Subjective opinions were collected by a group of 20
experts; each expert gave scores for each test image: 1—bad, 2—poor, 3—fair,
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Fig. 11 Region-filled image

Fig. 12 Segmented mass
regions
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4—good, and 5—excellent. Estimation of Mean Opinion Score (MOS) is then done
by calculating average of all experts’ opinions [12]. Table 1 shows the summarized
test results of MOS, in which preference will be given to higher values. Table 1
demonstrates that under the given conditions the proposed approach of segmenta-
tion is improved over the conventional method.

Table 1 MOS (Mean

bl Noise MOS
Opinion Score) Conventional Proposed
S1 2.35 3.54
2 2.56 3.48
s3 2.85 3.65
S4 2.10 3.11
S5 247 3.24
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5 Conclusion

This paper outlines an automatic detection method for the brain MRI image that is
presented using the level set coding and region localization logic. It is found that
during the recognition process the system results in better segmentation accuracy.
The iteration count and the precision level of the segmentation are found to be
improved by 50-60% in detection compared to the conventional edge segmenta-
tion. The outlined method works with 2D MRI images; in future, we will try to
extend it for 3D MRI images.
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Abhisek Sethy, Prashanta Kumar Patra and Deepak Ranjan Nayak

Abstract Optical character recognition (OCR) is one of the most popular and
challenging topic of pattern recognition with a wide range of applications in various
fields. This paper proposes an OCR system for Odia scripts which comprises of
three stages, namely preprocessing, feature extraction, and classification. In the
preprocessing stage, we have employed median filtering on the input image and
subsequently we have applied normalization and skeletonization methods over
images for extraction of boundary edge pixel points. In the feature extraction stage,
initially the image is divided into 3 x 3 grids and the corresponding centroids for
all the nine zones are evaluated. Thereafter, we have drawn the horizontal and
vertical symmetric projection to the nearest pixel of the image which is dubbed as
binary external symmetry axis constellation for unconstrained handwritten char-
acter. From which we have calculated the horizontal and vertical Euclidean distance
for the same nearest pixel from centroid of each zone. Then we have calculated the
mean Euclidean distance as well as the mean angular values of the zones. This is
considered as the key feature values of our proposed system. Lastly, both kernel
support vector machine (KSVM) and quadratic discriminant classifier (QDA) have
been separately used as the classifier. To validate the proposed system, a series of
experiments have been carried out on a standard database as NIT Rourkela Odia
Database. From the database, we select 200 samples from each of the 47 categories.
Simulation results based on a tenfold cross-validation approach indicate that the
proposed system offers better recognition accuracy then other competent schemes.
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Moreover, the recognition accuracy obtained by KSVM and QDA classifier is 96.5
and 97.4%, respectively.

Keywords Optical character recognition - Feature vector - BESAC
KSVM - QDA

1 Introduction

Optical character recognition is one of the most notable areas of research in pattern
recognition. In past decades, it has received considerable attention from more and
more researchers for its importance in day-to-day life. OCR systems have not only
been developed in recognition of printed, handwritten characters, but also for
degraded characters. In OCR, all the stages are crucial starting from image
acquisition to classification stage. However, a good recognition system needs a
well-defined feature extraction procedure along with a proper classifier, in order to
yield high performance rate [1]. Recognition of handwritten characters has been
shown to be very challenging than printed one because of variations in writing
skills, shapes, and orientations. A number of works have been proposed by
researchers in recognizing handwritten scripts like Arabic, Chinese, and English.
[2]. However, there are some languages in India for which automatic handwriting
recognition systems have not been explored. Odia script language is one of these
languages which have been derived from Devanagari scripts. Though this language
is originated from Odisha, an eastern state of India, however, it is also spoken in
some southern and northern parts of India. Because the Odia characters are complex
in shape and structure, the recognition becomes more demanding. The most
interesting property of this language is that it has no lower and uppercase letters.
A less amount of works has been offered for handwritten Odia scripts, so the
development of an ideal OCR system for handwritten Odia characters remains an
open problem can be investigated. In past recent years, different authors made many
attempts for analysis of Odia scripts which are reported in [3, 4].

In this paper, we have performed statistical analysis over the character images in
order to obtain the feature vector values. Here, we have generated 3 x 3 grids for
each character and evaluated the corresponding centroid for all the nine zones.
Subsequently, we draw the horizontal and vertical projection angel to nearest pixel
of the image. Moreover, we calculate horizontal and vertical Euclidian distance for
same nearest pixel from centroid of each zone. Thereafter, these resultant values are
considered as the key feature vector for the proposed recognition system. For the
classification purpose, we have harnessed KSVM and RBF classifiers separately.
The rest of this paper is summarized as follows: Sect. 2 highlights the related work
done for Odia character; similarly adopted methodologies are described in Sect. 3.
Section 4 represents the implementation stages, where classifier is introduced.
Section 5 discussed about the analysis of simulation outcomes, and last Sect. 6 is
used for conclusion and future work.
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2 Related Work

In the last decades, several attempts have been made by different researchers in order
to achieve a high recognition rate [4, 5]. Patra et al. [6] have applied Zernike moment
and Mellin transform over printed characters and obtained 99% recognition rate
using neural network. Pal et al. [7] introduced an approach where PCA was used in
reducing the dimension of feature vectors generated using curvature. They have
achieved 94.6% of accuracy on handwritten characters using quadratic classifier.
Chaudhuri et al. [8] proposed a recognition model for printed document, in which
water reservoir feature values are utilized and obtained 96.3% as the recognition rate.
Padhi and Senapati in [9] performed a two-way approach for the recognition of
printed character scripts. Their feature matrix contains the empirical values such as
standard deviation and zone-based average centroid distance of images. They have
listed two scenarios of classification, one for similar characters and other for distinct
characters. Pujari et al. [10] have proposed a novel parallel thinning method for
skeletonization of Odia characters which on the other hand preserves essential
features. In addition, they have studied several other thinning algorithms. Later on,
Mitra and Pujari in [11] have introduced a model based on directional features. They
used fixed zoning to extract directional and SVM for classification. Nayak et al. [12]
have proposed an edge detector based on nonlinear cellular automata for Odia
character images. In [13], Sethy et al. employed wavelet transform for classification
of Odia characters. PCA was used to reduce the feature dimensionality, and BPNN
was used as classifier in this case and they accomplished 94.8% accuracy on a
standard database. A new dimension of Boolean matching technique is proposed by
Dash et al. in [14]. They had adopted a two-way strategic classification by consid-
ering histogram orientation of binary-coded external symmetry of the character
images. For classification, they have applied random forest tree, SVM, and K-NN
separately and achieved 89.92, 93.77, and 95.01% recognition rates, respectively.
Table 1 lists most of the notable works on Odia handwritten character recognition.

Table 1 A summary of some related works

Authors & Feature extraction Classifier Recognition rate (%)
References
Dash et al. [14] Binary-coded Random forest tree 89.92
external symmetry | gyM 93.77
K-NN 95.01
Sethy et al. [13] 2D-DWT and PCA | BPNN 94.8
Mitra and Pujari Directional Multiclass SVM 95
[11] decomposition
Padhi et al. [9] Standard deviation | BPNN 92
and zone centroid
average distance
Chaudhuri et al. [8] | Stroke Quadratic classifier 96.3
Pal et al. [7] Curvature feature Feature-based tree 94.6
and PCA classifier
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From the aforementioned literature, it has been observed that most of the works
were validated on smaller datasets. Further, dimension of features are more in some
cases. Accuracy in some cases is very poor which can be increased.

3 Proposed Model for Recognition System

This section presents the proposed methodology adopted for handwritten Odia
character recognition. Figure 1 depicts the generic steps of the proposed recognition
system. As shown, the system comprises of various steps like image acquisition,
preprocessing, feature extraction, and classification.

3.1 Image Acquisition

For validating the proposed model, we consider a standard database of Odia
character, NIT Rourkela Odia database, which was developed at NIT, Rourkela
[15]. This database contains 15,040 numbers of images for both Odia characters and
numerals. However, for our experiment, we have chosen 200 samples for each of
the 47 characters (i.e., 47 * 200 = 9400) from the database, and some of the sample
images of the database are shown in Fig. 2.

IMAGE
ACQUISITION
(STANDARD
DATABASE)

PRE_PROCESSING  [——p [ READITE 1AFCE FROM

DENOISING OF INPUT
Y IMAGE

FEATURE EXTRACTION

NORMALISATION

Classification

(SVMLQDA) sl SKELETONISED IMAGE

RECOGNITION OF ODIA
CHARACTER
(CALCULATE RECOGNITION RATE)

Fig. 1 Schematic block diagram of proposed recognition system
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Fig. 2 A sample set of Odia
handwritten characters

DL DINDO
Q)P D

9 9 L6 90w
AN DKW
L VTRIYAD
HNEINL DI
DHLOWNDD

3.2 Image Preprocessing

Preprocessing of the character image is one of the most vital stages of OCR as it
helps in extracting significant features from the character images. In this phase, we
have first employed median filter over the images, and subsequently we harnessed
normalization and skeletonization procedures over images and then extracted
boundary edge pixel points.

3.3 Feature Extraction

Extracting precise features from the characters is the most important task of an OCR
system. In this section, the proposed algorithm for evaluation of feature vector is
presented. Initially, the preprocessed image is divided into 3 X 3 non-overlapping
blocks. Thereafter, we have drawn the horizontal and vertical symmetric projection
angel to the nearest pixels of the image which is dubbed as binary external sym-
metry axis constellation (BESAC) [14] for unconstrained handwritten character,
from which we have calculated the horizontal and vertical Euclidean distance for
the same nearest pixels from centroid of each block. Subsequently, the mean value
of the Euclidean distance and the angular values of each block with respect to the
midpoint of symmetry axes are determined and are considered as the key feature
values of our proposed model. Following two algorithms, Algorithm I and
Algorithm II, are used for evaluation of feature vector.
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Algorithm I: Row and Column Symmetry axis
Input: Extract the boundary points (N) of character images
Output: Extract row symmetry axes (RE;: i =1, 2,..., j)

Extract row symmetry axes (CE;: i =1, 2,..., k)
1. Fori=1to N do

While row chords creation is satisfied.
Map the row chords accordingly so that sets of parallel row chords are
grouped.
End While.
2. While column chords creation is satisfied.
Draw chords from each boundary point to other boundary point in same
column.
Map the column chords accordingly so that sets of vertical column chords
are grouped.
End While.
End For.
4. Find midpoint parallel row chords.
Resulting axes consist of midpoints of row external chords.
Provide potent row symmetry axes (RE;)
Resulting axes consist of midpoints of column external chords.
Provide potent column symmetry axes (CE;)
5. Return RE; and CE;

»

After performing the essential step for row and column symmetry axis which is
given in Algorithm I, we have developed the constellation model according to their
relative symmetric axis pixel position and midpoint pixel angle from center of the
image. This constellation model generates two set of parameters for each row
symmetry axis and column symmetry axis, where one parameter indicates mean
value of the Euclidean distance of every symmetry axis pixel position to the cen-
troid of each zone and other parameter indicates the angle between the respective
images. Thereafter, we obtained four parameters of each image.

Algorithm II: Feature vector generation using BESAC
Input: Extract row symmetry axis (RE;: i =1, 2, 3,..., j)
Extract row symmetry axis (CE;: i =1, 2, 3,..., k)
Output: Binary-coded rows and column symmetry axes
(BESACQ) feature (F).
1. Begin Fori=1to jdo
2. Find the midpoints of row symmetry axis.
Compute angle from center of image to midpoints of row symmetry axis.
Compute distance from centroid of image to boundaries of row symmetry
axis.
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hed

End For

Fori=1to k do

5. Find the midpoints of column symmetry axis.

Compute angle from centroid to midpoints of column symmetry axis.
Compute distance from centroid to column symmetry axis.

End For

Compute mean angle from centroid to midpoints of row symmetry axis.
Compute mean distance from centroid to boundaries of row symmetry axis.
9. Return F.

»

® N

From the above algorithm, it is obvious that only four key features can be
obtained for all the blocks of an image. For instance, a total of 4 * 9 = 36 features
can be extracted from a character image as the image is of size 81 x 81. Similar
features can be extracted for all the 9400 images in the dataset, and a feature matrix
of size 9400 x 36 is formed.

3.4 Classification

In order to accomplish classification task, the proposed model adopted two clas-
sifiers, namely kernel support vector machine (KSVM) and quadratic discriminant
analysis (QDA) classifier for recognition of handwritten Odia characters. SVM or
KSVM was originally developed for binary classification; however, to solve a
multiclass problem using SVM or KSVM, many methods have been proposed. This
paper uses “Winner-Takes-All (WTA)” strategy for multiclass classification.
Further, out of many kernels such as linear, polynomial, radial basis function
(RBF), we choose RBF kernel as it is the most widely used and has several
advantages over others which include an extra parameter called y. Next, a more
generalized version of a linear classifier called QDA classifier is employed which
discriminates classes with the help of quadric surfaces. QDA has a close resem-
blance to linear discriminant analysis.

4 Implementation

The overall implementation of the proposed model is listed as a pseudo code in
Algorithm III. It has two main phases: off-line learning and online prediction.

Algorithm III: Proposed Pseudo Code for OCR
Off-line Learning:

1. Load input the images from the database and perform the preprocessing stage.
2. Divide the preprocessed images into 3 X 3 non-overlapping blocks.
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Locate the centroid of each block.

Perform Algorithm I and Algorithm II and find the four key feature values
which include mean Euclidian distance and mean angle for both symmetric
axes of both horizontal and vertical w.r.t each of the nine blocks.

. Apply KSVM/QDA on the feature matrix and evaluate the performance of

the model on the testing data based on tenfold cross-validation procedure.

Online Prediction:

NS

Provide query images from the user end.

Perform preprocessing on the query images.

Calculate statistical features using BESAC. Find out four key feature values.
Apply trained KSVM/QDA on the feature vectors generated.

Predict the class label.

5 Simulation Result and Discussion

All the experiments were performed over a system having specification as Windows
8, 64-bit operating system, and Intel (R) i7—4770 CPU @ 3.40 GHz, and all the
simulations were conducted through MatLab 2014a on a standard database named
as NIT Rourkela Odia Database. After preprocessing, four key feature vector values
as mean Euclidian Distance and mean angles are evaluated from each of the nine
non-overlapping blocks. Hence, there are in total 36 features generated for a single
character image. After feature extraction from all the images, the feature matrix size
becomes 9400 x 36. Now, this matrix is fed to KSM and QDA classifier separately
for segregating Odia characters. A tenfold cross-validation procedure has been

Table 2 Classification rate achieved by KSVM

No. CC MC CR (%) No. CC MC CR (%)
1 195 5 97.5 25 195 5 97.5
2 195 5 97.5 26 193 7 96.5
3 195 5 97.5 27 193 7 96.5
4 193 7 96.5 28 193 7 96.5
5 193 7 96.5 29 195 5 97.5
6 191 9 95.5 30 195 5 97.5
7 191 9 95.5 31 195 5 97.5
8 191 9 95.5 32 193 7 96.5
9 193 7 96.5 33 193 7 96.5
10 193 7 96.5 34 193 7 96.5
11 193 7 96.5 35 193 7 96.5
12 193 7 96.5 36 193 7 96.5

(continued)
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Table 2 (continued)
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No. CcC MC CR (%) No. CcC MC CR (%)
13 193 7 96.5 37 193 7 96.5
14 191 9 95.5 38 193 7 96.5
15 191 9 95.5 39 195 5 97.5
16 191 9 95.5 40 195 5 97.5
17 193 7 96.5 41 193 7 96.5
18 193 7 96.5 42 193 7 96.5
19 193 7 96.5 43 194 6 97.0
20 193 7 96.5 44 194 6 97.0
21 193 7 96.5 45 194 6 97.0
22 191 9 95.5 46 194 6 97.0
23 191 9 95.5 47 194 6 97.0
24 191 9 95.5 Average classification rate = 96.5%
Table 3 Classification rate achieved by QDA
No. CcC MC CR (%) No. CcC MC CR (%)
1 195 5 97.5 25 194 6 97
2 195 5 97.5 26 194 6 97
3 195 5 97.5 27 195 5 97.5
4 195 5 97.5 28 195 5 97.5
5 195 5 97.5 29 195 5 97.5
6 195 5 97.5 30 195 5 97.5
7 195 5 97.5 31 195 5 97.5
8 195 5 97.5 32 194 6 97
9 195 5 97.5 33 195 5 97.5
10 195 5 97.5 34 195 5 97.5
11 195 5 97.5 35 195 5 97.5
12 195 5 97.5 36 195 5 97.5
13 195 5 97.5 37 194 6 97.0
14 195 5 97.5 38 194 6 97.0
15 195 5 97.5 39 194 6 97.0
16 195 5 97.5 40 194 6 97.0
17 194 6 97.0 41 195 5 97.5
18 194 6 97.0 42 195 5 97.5
19 194 6 97.0 43 195 5 97.5
20 195 5 97.5 44 195 5 97.5
21 195 5 97.5 45 194 6 97.0
22 195 5 97.5 46 194 6 97.0
23 195 5 97.5 47 194 6 97.0
24 195 5 97.5 Average classification rate = 97.4%
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employed to avoid over-fitting and to evaluate the performance of the system. The
results of KSVM and QDA classifier are given in Tables 2 and 3, respectively. In
tables, CC represents the number of correctly classified samples, MC represents the
number of miss-classified samples, and CR represents the classification rate. The
recognition rate obtained by KSVM and QDA is found to be 96.5 and 97.4%,
respectively. It should be worth mentioning that the recognition rate achieved by
QDA is better than KSVM. In case of KSVM, the values of C and y are chosen to
be 10° and 27", The value of both these parameters is found experimentally.

6 Conclusion and Future Work

In this paper, we have presented a hybrid OCR system for recognition of off-line
Odia characters. This system uses binary external symmetry axis constellation for
feature extraction. For classification, KSVM and QDA are used. Experimental
results on a standard dataset indicate the efficacy of the proposed system with least
number of features. It is observed that the result obtained by QDA is better than
KSVM. Though we found satisfactory results over a standard dataset, still the
development is in its infancy. Many other feature extraction techniques and sub-
sequently other modern classifiers like extreme learning, deep learning can be
investigated in future for better recognition.
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S. Lekha and M. Suchetha

Abstract Diabetes a common ailment affecting the vast population of people
requires continues monitoring of blood glucose levels so as to control this disorder.
Presently, the common technique used to monitor these levels is through an
invasive process of drawing blood. Although this technique achieves high accuracy,
it encompasses all disadvantages associated with an invasive method. This incon-
venience is felt more accurately in patients who frequently examine these levels
through the day. Hence, there is a need for a noninvasive technique for predicting
the glucose levels. This paper aims at analyzing the breath as a noninvasive tech-
nique to predict diabetes.

1 Introduction

High level of glucose in the body for a prolonged period of time leads to major
health complication known as diabetes. Statistics from the World Health
Organization (WHO) show that nearly 422 million people are affected with dia-
betes. The alarming increasing rate at which diabetes is affecting millions is a cause
of concern, and there is a need to control this disorder. Diabetes is mainly detected
and monitored by continuously measuring ones blood glucose level (BGL).
Diabetes can be classified mainly into two classes, namely type-1 diabetes and
type-2 diabetes. These conditions arise due to the fact that the body is unable to
secrete enough insulin or is caused as a result of the body’s inability to use the
produced insulin [1]. Present technique of monitoring the BGL involves an invasive
process of drawing blood from the forearm or the figure tip. Disposable strips
containing sensing elements are used to quantify the glucose levels in blood. This
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traditional technique is highly accurate; however, this causes a lot of discomforts,
especially when numerous readings are collected throughout the day. This leads to a
necessity to develop a noninvasive detection technique [2].

Recent studies have shown that urine, tears, saliva, sweat and breath samples
show trace content of glucose in them. Hence by measuring these concentrations,
one can predict diabetes. In this paper, breath analysis as a noninvasive diabetes
monitoring technique is being examined. Exhaled human breath samples contain
various volatile organic compounds (VOC) that present in them. Among these
VOCs acetone, a ketone body, shows a good correlation to the BGL. It is monitored
that as the glucose levels raise the acetone levels in the breath samples also raise.
On considering the breath sample of the healthy samples, acetone levels are present
in concentrations less than 0.76 ppmv, and for the diabetic samples, these levels are
found higher than 1.71 ppmv [3]. Based on these ranges of acetone gas, a classifier
is used to distinguish and predict diabetic patients from the healthy. Techniques
such as gas chromatography, selected ion flow spectroscopy, cavity ring-down
spectroscopy, and electronic nose are used in breath analysis to detect gas con-
centrations. Gas chromatography—mass spectroscopy [4] functions on the concept
that the gas molecules present in breath have a difference in their chemical prop-
erties and this promotes their separation. Another technique called the selected ion
flow spectroscopy works on the theory that when a neutral analyte molecule of a
sample vapor meets the precursor ions, they experience a chemical ionization which
relays on their chemical properties [5]. Cavity ring-down spectroscopy [6], an
optical spectroscopic technique, determines the absolute extinction by samples that
scatter or absorb light. Though these techniques achieved high precision, they still
remain unsuitable for clinical application due to their complicated principle, low
user-friendliness, and high cost. These drawbacks have been overcome with the
electronic nose model [7]. This paper aims to use a commercially available elec-
tronic nose to detect the presence of acetone gas samples. In this study, we examine
acetone levels (biomarker for diabetes) in breath samples and thus predict diabetes.
This paper employs the SVM algorithm in order to categorize the collected data
samples as healthy and diabetic breath samples. A classification algorithm with
different kernels is programmed in MATLAB environment.

The paper is structured as Sect. 2 explains the concept of detecting diabetes
through breath. In Sect. 3, the methodologies used in this analysis are explained
while Sect. 4 reviews the results obtained from this analysis. Lastly, the conclusion
is explained in Sect. 5.

2 Biomarker for Diabetes

Recent researches have shown that the volatile organic compounds present in breath
samples act as good biomarkers to predict diseases. Acetone, one of the exhaled
gases, shows a good correlation to the BGL. Hence, acetone is considered to be a
dependable biomarker for detecting diabetes. When a person is diabetic, it is seen
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Table 1 Levels of acetone

—ove Subjects Concentration of acetone (ppm)
concentration in breath Healthy 0.22-0.80
Type-2 diabetic 1.76-3.73
Type-1 diabetic As high as 21

that the body cells cannot make use of the glucose in blood. Due to this inability,
the body cells utilize fat as the required energy. During this conversion, acetone is
one of the by-products produced. These concentrations are then excreted from the
body through breath and urine. It is studied that these concentration levels are
higher for a diabetic patient. Table 1 shows the variations in the concentration
levels [6].

3 Methodology and System Description

In this paper, breath analysis as an alternative technique to measure BGL is
examined. Figure 1 depicts the entire framework carried out in this study. The
system consists of two main sections. Initially, the acetone concentrations are to be
detected by a sensor system. Next, these collected data samples are to be analyzed
and classified.

Fig. 1 Flow diagram of the

system Acetone Concentration
Sensory
. Unit
Gas Sensor Array I
Data
Acquisition
i (DAQ)
| Interface
Feature Extraction |
” . . Processing
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3.1 Structure of the Device

The approach begins with sensing the acetone concentrations. In order to measure
these concentrations commercially available gas sensors are used in this analysis.
MQ-3 and MQ-5 tin dioxide (SnO,)-based gas sensors show a high sensitivity to
VOC. Hence, an array of these gas sensors is used in our analysis to detect the
concentration of acetone in breath samples. According to the concentration levels
presented in Table 1, acetone samples for healthy and diabetic patients are con-
sidered and the readings from these gas sensors are collected.

Figure 2 shows the example of one of the gas sensor readings. In order to collect
the data signals, an Arduino Uno board was been used to interface these sensor
reading with the computer. It is observed that as the concentration of acetone gas
changes, there is a change observed in the sensor’s resistance. The resistance of the
sensor (R,) is calculated as

_ Ve — VrL

R
) VRL

XRL (l)

where Ry, corresponds to the load resistance, V. is the circuit voltage, and Vyy is the
output load voltage. The sensor’s response is recorded for 1000 s, and this data is
further analyzed for diabetes prediction [8]. In this analysis, a total of 54 data
samples were collected and the sensor’s response was calculated. Around 30
samples of type 2 and type 1 samples are collected.
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3.2 Data Analysis and Classification

After obtaining the data signals from the gas sensors, feature extraction and clas-
sification algorithms are programmed in MATLAB environment to distinguish the
collected data into the previously mentioned three classes. In order to classify, the
data support vector machine (SVM) with different kernels is programmed.

(1) Feature extraction: After collecting the data signals, features are to be extracted
before classification can be done. In this analysis, mainly two features are
calculated. The first includes the maximum analog voltage response of sensor,
and the second includes the sensor’s response calculated by

R
§=-2 2
R, )

where R, is the resistance of the sensor, when it is in the presence of acetone
samples and R, represents the resistance of the sensor in the presence of air.

(2) Classification: A SVM algorithm is programmed to classify the data samples
acquired through the sensory unit. SVM [9], a supervised learning algorithm,
constructs hyperplanes which are used to segregating the data [10]. In this
analysis, the sensor data is classified into a multi-class SVM classifier. SVM,
which is a kernel-based classifier, is suitable for both linear and nonlinear
problems. Initially, a few of the collected acetone samples are used to train the
classifier. Once the SVM algorithm is trained, acetone data samples are then
tested and finally, the performance of the classifier is calculated to
cross-validate the classifier.

4 Results and Discussions

As mentioned in the precious section, two features are extracted from the raw data
signals and with the aid of the SVM classifier, the diabetic samples are segregated
from the normal samples. Figure 3 shows the scatter plot of all the feature points
that is analyzed in this study for data classification. Nearly, 54 data samples were
collected from the sensors. Initially, half of the data samples were used to train the
classifier and the rest of the samples were utilized to test the classifier. The scatter
plot clearly distinguishes the acetone concentrations into the three respective
classes.

In the analysis carried out, a multi-level SVM is programmed in MATLAB
environment. The classifier mainly function works on the equation given by
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Classification of Healthy, Type 1 and Type 2 Diabetic Samples
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where w; is the weight vector that signifies the hyperplane which separates the
classes and b is the bias. A one versus all SVM approach is used in the multi-level
classifier. The approach utilizes the binary classifier to separate each class from the
rest. Classification based on different kernels was programmed, and the perfor-
mance has been evaluated. The different kernels such as the linear, quadratic,
polynomial, multilayer perceptron (MLP), and Gaussian radial basis function
(RBF) kernels are evaluated. In order to evaluate the performance, three parameters
were considered in our analysis which includes the accuracy, sensitivity, and the
specificity of the classifier. These parameters were calculated by

TP +TN
Accuracy = (4)
TP 4 FP + TN +FN

. TN
SenSlthlty = m (5)

TN
Specificity = ——— 6
pecificity = =515 (6)

where TP indicates the true positive value (that is, the positive class data values which
are predicted as positive), TN is the true negative value (negative class data values
which are predicted as negative), FP represents the false positive value (positive class
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Table 2 Performance S. No. | Kernal Performance in %
evaluation e .
Accuracy | Sensitivity | Specificity
1 Linear 96.25 97.5 95
2 Quadratic 97.5 100 95
3 Polynomial |97.5 97.5 97.5
4 RBF 98.333 95 100
5 MLP 98.75 100 97.4359

data values which are predicted as negative) while FN indicates the false negative
value (negative class data values which are predicted as positive) [11].

Accuracy expresses the percentage of correctly classified features by the total
number of classified features. Sensitivity is the fraction of correctly classified
positive features that is the healthy samples by the true positive features. Specificity
is the fraction of correctly classified negative features that is the diabetic samples by
the true negative features. Table 2 compares the performance of the classifier with
different Kernels.

5 Conclusion

Initially, the paper investigates the levels of acetone concentrations present in
human breath samples for monitoring diabetes. In this analysis, various acetone
levels were collected and with the aid of the SVM classifier, the data signals were
classified to predict diabetes. The acetone concentrations were initially quantifier
with the help of commercially available gas sensor, and these sensor responses were
recorded with the help of Arduino board. Next, the samples were classified into
three classes labeled as healthy, type-1 diabetes, and type-2 diabetes. The
multi-level SVM classifier algorithm was programmed in MATLAB platform, and
various kernel functions were programmed to classify the collected acetone sam-
ples. Finally, the performance of the classifier is evaluated and a maximum accu-
racy of 98.75%.
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in Home Automation skt

K. Mohanaprasad

Abstract Technological advancements have led to humans using their senses of
sight, touch, and speech for various applications, control, and security. Voice
control is the most powerful tool as it renders man the power to limitless appli-
cations. However, not only do the characteristics of the sound produced change
variably across individuals, the characteristics of the same sound produced by one
individual on repetition may also vary. Thus, there is the need for a system that can
work upon any kind of sound and give the desired output for the user. The purpose
of this project is to develop an audio-based application control system which uses
speech, claps, snaps or any combination of the three, as inputs. This form of voice
control enables users with any amputation or physical disability like blindness or
deafness to perform tasks, like switching a fan on/off or sending an emergency text
for help, with ease. For this project, we have developed two algorithms on
MATLARB that help in detecting peaks in the input audio signal. These peaks help
us to arrive at a decision as to which appliance or device is to be controlled. The
decision is then sent to an AT89S52, 8051 microcontroller that is connected to a
relay module. Thus, multiple appliances like air conditioner, television, telephone,
light bulbs can be controlled using voice.

1 Introduction

Majority of the voice-based applications works on a two-step process. The first
involves translating the command input into text. As the pitch and intensity of the
words produced by each person’s vocal tracts are different, the more successful
applications are dependent on a massive library of speech recordings. The next step
is fairly simpler; an application is executed based on the text deciphered.
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But instead of a voice-to-text-based system, a voice control system would be
more direct, simple, and elegant. This will provide an advantage to people who are
dumb, or are unable to speak properly. For example, a person who lisps will not be
able to use a voice-to-text device properly, but he will be able to control the speed
of a fan using a voice control system.

This inspired us to create a system that can also be used by people with other
types of disabilities like blindness, deafness, or any physical amputations like loss
of limbs. These issues cultivated the motivation to develop this project.

The main aim of this project is to design a prototype by which people can do
everyday operations (like turning on/off a light/fan) by just giving a voice com-
mand. To do this, we must determine the peak impulses in each signal and therefore
determine how many input impulses have been given.

2 Literature Survey

The idea behind this project is to remove the need to physically operate device. The
user can just give a voice signal in the form of a clap/finger snap to switch on/off a
device.

The reason behind this emerged from the fact that people with disabilities in their
vision are dependent upon people around them or need to struggle to do simple
everyday tasks. In making a voice-controlled device, we remove this dependency.
Also, in old age homes, it becomes very difficult for the elderly to walk all the way
to the switchboard in order to operate appliances. In such situations, it will make
their life very comfortable if they could operate it with just a clap or the snap of a
finger.

Some of the applications and publications through which the evolution of the
proposed system could be sourced are as follows:

“Design & Implementation of Smart House Control Using LabVIEW,” which
was published in 2012 in the International Journal of Soft Computing and
Engineering [1], describes the hardware implantation of a smart home system using
the LABview software. It clearly presents the true essence and aim of home
automation, i.e., the consolidation of control or monitoring signals from appliances,
fittings, or basic services.

In the paper titled “Voice Recognition Wireless Home Automation System
Based On Zigbee” published in “IOSR Journal of Electronics and Communication
Engineering” in 2013 [2], the author designs a wireless system based on voice
recognition which uses Zigbee, an IEEE 802.15.4 standard for data communica-
tions with business and consumer devices. The system requires low data rate and
power consumption, but works best only for the old and disabled who live alone
and necessitate a secure network. Also, it works on the concept of a Zigbee network
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[3] which requires us to train the words for recognition, test the recognition soft-
ware, detect errors in the seven-segment display used (which happens when voice
commands are too short or too long), clearing memory from time to time so as to
avoid overload of data, finding results, uploading the results from host side,
downloading them on the user side, resetting data, etc. As it can be seen, this is a
very long and tedious process which is neither time effective nor efficient in
reaching our end objective.

In the same year, another paper was published titled “Low-Cost Self-assistive
Voice-Controlled Technology for Disabled People” in the International Journal of
Modern Engineering Research [4]. In this paper, the author describes the design of a
voice-controlled wheelchair [5] for the elderly and the physically challenged.
However, the voice recognition system needs a library so that the input voice
command is matched with every keyword present in the archive [6, 7].

The paper “A Voice-Input Voice-Output Communication Aid for People With
Severe Speech Impairment,” published in the IEEE Transactions On Neural
Systems And Rehabilitation Engineering, VOL. 21, NO. 1, JANUARY 2013 [§8],
describes a voice-input voice-output communication aid for people who have
moderate-to-severe dysarthria, the most common speech disorder. The device
designed helps produce intelligible speech output from highly disordered speech. It
also requires considerably low training data. However, the code is of high com-
putational complexity and the device is not cost efficient as it requires a laptop or a
personal data assistant.

In the paper titled “Voice Command-Based Computer Application Control
Using MFCC” published in International Journal of Innovative Research in
Science, Engineering and Technology in 2015, the voice control system requires
testing of the acquired voice with the trained voice using MFCCs for speaker
recognition. This system shall however not work for the deaf-mute population.

Till date, the existing voice control systems are constrained in many ways [9—
11]. So far no system exists that supports universal voice commands on a device
able to control any application. The most technological advanced voice assistants
like Siri and Google only support built-in functions like messaging, calling, Web
searching.

The major hurdle we encountered in this project was to develop an algorithm
that would take in any form of voice or sound created by the individual and
performs the required action. So, we worked backward from what we required and
felt that calculating the peaks of a signal would simplify our process. We deter-
mined ways in which we could simplify the process of finding the peaks. So, we
down-sampled our initial signal, considered only the absolute values, and set a
threshold value so as to eliminate all other samples.
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The algorithm is designed in a way to avoid the need for a library as that would
not only lead to computational complexities, but also require a lot of time and
funding. Thus, the resulting project should be efficient and cost-effective at the same
time.

3 Methodology

3.1 Form of Audio Input

Human voice can be simply defined as the sound produced using the vocal folds for
talking, screaming, singing, crying, etc. The characteristics like amplitude, fre-
quency, and phase differ across voices of different human beings. Because of this
uniqueness, voice can be used in security measures, like user identification in an
automated teller machine (ATM). However, if a person says “Hello!” five times in a
row, there will be differences in the pitch, loudness, and frequency. This establishes
the fact that setting parameters dependent on the human voice and deriving accurate
and precise results from them is a very straining task. The reason Google is able to
search through voice is because that powerful search engine has 7000 h of
recording with which it can compare the input audio signal and accordingly deliver
the search results. At present, very few voice-based applications have their game
going.

Secondly, the contribution of noise by the environment plays a crucial role in
making voice-based applications really tough. Noise varies from place to place and
adds unpredictable fluctuations.

Moreover, during speaker recognition or speech reconstruction that uses the mel
frequency cepstral coefficients (MFCCs), a lot of training is done on the vector
pools like speaker adaptation for instance. Even though working with the help of
feature vectors like MFCCS, linear predictive coding coefficients and filter banks
produce more desirable results, the complexity for coding increases drastically.

Even if these problems were tackled, secondary issues like human pronuncia-
tion, presence of a huge number of languages, dialects pose a problem for system
designing. And even if a universal accepted system based on voice control was
developed, what about the people who are unable to speak at all?

Therefore, speech should not be the only way to produce an audio input for the
system. Any form of sound, in the form of non-speech, claps, or snaps, should be
used to operate the appliance or perform the required application.
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3.2 Parameter Extraction

It is easier to work upon signals made of the same sound than on processing signals
of different sounds. These sounds can be either speech: word or letter, non-speech
like “la,” or a clap. The challenge here lies in extracting the number of peaks from
the audio input signal. The simplest approach would be to use the command
“findpeaks” in MATLAB to find out the spikes in the signal. However, that would
also include the peaks contributed by noise. Another approach would be to
pre-define a threshold value, and whenever the signal has amplitude greater than the
threshold, a counter would accordingly increment. However, the value of the
threshold will be dependent on the system and surroundings. Its value will be higher
in a noisy environment, and vice versa in a quiet neighborhood.

These complications have been tackled using two different approaches. The two
algorithms corresponding to these approaches shall be discussed in the next chapter
of design and implementation.

4 Design
4.1 Software

Two separate algorithms have been developed to achieve the same objective, i.e.,
finding the number of peaks in the audio input signal. Once the number is derived,
the corresponding command is delivered to the microcontroller. After receiving the
character, the microcontroller switches the corresponding appliance on/off using
relays. A hex file is created using Keil that helps in sending a character to the
AT89S52.
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The sound is first processed in the software used on the user’s PC and a decision
is made according to one of the two algorithms used. The decision is then converted
into a language that is understandable by the microcontroller using Keil.

This signal is then transmitted in a bit-wise manner through the USB-to-TTL
converting device which is attached to the PC’s USB port. The signal is received by
the microcontroller using ports P3.0 and P3.1. Once the signal is received, it passes
on the signal to the corresponding relay pin depending on the way it has been
programmed. (P3.0 — Relay 1 — Coded as “Q” using Keil.)

Depending on what decision has been made, either relay 1 or relay 2 will be
activated and the corresponding device is switched on/off.

5 Results and Analysis

The project design in theory is based on receiving input signal from user end and
the output being received in the form of either the LED or fan switching on/off.
Now, let us take a look at each step of the process and understand why each step is
essential to achieving our final target.

5.1 Algorithm One

We will first take a look at the working of the first algorithm.
The input is first provided by the user in the form of either finger snaps or claps
as shown.
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From Fig. 1, it can clearly be made out that the input given is a single snap or
clap. So, the samples in that particular sample space show high-amplitude values.

But there are too many samples to evaluate in order to find the number of peaks
in the signal. Hence, to make the processing of the signal a little easier, we then
down-sample the sample space by providing a step size of 32.

As can be inferred from Fig. 2, the number of samples has been reduced to 1250
samples (40,000/32).

It is interesting to note at this point that the highest peak from the set of impulses
initially obtained has been lost due to down-sampling of the data. So, there might be
questions raised regarding the integrity of the result displayed.
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To find out why this algorithm works despite the loss of critical data, we need to
understand our final objective behind this algorithm. The idea is to define a peak
such that it is above a particular threshold value of amplitude. Also, it is important
to understand that when a clap or snap is made, it might seem that there should only
be one impulse shown in our graph.

While it is true in an ideal scenario where our clap lasts for just a time period
large enough to be a part of a single simple, practically speaking, when a clap is
made, a bunch of impulses are generated very close to one another.

This goes to show that despite having lost out on the highest peak, the data
obtained manages to capture a peak which is above the pre-set threshold value
therefore leading to no loss in information and maintaining the integrity of the
result.

We then find the absolute value of our down-sampled signal as shown below.
This is done so as to ensure that our processing is more convenient (Fig. 3).

Next, we set a threshold value above which any sample recorded is considered a
peak.

In our design, we have set the threshold to be half of the highest peak recorded.

If we notice the previous graph, it is fairly evident that there is no peak that is
greater than half of the highest peak. This is shown in the final step of the program
(Fig. 4).

Following this, the software takes a decision to be “1” meaning that the com-
mand to be sent to the microcontroller would be to switch on the fan (Fig. 5).

Now, in our second algorithm, we follow a slightly different approach.

We first find the highest peak in the spectrum. Now, we set half the maximum
amplitude to be the threshold value above which a sample can be categorized as a
peak.

Now, we first take the input from the user.

As we see from (Fig. 6), the number of peaks that were given by the user is 3.
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Now, to find this out using the software, we find each peak and then remove it
while raising a counter to calculate peaks.

The conditions for the peak are set as greater than half the highest sample
amplitude. By doing so, we can eliminate all external noises from the program.
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Now, as we see in Fig. 7, the peak is calculated and is then removed so that it
does not cause errors in calculation of total peaks.

If we notice carefully, we will see that not only the peak has been removed, but
also a bunch of samples to the left and right of the peak has been removed.

This is done under the assumption that we would not be able to give in voice
inputs in such quick duration. (4000 samples would mean one-tenth of a second;
this shows that unless consecutive inputs are given in under one-tenth of a second,
the final output will continue to be in integrity.)

This procedure is followed until we have only one peak left as shown (Fig. 8).

Once we have only one peak left, the software includes the last peak and reaches
at a final peak count.
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Now, once the decision has been reached, it needs to be transmitted onto the
microcontroller.

So, in order to interface the program to the microcontroller, we use a software
called “Keil” to convert the data into a form which the microcontroller can
understand.

The hex files are then generated and burnt onto the microcontroller. The
microcontroller is connected to the PC using a USBB-to-TTL converter which is a
device which provides serial, asynchronous communication between the PC and the
microcontroller.

Once the decision is passed onto the microcontroller, it further passes the
information onto the relay module which is connected to it.

The relay module will then switch on/off the corresponding appliance it is
connected to, based on the decision it receives from the microcontroller and the
current state of the appliance.

6 Conclusion

In this project, we have created a direct voice to control system which a person
having any form of physical disability or amputation can use. Whether the person
has a speech impairment, is a quadriplegic, or suffers from ALS disorder, he or she
will be able to control any appliance like opening the fridge or perform applications
like sending a text with the use of any form of voice: speech, clap, snap, etc.
Not only does the code have low computational complexity, but also can be
adapted on to various platforms like Android for mobile functions. The system’s
simple design makes it cost-effective, thereby making it feasible to be extrapolated to
larger markets. This concept can be extended to network security purposes as well.
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Lastly, we can conclusively say that the prototype design, although being simple
and straightforward in nature when compared to the existing models, is highly
efficient in meeting the requirements of the common people by being effective as
well as cheap to implement.
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Abstract Background: Sleep apnea is a breathing disorder found among thirty
percentage of the total population. Polysomnography (PSG) analysis is the standard
method used for the identification of sleep apnea. Sleep laboratories are conducting
this sleep test. Unavailability of sleep laboratories in rural areas makes the detection
difficult for ordinary people. There are different methods for detecting sleep apnea.
Past researches show that electrocardiogram-based detection is more accurate
among other signals. This paper investigates the idea of electrocardiogram
(ECG) signals for the recognition of sleep apnea. Methods: In this paper, the
classification of healthy and apnea subjects is performed using electrocardiogram
signals. The proper feature extraction from these signal segments is executed with
the help of empirical mode decomposition (EMD). EMD algorithm decomposes the
incoming signals into different intrinsic mode functions (IMFs). Four morpholog-
ical features are extracted from these IMF levels. These features include the mor-
phological characteristics of QRS complex, T and P waves. The classification of
healthy and apnea subjects is done using the machine learning technique called
support vector machine. Result: All the experiments are carried out by using St.
Vincents University Hospital/University College Dublin Sleep Apnea Database
(UCD database). This database is available online in physionet. It is observed from
the results that by using empirical mode decomposition; it could be possible to
extract the proper morphological features from this ECG segments. This technique
also enhances the accuracy of the classifier. The overall sensitivity, specificity, and
accuracy achieved for this proposed work are 90, 85, and 93.33%, respectively.
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1 Introduction

Sleep-disordered breathing is common nowadays. Obstructive sleep apnea is a kind
of sleep disorder in which the partial or complete collapsing of upper airway occurs.
As a result, a reduction in blood oxygen saturation develops and which leads to the
sudden awakening from the sleep. The common signs of sleep apnea are the
excessive daytime sleepiness and snoring. This condition is hereditary for some
people. Most of the time the person is not able to recognize the condition as it is
occurring at night times. The unidentified sleep apnea condition can lead to the
memory loss, heart attack, and stroke or even accidents. Polysomnography
(PSG) analysis is the standard method used for the identification of sleep apnea. In
this method, the extraction of physiological signals such as ECG, EMG, EOG,
SpO2, and EEG is done with the help of a trained technician. This method is time
consuming and expensive. Obstructive sleep apnea can be treated by using con-
tinuous positive airway pressure. In this method, a predefined quantity of pressure is
continuously applying through the nose. This method avoids the collapsing of the
upper airway. Features from oronasal signals [1-4], photoplethysmography and
actigraphy [2, 5-9] are also utilized for investigating sleep apnea. Bsoul et al.
developed a technique for the detection of sleep apnea-based on electrocardiogram
signals [10]. A new feature called ECG-derived respiratory information is used for
the classification of healthy and apnea subjects. Support vector-based machine
learning technique is used for classification. Since this method is more accurate our
proposed method also using ECG signal features for the classification of healthy
and apnea subjects.

2 Materials and Methods

The proposed method consists of four stages. In the first stage, the incoming ECG
signal segments are decomposed into different intrinsic mode functions by using
empirical mode decomposition. Next step is the selection of appropriate features
from these decomposed levels. Selections of the morphological features are done by
taking the spectrum of the decomposed levels. ECG signal frequency is limited to
0-300 Hz. The decomposed levels, which belong to the frequency of ECG signals,
are selected for further analysis. These selected levels are added together to form the
reconstructed signal. Next phase includes the feature extraction from this recon-
structed signal. Four features are extracted from this reconstructed signal. These
four features are the R peak value, RR interval, peak values of P and T waves. The
final stage is the classification of healthy and apnea subjects using support vector
classifier. Figure 1 represents the block diagram of the proposed method.



An Empirical Mode Decomposition-Based Method for Feature ... 281

FEATURE EXTRACTION
R PEAK FEATURE
RR INTERVAL SELECTION

PEAK VALUES OF P AND T WAVES
CLASSIFICATION
SVM CLASSIFIER

EMPIRICAL
MODE

DECOMPOSITION

Fig. 1 Overview of the proposed work

2.1 Empirical Mode Decomposition

Empirical mode decomposition (EMD) [11, 12] is mainly used for the decompo-
sition of an input signal adaptively in a group of AM—FM components. The Fourier
or wavelet-based data representation methods usually require prior information
about the basis functions for the representation of a signal. In EMD-based data
representations, there is no need of a prior knowledge about the basis function.
EMD is specially used for the signals which have a nonlinear and a non-stationary
nature. In EMD, the signal is decomposed into various intrinsic mode functions.
Each IMF level obtained after the EMD decomposition has the same length as the
original signal. Each of these signals is represented in the time domain. EMD is
useful for the events which may happen in a specific interval of time. This kind of
information is obvious in an EMD investigation, however very covered up in the
Fourier space or in wavelet coefficients. The steps involved in the decomposition
are [11]

e Consider input signal as x(f)

e Identify the local maxima, local minima of the signal and connect them through
a cubic spline [13].

e Compute the mean of these two envelops m(z) [13]. IMF calculation A(f) = x
®) — m(@) [13].

e Repeating the iteration on the residual m(f) such that no IMF can be extracted
further and represents a monotonic function [13].

¢ Finally, the input signal can be written as a sum of IMFs and residue.

. X)) = 3" Culn) £ R() ()
=1

where Cy(?) represents the sum of the intrinsic mode functions and R(?) represents
the residual part.
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Table 1 Normal values of S. No. Features Amplitude (mV) Duration (ms)
the ECG signal features [12] ] R peak ] 80120

2 RR interval - 0.4-0.2 s

3 P wave 01-0.2 60-80

4 T wave 0.1-0.3 120-160

2.2 Feature Extraction and Feature Selection

The proposed work includes four features [14]. These four features are the R peak
value, RR interval, peak values of P, and T waves. The normal values of these
features are represented in Table 1. The mean value of all these features is used for
the classification of healthy and apnea subjects. Features are selected based on the
performance obtained in the classification phase.

2.3 Classification

Classification of healthy and apnea subjects is performed using support vector
machine (SVM) classifier [15]. This classification is based on the supervised
learning method. SVM classifier is used for the classification, regression, and
outlier detection. The main aim of this proposed work is to classify the healthy and
apnea subjects using support vector machine classifier.

3 Result and Discussion

Twenty-five subject’s overnight PSG recordings are collected from St. Vincents
University Hospital/University College Dublin Sleep Apnea Database (UCD
database). This database is available online in physionet. MATLAB software is
used for simulation works. Each subject’s sampled ECG signal is decomposed into
various intrinsic mode functions with the help of the empirical mode decomposition
algorithm. Spectrum of these decomposed levels is calculated with the help of Fast
Fourier Transform (FFT). The selections of appropriate IMFs are done by com-
paring the ECG signal frequency 0-300 Hz with the decomposed spectrum. The
levels which fall into the range of ECG signal frequency are selected for the
reconstruction of the input signal. The different decomposed levels are shown in
Fig. 2. The selected levels added together to form the reconstructed signal. After
reconstruction, four features are selected from this reconstructed signal. Peak
detection from this reconstructed signal is performed by comparing with the
adjacent sample values of the reconstructed signal. R wave peak value, RR interval,
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Fig. 2 Different intrinsic mode functions obtained after empirical mode decomposition

Peak values of P and T waves are calculated. The extracted features are represented
in Fig. 3.

The mean value of these features is estimated and these values are given as the
input of SVM classifier. Figure 4 shows the classified result of healthy and apnea
subjects.

The performance of the proposed work is evaluated based on the sensitivity,
specificity, and accuracy of the classifier. All these performance parameters are
calculated as

TP

TN )
TP +FN

Sensitivity =
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R TN + TP @
ccuracy =
Y = TIN+TP+FN +FP

where TP, TN, FP, FN are true positive, true negative, false positive, false negative
estimations, respectively. The overall sensitivity, specificity, and accuracy obtained
after the classification are 90, 85, and 93.33%, respectively. The results show that
by using empirical mode decomposition it could be possible to extract the proper
features from the ECG signal segments. This method enhances the accuracy of the
proposed method comparing with the other methods.

4 Conclusion

The proposed work represents the classification of healthy and apnea subjects by
using ECG signal features with empirical mode decomposition. In this work, the
EMD algorithm helps to extract the appropriate features from the ECG signal
segments. Out of the four features two features are selected for the classification
since these features perform well comparing to the other features. The sensitivity,
specificity, and accuracy obtained for this work are 90, 85, and 93.33%,
respectively.
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Abstract Retinal image scrutiny is essential to detect and supervise a wide variety
of retinal infections. Segmentation of region of interest (ROI) from the retinal image
is widely preferred to have a clear idea about the infected section. In the proposed
work, a new two-stage approach is presented for automatic segmentation of the
optic disc (OD) in retinal images. This approach includes the chaotic bat algorithm
(CBA) assisted Kapur’s multi-thresholding as the preprocessing stage and active
contour (AC) segmentation as the post-processing stage. This method initially
identifies the suitable value of threshold to enhance the OD in the chosen retinal
image. The enhanced OD is then processed using the gray scale morphological
operation, and finally, the OD is extracted using AC segmentation process. To test
the proposed approach, optic disc images of different category are acquired from the
RIM-ONE database. Experimental results demonstrate that the average Jaccard
index, Dice coefficient, precision, sensitivity, specificity, and accuracy are greater
than 83.74, 93.66, 98.18, 92.85, 98.43, and 97.28%, respectively. Hence, the
proposed work is extremely significant for the segmentation of OD and can be used
as the automated screening tool for the OD related retinal diseases.
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1 Introduction

The deepest coating of the eye is retina, and computerized inspection of essential
retinal regions is extremely significant to determine, examine and to offer efficient
healing for eye illness. Normally, retinal pictures are widely considered in identi-
fication and handling of retinal vasculature [1-3], diabetic retinopathy [4], ocular
hypertension (OHT) [5], optic nerve disorder [5], macular edema [6], glaucoma [7],
and cardiovascular diseases [8].

Due to its importance, retinal image examination is widely discussed by the most
of the researchers [9-12]. Lesion, structural and bodily deviation in optic disc, and
retinal vessels are largely scrutinized to perceive a range of infection, and this
difference comprises the modification in silhouette, dimension, and exterior of the
retinal sections. Hence, optic disc segmentation is an important task in retinal
disease examination.

The objective of this paper is to develop an automated segmentation tool for the
optic disc examination. This paper proposes a novel approach with chaotic bat
algorithm (CBA) assisted Kapur’s multi-thresholding and active contour segmen-
tation (ACS) for the optic disc extraction from digitized retinal images.

Proposed approach is tested on the following category of the optic disc images,
such as normal (114), deep (14), moderate (12), early stage (12), and OHT (11) found
in RIM-ONE dataset [13, 14]. The proposed work is executed using above said
dataset, and the mined disc is validated against the ground truth. Results of this work
verify that implemented method is competent in mining the disc of retina.

2 Methodology

The literature offers a variety of image thresholding schemes [15-17]. In the pro-
posed work, heuristic algorithm supported scheme is considered to mine the optic
disc from the retinal image. Initially, a preprocessing work is executed on the image
to improve its visibility, and a post-processing action is carried out to extract the
optic disc. Finally, the mined optic disc is compared with expert’s ground truth and
the vital parameters such as the image similarity index and the statistical parameters
are computed.

2.1 Bat Algorithm

The bat algorithm (BA) is the one of the most triumphant nature inspired algorithm
by Yang [18, 19]. In the literature, traditional and improved forms of BA are
successfully applied to solve image processing tasks [20, 21]. In this paper, modern
version of the BA, known as the Chaotic BA (CBA) discussed in [22], is adopted.
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In CBA, the new location of the BA is reorganized based the following
expression:

Xnew = Xoid + (At D IM) (1)

where X .. is the reorganized location of bats, X4 is the preliminary location, A is
the sound intensity, and IM is chaotic operator known as Ikeda Map [23].

In this work, the CBA parameters are assigned as follows:

Total number of agents = 30, number of runs = 1000, search dimension = 3,
sound intensity varies from 1 to 20 insteps of 0.05, and the IM parameter is
assigned based on [22, 23].

2.2 Kapur’s Entropy

Image thresholding based on Kapur’s entropy was firstly discussed in 1985 to
examine the gray scale picture based on the entropy of histogram [24]. This pro-
cedure finds the optimal threshold (7)) based on its maximized overall entropy.
Let T = [t, t5, ..., z—1] is a vector of the image thresholds.
Then, Kapur’s entropy can be expressed as;

k
Jmax = frapur(T) = Y _HS  for C{1,2,3} )

=1
Normally, entropy is calculated separately based on its individual threshold
(#) value. Other details regarding Kapur’s function are comprehensively discussed
in [24, 26, 27].

2.3 Morphological Function

Image morphology functions are normally adopted to improve the visual appear-
ance. The basic morphology operations, such as line structuring element (strel) and
image fill (imfill), are considered to improve the edges and appearance of
multi-threshold retinal image.

2.4 Active Contour Segmentation

Active contour segmentation (ACS) is used to extract essential region from pre-
processed image [28, 29]. In ACS, an adjustable snake is chosen to follow identical
pixel groups available in the image with respect to minimal energy scheme.
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Snake’s energy value is expressed as:

min Lo
e { Egac(C) = /0 g(|VIhC(s))] ds} (3)

where ds—the Euclidean element of length and L(C)—the span of curve C which

assures L(C) = fOL () ds. The constraint g is a border pointer, and it may vanish
based on the object frontier shown below:

1

Vh|) =——
8(| 0|) 1+,8\V10|2

“)

where I denotes base picture and f is a random numeral. The energy function
quickly diminishes based on boundary.
Scientifically, it is represented as:

0C = (kg = (Ve N)IN (5)

where 0,C = 0C/0t denotes the twist of snake, 7—time of iteration, and k, N are the
bend and normal for the snake. Now, the snake’s structure is constantly adjusted till
reaching Egac.

2.5 Performance Evaluation

Performance of medical image segmentation procedures is regularly established
using a relative investigation with the expert’s ground truth (GT). In this paper,
performance of the proposed work is evaluated by computing the picture quality
measures like Jaccard, Dice, false positive (FP) rate, and false negative (FN) rate
[30] and also the statistical measures, such as precision, sensitivity, specificity, and
accuracy existing in the literature [31].

3 Result and Discussion

The experimental results of the implemented procedure are presented in this sec-
tion. Figure 1 depicts the overview of the heuristic algorithm-based retinal image
segmentation procedure, and their outcomes are presented in Fig. 2.

The proposed approach is demonstrated using the deep category of retinal optic
disc existing in RIM-ONE. Initially, the RGB scaled test data are preprocessed
using a tri-level thresholding procedure using the CBA and Kapur’s entropy, and
the result is shown in Fig. 2b. Thresholding will enhance the optic disc by
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Test Multi - Morphology Segmentation Evaluation
image L thresholding L P o

Fig. 1 Block diagram of the proposed segmentation scheme

Fig. 2 Test data and its
corresponding outcome

(a) Test data (b)Threshold image ~ (¢) Morphology

c 100

(d) Segmentation (e) Optic disc (f) Ground truth

eliminating the unwanted blood vessel from the test image. Later, the traditional
morphological operation is implemented to obtain a smooth retinal optic as pre-
sented in Fig. 2c. Finally, the ACS scheme is implemented to mine the optic disc
illustrated in Fig. 2d. The extracted optic disc depicted in Fig. 2e is then validated
against the ground truth shown in Fig. 2f. For RIM-ONE dataset, each image has
five ground truths offered by the experts. and the extracted optic disc should be
individually evaluated with each ground truth.

Tables 1 and 2 present the image similarity measure values and statistical
parameters for the considered test image depicted in Fig. 2a. Table 1 presents the
details, such as Jaccard, Dice, FP, FN, optic disc (OD) pixels, and GT pixels.
Similarly, Table 2 shows the values of precision, sensitivity, specificity, and
accuracy for all the five ground truths, and the average values confirm that the

Table 1 Image similarity values of the deep test image

GT Jaccard Dice FP FN OD pixels GT pixels
GT1 0.8424 0.9144 0.1581 0.0244 20,921 18,454
GT2 0.8797 0.9360 0.0348 0.0897 22,135
GT3 0.8996 0.9471 0.0491 0.0562 21,071
GT4 0.8856 0.9393 0.0902 0.0345 19,817
GT5 0.8207 0.9015 0.2058 0.0105 17,502
Avg 0.8656 0.9277 0.1076 0.0431 20,921 19,796
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Table 2 Image statistical GT Precision Sensitivity Specificity Accuracy

?‘Hf’;;‘res of the deep test GTI 09920  |09295 0.9808 0.9548
GT2 |0.9620 0.9779 0.9243 0.9507
GT3 |0.9791 0.9714 0.9561 0.9637
GT4 |0.9875 0.9529 0.9721 0.9624
GT5 |0.9971 0.9158 0.9926 0.9534
Avg 0.9835 0.9495 0.9652 0.9570

proposed approach is efficient in offering better segmented optic disc with improved
quality parameters.

Similar procedure is implemented for all the test images existing in the
RIM-ONE database, such as normal, early, moderate, and OHT, and its results are
presented in Table 3. This table shows the sample of the test image picked from the
normal, early, moderate, and OHT dataset and the corresponding preprocessed and
post-processed output.

Table 4 depicts the average value of the optic disc similarity measures for the
entire test database with the ground truths. From this table, it can be noted that
average Jaccard is greater than 83.74%, and the Dice coefficient is higher than

Table 3 Sample results from the test image dataset

Test image Segmented image Morphology Optic disc
Normal -
- L
Moderate -
.
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Table 4 Average similarity Image Jaccard Dice FP FN
measures for the test dataset = 0.8814 09506 | 0.0277 | 0.0629
Normal 0.8374 09383  |0.0149 | 0.0433
Early 0.8614  |09528  |0.0164 | 0.0385
Moderate | 0.8572  |0.9473 | 0.0182 | 0.0398
OHT 0.8395 09366 | 0.0178 | 0.0305
Table 5 Average statistical — 1py0e Precision | Sensitivity | Specificity | Accuracy
measures for the fest dataset  “ 09893 09604 09875 | 0.9733
Normal | 09816 | 0.9632 0.9843 0.9728
Early 09874 |09544 | 0.9856 0.9761
Moderate |0.9959 | 0.9285 0.9972 0.9829
OHT 09927  |0.9317 0.9868 0.9808

93.66%. Similarly, FP and FN ratios are completely negligible. This table also
confirms that the OD and GT pixels are nearly identical. Other major measures
known as the statistical parameters are given in Table 5. This table confirms that the
precision, sensitivity, specificity, and accuracy are greater than 98.18, 92.85, 98.43,
and 97.28%, respectively. From these results, it is confirmed that proposed heuristic
algorithm-based approach is efficient in extracting the optic disc, which is similar to
the ground truths offered by the experts.

Normally, the medical field requires a substantial amount of computer assisted
signal and image processing techniques in the clinical level. The usage of modern
procedures is always desirable to have a clear analysis of the disease in its pre-
mature stage. From this article, it can be confirmed that the proposed heuristic
algorithm-based tool is capable of mining the disc in RGB retinal image. In future,
this methodology can be implemented to analyze the clinical RGB retinal images.

4 Conclusion

In this work, a computer supported scheme is discussed to extract and analyze the
optic disc of the RGB retinal image database. This work implements a novel
technique by integrating the heuristic multi-thresholding and active contour seg-
mentation. During the experimental work, entire RIM-ONE database is considered.
The optic disc region is extracted from the entire dataset categorized as normal,
early, moderate, deep, and OHT, later confirmed with ground truths supplied by
expert members. Result also verifies that picture resemblance measures and sta-
tistical parameters are superior.
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Segmentation of Tumor from Brain MRI M)
Using Fuzzy Entropy and Distance oy
Regularised Level Set

I. Thivya Roopini, M. Vasanthi, V. Rajinikanth, M. Rekha
and M. Sangeetha

Abstract Image processing is needed in medical discipline for variety of disease
assessments. In this work, Firefly Algorithm (FA)-assisted approach is implemented
to extract tumor from brain magnetic resonance image (MRI). MRI is a clinically
proven procedure to record and analyze the suspicious regions of vital body parts.
The proposed approach is implemented by integrating the fuzzy entropy and
Distance Regularized Level Set (DRLS) to mine tumor region from axial, sagittal,
and coronal views’ brain MRI dataset. The proposed approach is a three-step pro-
cedure, such as skull stripping, FA-assisted fuzzy entropy-based multi-thresholding,
and DRLS-based segmentation. After extracting the tumor region, the size of the
tumor mass is examined using the 2D Minkowski distance measures, such as area,
area density, perimeter, and perimeter density. Further, the vital features from the
segmented tumor are extracted using GLCM and Haar wavelet transform. Proposed
approach shows an agreeable result in extraction and analysis of brain tumor of
chosen MRI dataset.

Keywords Brain MRI - Firefly - Fuzzy entropy «- DRLS - Feature extraction

1 Introduction

In recent years, image processing procedures are widely adopted in medical field to
identify, analyze, and treatment planning for a variety of diseases. Among them,
cancer is one of threatening disease in human community and requires the image/
signal processing procedure at the initial stage to recognize, to classify, and to plan
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the appropriate treatment process to control and cure the disease [1, 2]. From the
literature, it can be observed that a number of image processing techniques are
proposed by the researchers to investigate the cancer with the help of clinical
images [3].

Even though classical image processing methods are available, heuristic
algorithm-based approaches are widely implemented due to its simplicity and
adaptability [4, 5]. The literature also offers a significant application of heuristic
algorithm-based image processing schemes on the grayscale and RGB images [6—12].
From these studies, one can survey that heuristic and traditional approach-based
image processing scheme will provide better result.

In this paper, an automated tool is proposed and implemented to examine the
tumor section from the brain MRI dataset. In order to improve the accuracy,
integration of the heuristic multi-thresholding and traditional segmentation proce-
dure is considered.

In this work, firefly algorithm (FA)-assisted fuzzy entropy (FE)-based
multi-level thresholding and the distance regularized level set (DRLS)-based seg-
mentation are implemented to mine the tumor core from the brain MRI dataset.

To justify the superiority of the proposed approach, the extracted tumor core is
examined using the 2D Minkowski distance measures [13], and the vital image
features are also extracted using GLCM and Haar wavelet transform [14, 15]. The
proposed approach is tested on various shaped brain MRI, such as axial, sagittal,
and coronal views, and the results are recorded. This study confirms that proposed
approach is efficient in extracting the tumor core from the brain MRI dataset irre-
spective of its view.

2 Methodology

This section presents the methodologies and its implementation to complete the
assigned task.

2.1 Skull Elimination

Skull stripping is the chief process in brain image segmentation. It is essential to
eliminate the skull and the related area from brain MRI for quantitative analysis. In
this paper, it is performed using an image filter which separated the skull and the
rest of the image sections by masking the pixels based on its intensity levels. In
brain MRI, the skull/bone section will have the maximum threshold value
(threshold > 200) with respect to other brain sections. The image filter will separate
the brain section based on a chosen threshold value. Then by employing the solidity
property, the skull is stripped from the test image [16].
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2.2 Firefly Algorithm

FA was firstly discussed by Yang [17, 18]. In FA, blinking lighting patterns
spawned by fireflies are modeled by means of an appropriate arithmetical equation.
Here, FA proposed in [8, 10] is adopted.

Modernized location in the search universe is expressed as;

Xt = Xl»’+ﬁoe—”di2/(X; — X!)+ o - sign(rand — 1/2) G A - |s|*/? (1)

where X! *! is modernized location of ith firefly, X! is early location of ith firefly,
ﬁoefyd‘izf (X; — X]) is appeal among fireflies, A is a arbitrary term, 8 is the spatial
supporter, o is sequential supporter, and I'(f) is Gamma utility. In this paper, FA
values are allocated as follows: search dimension, D = T; strength of firefly is
preferred as 30, iteration number is fixed as 1200, and terminating measure is the
maximal f{T).

The FA execution is as follows:

START;
Assign necessary values, such as D, f{T);
Create preliminary locality for agents based on x; (i = 1, 2, ... n)
Decide strength of ith agent related to ith f{T) cost
If Current iteration < Max iteration;
Fori=12,...,n
Forj=12, ..., m
If illumination is j > i,
Estimate Cartesian space & shift i on the way to j;
End if;
Replicate previous procedure till Current iteration = Max iteration;
Compute illumination and modernize agent locations;
End for j,
End for i,
Arrange agents in downhill form with respect to its rank and provide solution;
End if;
Register f{T) and T.
STOP;

2.3 Fuzzy-Tsallis Entropy

In recent years, entropy-assisted methods are largely considered by the researchers
for image processing applications [9, 19]. Tsallis function is one of the widely
considered entropy for image multi-thresholding. In this paper, recently discovered
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hybrid procedure known as the fuzzy-Tsallis entropy is adopted [20-22].
A well-known trapezoidal membership function is chosen to guess the membership
of n segmented sections uy, s, ..., 4y, With the help of (n — 1) thresholds. The
partisanship factor has “2 x (n — 1)” unidentified parameters, specifically ay, c;...
a,—1, ch—1 Where 0 < a; < ¢; < - < a,-1 < ¢,-1 < L— 1. The optimal
threshold for the test image is then discovered with the help of the FA.

Finally, (n — 1) levels of thresholds are discovered using the fuzzy parameters as
follows:

(a1 +c1) (ar +¢2) (ap—1+cn)
H = t = ey = 2
1 2 5 12 2 ) ) 1 ) ( )

2.4 Distance Regularized Level Set

In image segmentation applications, level set approaches have been largely con-
sidered to mine vital supporting data from test picture. This paper implements the
current edition of level set approach known as the Distance Regularized Level Set
(DRLS) technique to extract tumor region from the brain MRI dataset [23].

This is scientifically represented as:

OC(s,t
Considering the curve growthis = éj’ ) =FN (3)

where C—the curve vector consisting the spatial (s) and temporal () parameters,
F—the haste variable, and N—the deepest standard vector to the curve
C. Additional information regarding the DRLS can be found in [24].

2.5 Performance Assessment

In brain-related disease examination, to plan the preface treatment procedure, it is
important to evaluate the dimension and orientation of the tumor mass. The volume
of the mass is then checked using the two-dimensional (2D) Minkowski distance
measures available in the literature [13]. Additionally, the tumor area and statistical
properties are also computed using the gray-level co-occurrence matrix (GLCM)
and Haar wavelet transform existing in the literature [14, 15]. These statistical
features can be considered to train and check the computerized classifier systems in
future.
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3 Result and Discussion

This division shows the experimental results of implemented work. In this study
considers 256 x 256-sized brain MR images, such as axial (A), sagittal (S), and
coronal (C) views recorded with the flair and T2 modalities and are obtained from
Cerebrix and Brainix datasets [25].

Initially, the skull region from the test image is removed using the image
filter discussed in Sect. 2. Then, FA-assisted fuzzy-Tsallis entropy-based
multi-thresholding process is implemented on the test data in order to group sim-
ilar pixels. After the thresholding, the DRLS procedure is then applied to mine the
tumor section from threshold picture. Finally, the extracted tumor core is analyzed
using the 2D Minkowski measures and GLCM features. All the experimental work
is implemented using MATLAB 2012 software.

Figure 1 depicts chosen test image (axial) and its results. Figure la presents a
flair modality test image, Fig. 1b, c¢ depicts the outcome of the skull stripping
operation, Fig. 1d illustrates the result of the FA and fuzzy-Tsallis tri-level
thresholding process, and Fig. le, f shows the DRLS segmentation and extracted
tumor region.

(a)Axial image (b)Skull (c)Skull stripped
image

(d)Threshold (e)Segmentation () Tumor core

Fig. 1 Result obtained for flair modality axial brain MRI
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Table 1 T2 modality-based test images

Skull
Test image stripped Threshold Tumor core
image
=
=]
: '
3
@]
: .
5
Q
1%

Similar image processing technique is applied for the other pictures depicted in
Table 1. Here, T2 modality-based sagittal (slice numbers 8, 12, and 16) and coronal
(slice numbers 10, 14, and 16) brain MRI is presented. Compared to the axial view,
the skull region existing in these images is complex, and more care should be taken
while implementing the skull removal procedure. From this table, one can observe
that proposed approach efficiently removes the skull section without troubling the
soft brain region. This table also presents the thresholding result and the extracted
tumor region.

After extracting the possible tumor core, the dimension and its orientation in the
brain MRI are computed using the Minkowski and GLCM function and its
equivalent results are shown in Tables 2 and 3, respectively. In future, these results
can be used to develop an automated classification tool, which classifies the tumor
as malignant and benign, which will help medical expert to plan the brain tumor
treatment process.
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Table 2 2D Minkowski features

Image Area Area density Perimeter Perimeter density
A 2038 0.0277 205.26 0.0207
C 2046 0.0283 217.11 0.0219
2814 0.0316 261.36 0.0322
1174 0.0110 184.52 0.0189
S 2618 0.0297 236.19 0.0318
1847 0.0191 175.39 0.0181
1022 0.0153 142.18 0.0126

Table 3 GLCM features

Image Area Major axis Minor axis Eccentricity Equiv. diameter
A 1017 42.2842 35.2246 0.3028 31.3927
C 994 27.1947 22.2975 0.2294 29.0045
1302 42.8119 33.0486 0.3347 35.3065
847 20.0663 14.7468 0.1955 23.0925
S 1084 42.3357 34.8254 0.3005 31.0528
948 25.5822 17.5217 0.1865 22.0477
879 19.0475 15.3947 0.1692 19.0036

4 Conclusion

This paper proposes an automated scheme to extract and analyze the abnormal
section from the brain MRI dataset. This procedure implements a heuristic algo-
rithm and fuzzy-Tsallis entropy-based procedure to enhance the tumor section and
the level set-based approach to extract the tumor core. To exhibit the superiority of
the proposed procedure, various brain MRI views, such as axial, sagittal, and
coronal views recorded with the flair and T2 modalities, are considered. The
experimental result demonstrates that proposed approach is very efficient in
extracting the tumor core from the chosen brain MRI dataset. In order to support the
automatic classification, well-known dimensional analyses, such as Minkowski and
GLCM function are also implemented. In future, the efficiency of the proposed
approach can be tested using the real-time clinical brain MRI dataset.
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Effect of Denoising on Vectorized M)
Convolutional Neural Network e
for Hyperspectral Image Classification

K. Deepa Merlin Dixon, V. Sowmya and K. P. Soman

Abstract The remotely sensed high-dimensional hyperspectral imagery is a single
capture of a scene at different spectral wavelengths. Since it contains an enormous
amount of information, it has multiple areas of application in the field of remote
sensing, forensic, biomedical, etc. Hyperspectral images are very prone to noise due
to atmospheric effects and instrumental errors. In the past, the bands which were
affected by noise were discarded before further processing such as classification.
Therefore, along with the noise the relevant features present in the hyperspectral
image are lost. To avoid this, researchers developed many denoising techniques.
The goal of denoising technique is to remove the noise effectively while preserving
the important features. Recently, the convolutional neural network (CNN) serves as
a benchmark on vision-related task. Hence, hyperspectral images can be classified
using CNN. The data is fed to the network as pixel vectors thus called Vectorized
Convolutional Neural Network (VCNN). The objective of this work is to analyze
the effect of denoising on VCNN. Here, VCNN functions as the classifier. For the
purpose of comparison and to analyze the effect of denoising on VCNN, the net-
work is trained with raw data (without denoising) and denoised data using tech-
niques such as Total Variation (TV), Wavelet, and Least Square. The performance
of the classifier is evaluated by analyzing its precision, recall, and F1-score. Also,
comparison based on classwise accuracies and average accuracies for all the
methods has been performed. From the comparative classification result, it is
observed that Least Square denoising performs well on VCNN.
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Keywords Least square denoising - Total variation-based denoising
Wavelet denoising - Vectorized convolutional neural network - Hyperspectral
image classification

1 Introduction

Hyperspectral remote sensing acquires images of earth surface in narrow and
continuous spectral bands in the electromagnetic spectrum. The high-dimensional
hyperspectral images contain enormous amount of spectral, spatial, and radiometric
information stored in hundreds of bands. The abundant information in hyperspectral
images attracted researchers to use it in multiple areas of application such as, in the
field of remote sensing, environmental monitors, military surveillance, soil type
analysis. [1]. While capturing the hyperspectral image (HSI), it is inevitably cor-
rupted with noise due to stochastic error, dark current, and thermal electronics [1].
The presence of noise in HSI will degrade the performance of previously listed
applications. Hence, HSI denoising is an important preprocessing step before any
further processing such as classification.

HSI classification is one of the major areas of research in the field of remote
sensing [2]. The commonly used classifiers for HSI classification are
probability-based multinominal logistic regression (MLR), support vector machine
(SVM), minimum spanning forest (MSF) etc. [2]. Recently, deep learning-based
methods achieve benchmark results in many fields [3, 4]. In deep learning, the
convolutional neural network (CNN) gives better classification rate on vision-related
tasks [3, 5]. CNNs are biologically inspired deep learning models that use a neural
network trained from raw image pixel values to classifier outputs [3]. Hence, CNNs
can be used for HSI classification [6, 7]. In this work, the 3D hyperspectral data is
converted to 2D for the ease of handling the data. The data is fed to the network as
pixel vector, thus called Vectorized Convolutional Neural Network (VCNN).

The aim of this work is to determine the effect of denoising on VCNN. For
analyzing the effect of denoising on VCNN, the network is trained with raw data
(without denoising) and denoised data. In this paper, three different denoising
techniques are utilized such as Least Square denoising [8], Total Variation-based
denoising [8], and Wavelet denoising [8].

This paper explains the classification of hyperspectral images using VCNN in
Sect. 2, and a detail explanation of the experimental procedure is given in Sect. 3.
Sections 4 and 5 describe the dataset and experimental results and analysis.
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2 VCNN for Hyperspectral Image Classification

The 3D hyperspectral data (m x n x b) with hundreds of spectral bands can be
illustrated as 2D curves (1D array) [3]. In this work, CNN is used for the purpose of
classification. CNN is a feed-forward neural network which is very similar to
ordinary neural network. A typical CNN contains varying number of convolutional
layers followed by a maxpooling layer and finally connected to a fully or partially
connected layer. The number of layers and number of filters decide the performance
of these networks. The number of layers and number of filters will vary depending
on the data. The computation required will increase by increasing the number of
layers and filters. Therefore, while designing the network, compact designs are to be
selected. In this work, the HSI data is fed to the network as pixel vectors, hence
called Vectorized Convolutional Neural Network (VCNN).

2.1 Architecture of VCNN for HSI Classification

The architecture VCNN is shown in Fig. 1. The network consists of five layers: an
input layer (L1), a convolutional layer (C1), a maxpooling layer (P1), a fully
connected layer (F1), and an output layer (L2). The trainable parameters in this
network are the weights and biases in each layer [1]. All the trainable parameters of
the VCNN are experimentally fixed. In the hyperspectral image, there are 16 dif-
ferent pixel samples and each pixel sample can be represented as a 2D image whose
height is equal to 1 [3]. The size of input layer is (1 x nl), where n1 is the number
of bands. Followed by the input layer, there is a convolutional layer (C1) which
filters the input data with 20 kernels of size (k1 x 1). The layer C1 contains
(20 x 1 x n2) nodes where n2 = ((nl — kl/s) + 1). Here ‘s’ represents the stride
and it is equal to one. There are (20 x (k1 + 1)) trainable parameters between the
layer L1 and C1. The layer next to the layer C1 is a maxpooling layer (P1) with
kernels of size (1 x k2). This layer P1 contains (20 x 1 x n3) number of nodes
where n3 = n2/k2. The outputs of the layer P1 are fed to the fully connected layer
(F1). It has n4 number of nodes and (20 x n3 + 1) X n4 number of trainable
parameters. The output layer (L2) contains n5 number of nodes with (n4 + 1) x n5
number of trainable parameters. So the VCNN have a total of 20 x (k1 + 1) +
(20 x n3 + 1) x n4 + (n4 + 1) x n5 number of trainable parameters.

3 Experimental Procedure

The proposed work is used to analyze the effect of denoising on VCNN for HSI
classification. The network is trained with raw hyperspectral data and with denoised
hyperspectral data. The denoising techniques used in this work are Total Variation
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Fig. 1 Architecture of VCNN

(TV) [9], Wavelet [10, 11], and Least Square (LS) [8]. The neural network acts as a
classifier. Similar networks were already evaluated for classification without per-
forming denoising [3]. The experiment is performed on the subset of Indian pines
dataset. The details of the selected classes are given in Table 1. The flow of the
proposed method is shown in Fig. 2. In this method, the VCNN is trained for both
raw hyperspectral data and denoised hyperspectral data. Each band of HSI image is
vectorized to form a 2D image of size (b x mn) where b is the number of bands,
and m and n are the number of rows and columns present in each band. The
pixelwise classification of HSI is done using the ground truth. Each pixel is nor-
malized in the range of [—1, +1] before giving to the VCNN. The input is given to
the VCNN as pixel vectors. For training the VCNN, 80% of data from each class is
selected randomly and the rest 20% is used for testing the network.

In detail, the first convolutional layer of VCNN was implemented with a 1D
filter. The neural network is expected to learn these filter weights over the training
process such that they extract essential features from the signal which are capable of
distinguishing between the different hyperspectral data. The rectified linear acti-
vation function was chosen as the activation function for the convolutional layers.
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Fig. 2 Flow of work for analyzing the effect of denoising on VCNN

Further, the information extracted from these features are used to predict the label
corresponding to the data point by adjusting the weights and biases across the next
maxpooling layer and fully connected layers; the first is implemented with a rec-
tified linear activation function and the second with a softmax function for acti-
vation. The error function for backpropagation was chosen as the difference
between the predicted and original class labels. The optimization function was
solved using the Gradient descent method. Further drop out was done during
training to avoid overfitting. The whole network was implemented and tested on the
tensorflow framework [12].

4 Dataset Description

The commonly used standard hyperspectral dataset Indian pines are used in this
work [2]. The data used in the experiment consists of 220 spectral bands with
145 x 145 pixels. It has spectral and spatial resolution of 10 and 20 nm, respec-
tively. The ground truth includes 16 classes. The dataset that is used for this project
is a subset of Indian pines containing eight classes. The details of the selected
classes are given in Table 1.
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5 Experimental Results and Analysis

The hyperspectral data which is very prone to noise is denoised using techniques
such as TV, Wavelet, and LS denoising. The signal-to-noise ratio (SNR) values for
each denoising techniques is measured and recorded for analyzing the amount of
removal of noise from the signal or image [8]. The LS denoising gives a high SNR
when compared to other denoising techniques [8]. Then the effect of denoising on
VCNN is analyzed using the methods given below.

For the VCNN network, nl and n5 are the input spectral channel size and
number of output classes, respectively. Here k1 = 24, n2 = 197, n3 = 197, k2 = 5.
The nodes in the fully connected layer n4 are fixed as 100 [3].

5.1 Classification Accuracy

The classification accuracy obtained for Indian pines dataset on VCNN is measured
using ground truth provided along with the data. The classification accuracy is
measured and recorded before applying denoising and after performing different
denoising techniques. The classwise accuracy and average accuracy can be inter-
preted as in Egs. (1) and (2).

No. of pixels which are correctly classified in each class

1
Total no of pixels in each class x 100

()

classwise accuracy, CA =

> ey CAc

n

Average Accuracy, AA = (2)
where CAc is the classwise accuracy of cth class and # is the total number of classes
in the hyperspectral image. The classification accuracy obtained for different
denoising techniques is given in Table 2. From Table 2, it is observed that Least
Square denoising gives higher average accuracy than other denoising techniques.
Classification accuracy obtained for Indian pines dataset before and after applying
Least Square denoising is 85 and 90%, respectively. For TV and Wavelet
denoising, the classification accuracy obtained is 87 and 88%, respectively. From
the comparative classification result, it is observed that Least Square denoising
performs better on VCNN when compared with the existing denoising techniques.

The classifier (VCNN) performance on various denoising techniques is evalu-
ated by taking its precision, recall, and Fl-score. The detailed classification report
for all the cases is given in Tables 3, 4, and 5. On comparing Tables 3, 4, and 5, it is
observed that LS denoising performs better on VCNN. The precision [13], recall
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Table 2 Classwise accuracy (%) for raw data and denoised hyperspectral data
Class Raw data TV Wavelet LS
CN 89 95 91 93
CM 78 85 91 92
GP 84 89 87 88
HW 88 95 91 89
SN 79 91 86 92
SM 85 79 85 90
SC 83 82 85 87
WD 91 87 91 91
Average accuracy (%) 85 87 88 90
The highest average accuracy value is marked as bold
Table 3 Precision of the classifier obtained for raw data, TV denoised, Wavelet, and LS
Data Class Average
CN CM GP HW SN SM SC WD
Raw data 0.68 0.89 0.93 0.97 0.89 0.83 0.88 0.97 0.88
vV 0.65 0.88 0.90 1.00 0.89 0.98 0.94 0.99 0.90
Wavelet 0.69 0.89 0.93 0.98 0.88 0.95 0.86 0.99 0.90
LS 0.74 0.93 0.96 1.00 0.91 0.94 0.94 0.98 0.92
The highest average accuracy value is marked as bold
Table 4 Recall of the classifier obtained for raw data, TV denoised, Wavelet, and LS data
Class Average
CN CM GP HW SN SM SC WD
Raw data | 0.89 0.78 0.84 0.88 0.79 0.85 0.83 0.91 0.85
TV 0.95 0.85 0.89 0.95 0.91 0.79 0.82 0.87 0.87
Wavelet 0.91 0.91 0.87 0.91 0.86 0.85 0.85 0.91 0.88
LS 0.93 0.92 0.88 0.89 0.92 0.90 0.87 0.91 0.90
The highest average accuracy value is marked as bold
Table 5 Fl-score of the classifier obtained for raw data, TV denoised, Wavelet, and LS
Data Class Average
CN CM GP HW SN SM SC WD
Raw data | 0.77 0.83 0.88 0.92 0.83 0.84 0.85 0.94 0.85
TV 0.77 0.86 0.89 0.97 0.90 0.87 0.88 0.92 0.88
Wavelet 0.79 0.90 0.90 0.94 0.87 0.90 0.86 0.95 0.88
LS 0.82 0.92 0.91 0.94 0.92 0.92 0.90 0.95 0.91

The highest average accuracy value is marked as bold
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[13], and Fl-score [13] of LS denoised hyperspectral data on VCNN are slightly
higher when compared to existing denoising methods.

6 Conclusion

In this paper, the effect of denoising on VCNN is analyzed. The experiment is
carried out on the subset of Indian pines dataset, the effectiveness of the technique is
proposed based on the accuracy measurement parameters like the classwise accu-
racy, average accuracy, and the performance of the classifier is evaluated on the
basis of precision, recall, and F1-score. From the experimental results obtained, it is
evident that preprocessing of the hyperspectral image with Least Square denoising
performs well on VCNN by providing good classification rate when compared to
other denoising techniques such as TV and Wavelet.
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Classification of fNIRS Signals )
for Decoding Right- and Left-Arm sy
Movement Execution Using SVM

for BCI Applications

A. Janani and M. Sasikala

Abstract Brain—computer interface-based systems help people who are incapable
of interacting with the external environment using their peripheral nervous system.
BCIs allow users to communicate purely based on their mental processes alone.
Signals such as fNIRS corresponding to the imagination of various limb movements
can be acquired noninvasively from the brain and translated into commands that can
control an effector without using the muscles. The present study aims at classifying
Right-Arm and Left-Arm movement combination using SVM. The study also aims
at analyzing the efficacy of two different features, namely average signal amplitude
and the difference between the average signal amplitudes of AHbO and AHbR on
the accuracies obtained. The combination of these two features is also explored.
The results of the study indicate that chosen features yield average accuracies
between 70 and 76.67% calculated for all the subjects. The difference of mean
amplitudes of AHbO and AHbR is investigated as one of the features for
fNIRS-BCI application, and it yields an average accuracy of 70%. It indicates the
possibility of using this feature for evaluating the binary BCI system for practical
communication use. Two-feature combination improved the average accuracy value
from 70 to 76.67%. The results obtained from the study suggest that distinct pat-
terns of hemodynamic response arising out of Right-Arm and Left-Arm movements
can be exploited for the development of BCI which are best described by the
features used in the present study.
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1 Introduction

A brain—computer interface (BCI) system offers motor-disabled people a new lease
of life by enabling them to communicate with the outside world purely based on
their thought processes. It bypasses the peripheral nervous system and the muscles,
which are non-functional in people who are suffering from motor neuron diseases.
BCI systems are also used as a means for restoration of motor functions in the form
of a neuro-prosthesis to help motor-disabled people to perform simple tasks [1].
There have been several modalities such as EEG, MEG, fMRI which are attractive
for BCI applications for their ability to measure the brain signal noninvasively.
Functional near-infrared spectroscopy (fNIRS) method can be used for BCI
applications for its many advantages. fNIRS is beneficial over the other modalities
for BCI application because of its easiness to use, portability, safety, low noise, and
no susceptibility to electrical noise. The feasibility of using fNIRS for BCI appli-
cation was first reported in [2]. fNIRS measures hemodynamic changes in the
cerebral cortical tissue of the brain. The principle of NIRS uses two chromophores,
namely oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (HbR) that
are sensitive to two different wavelengths in the near-infrared range, 700-1000 nm,
known as “optical window” in which the biological tissue is partially transparent to
light. The light absorption by water molecules and hemoglobin is relatively less in
the optical window compared to other wavelength ranges. Hence, it is possible to
detect the light traversed through the brain tissue using pairs of optical source and
detector placed on the scalp [3]. The relative changes in the concentration of
oxygenated hemoglobin and deoxygenated hemoglobin signify the neuronal acti-
vation relevant to the action being performed.

The viability to develop a two-class NIRS-based BCI system has been studied in
[4, 5]. Extraction of meaningful features from the signal is important to discriminate
the brain activities corresponding to different movements to develop a BCI system.
The commonly used features in fNIRS-based BCI studies so far have been the mean
values of hemoglobin concentration [4, 6-8], signal slope [5, 8], variance [7]. Apart
from extracting the mean values of hemoglobin concentration from the fNIRS
signal, the difference of mean amplitudes of AHbO and AHDBR is also investigated
as one of the possible features to classify Right-Arm and Left-Arm movements in
this study.

The objective of the present study is to classify Right-Arm and Left-Arm
movement combination using SVM classifier. Two different features have been
extracted, namely average signal amplitude and the difference between the average
signal amplitudes of AHbO and AHbR from the fNIRS signal, and their individual
effects on the classification accuracies obtained have been analyzed. The combi-
nation of both the features of fNIRS signals has also been analyzed across all the
subjects.
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2 Methodology

2.1 [fNIRS Data Collection and Participants

Three NIRS datasets are chosen from a study of hybrid EEG-fNIRS in an asyn-
chronous SMR-based BCI involving healthy subjects [6]. The dataset consists of
trials lasting 12 s each. The experiment consisted of four movement executions
(Right-Arm raising, Left-Arm raising, right-hand gripping, and left-hand gripping).
Out of which, Right-Arm raising and Left-Arm raising movements are considered
for the study. The subjects were instructed to rest for the initial 6 s and to perform
the task for the following 6 s. The datasets were obtained using an NIRScout 8—-16
system (NIRx Medizintechnik GmbH, Germany) equipped with 12 sources and 12
detectors combined in 34 channels of acquisition. The sources and detectors placed
maximum at 3.4 cm from each other were distributed evenly on the motor cortex,
the sampling frequency being 10.42 Hz, and the wavelengths used were 760 and
850 nm. The system and the experimental protocol are described in [6]. Six
channels evenly placed around C3 and C4 according to 10-20 international system
on the left and right motor cortex are chosen for the purpose of analysis.

2.2 Data Processing

fNIRS raw signals are offset corrected to have zero mean. This step is done to
remove very low-frequency signal artifacts and drift [9]. The light attenuation
representing optical density (OD) values of both the wavelengths is baseline
compensated by subtracting the mean value of the initial rest period from the signal.
For all the subjects, the OD values at 760 and 850 nm are converted into changes in
concentration of deoxygenated hemoglobin (AHbR) and oxygenated hemoglobin
(AHDbO), respectively, by using modified Beer—Lambert law with the help of the
following equation [10].

~1
- —1 [SHbRil EHbOI, ]

EHDbR), €HDOX,

AHbR
AHbO

AOD(AI, )ul)/DPF(il)

Differential pathlength factor of 760 nm (DPF (1) = 7.15),
Differential pathlength factor of 850 nm (DPF (4,) = 5.98).

Extinction coefficient (g) describes how strongly a chromophore absorbs light at
a particular wavelength and is separately given for HbR and HbO. For HbR,
€ values are 0.7861/1.6745 (higher/lower wavelength) and similarly for HbO are
1.1596/0.6096 (higher/lower wavelength). The concentration changes of HbR and
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HbO contain high frequency as well as low-frequency noise corresponding to
cardiac interference and respiration. The signals are filtered using a fourth-order IIR
Butterworth band-pass filter with cut-off frequencies of 0.01-0.2 Hz in order to
remove noise associated with unwanted physiological oscillations and
high-frequency instrument noise.

2.3 Feature Extraction

Two different features are extracted, namely average signal amplitude of AHbO and
difference between the average signal amplitudes of AHbO and AHbR from the
fNIRS signal. The difference between the average signal amplitudes of AHbO and
AHDBR is analyzed for its efficacy for fNIRS-BCI applications in this study. The
combination of both of these features is also used for classification. These features
are calculated across the six channels evenly placed around C3 and C4. Features are
extracted over the time interval of 6-12 s after stimulation onset for all the subjects
and for both the tasks. Scaling is performed before classification. This step is done
to standardize the range of independent features of the data. Nonscaled data tend to
over-fitting that negatively impacts the classifier model to generalize. Scaling is
done using the following equation [10].

,  x—min(x)

)

~ max(x) — min(x)

where x’ represents the feature values rescaled between -1 and 1, x € R" are the
original values of the features, and max(x) and min(x) represent the largest and
smallest values, respectively.

2.4 Classification

SVM is used to classify Right-Arm and Left-Arm movement combination. The
classifier is trained on the extracted and scaled features. SVM is the most commonly
used classifier for fNIRS-BCI studies apart from LDA [8, 10, 11]. It is a supervised
learning algorithm that designs a decision function to optimally separate the data
into two classes. SVM is advantageous for online BCI applications as well for its
simplicity and lower computational requirements.

In this study, the linear kernel of the SVM algorithm is chosen. Here, 80% of the
total data are used for training and the remaining for testing. Classification accu-
racies are determined for the designed classifier model of Right-Arm and Left-Arm
movement combination. Classification accuracies indicate the number of times that
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the classifier model correctly predicts the class of the trials in the testing data.
Average accuracies are calculated across all the subjects for the feature types used
in the study.

3 Results

SVM classified Right-Arm and Left-Arm movement combination with average
accuracies ranging from 70 to 76.67% calculated for all the subjects. In the present
study, the difference of mean amplitudes of AHbO and AHbR is investigated as one
of the candidate features and it yields an average accuracy of 70% for the SVM
classifier. The average signal amplitude of AHbO feature of subject 3 yielded the
maximum accuracy of 90% for Right-Arm and Left-Arm binary classification. The
results obtained from the investigated feature show that the accuracy values are
consistent across the subjects. The requirement for a binary BCI system to be used
for practical communication purpose is to have an accuracy value greater than 70%
[12]. This target is achieved by the features used in the present study. The
two-feature combination of the average signal amplitude of AHbO and difference
between the average signal amplitudes of AHbO and AHbR is also analyzed, and it
shows improvement in the classification accuracies compared to their individual
accuracies. The accuracy results obtained from using different features of various
subjects are presented in Table 1. Figure 1 shows the averaged signal for
Right-Arm movement over C3 and C4 channels. It is observed that AHbO during
Right-Arm movement is more over C3 channel which is located on the contralateral
hemisphere. Similarly, AHbO during Right-Arm movement is less over C4 channel
which is ipsilateral to the movement performed. Since there are differential acti-
vations due to two different tasks over the chosen channels, there is a possibility to
discriminate the tasks with sensible accuracy that is shown in the obtained results.
Figure 2 shows the 2-D feature space of Right-Arm and Left-Arm movement tasks
for average signal amplitude and difference of mean amplitudes of AHbO and
AHDR. The accuracy values of SVM obtained from using different features of all
the subjects are plotted in Fig. 3. The improvement in the accuracy values when
both the features are combined is also shown.

Table 1 Classification accuracies by SVM for different features of fNIRS signal across all
subjects

Subjects Features
Average signal Difference in mean amplitudes Combination of
amplitude of AHbO of AHbO and AHbR both the features
1 60 70 80
2 70 70 60
3 90 70 90
Average 73.33% 70% 76.667%
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Fig. 1 Averaged signal over
the task period of 6 s for
Right-Arm movement over
C3 and C4 channels. The
dashed line indicates the end
of the task period
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Fig. 3 Classification accuracies SVM from different feature types for Right-Arm and Left-Arm
movement combination

4 Discussion

Different patterns of activation arise out of right and left limb movements that can
be classified by algorithms for the design of a binary BCI system. By using this
concept, the objective of the present study has been framed. The study has been
carried out on three subjects to classify Right-Arm and Left-Arm movement exe-
cution using SVM.
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This study also compares two features, namely average signal amplitude of
AHDO that is commonly used in fNIRS-BCI systems and the difference of mean
amplitudes of AHbO and AHbR that has been proposed. Right- and Left-Arm
movements are analyzed over C3 and C4 channels located on the primary motor
cortex. These channels are chosen as they are strongly associated with hand
movement [13]. The spatial patterns observed over the chosen channels on the
primary motor cortex are important for discrimination of the two different move-
ments. Figure 1 depicts the pattern exhibited by Right-Arm movement over C3 and
C4 channels. The proposed feature has shown betterment in the results when
combined with average signal amplitude of AHbO with an average accuracy of
76.67%. Hence, the results show that this two-feature combination can be used for
designing a binary fNIRS-BCI system. However, the classification accuracies dif-
fered from subject to subject. The trial-to-trial variability in the hemodynamic
signal and also the subject-to-subject differences could have contributed to the
variations in the accuracy values. Training could be provided for BCI users to
generate distinct brain signals related to tasks using neurofeedback that eventually
improves the accuracy values.

The present study involved few subjects that might also be the reason behind the
low accuracy values. A large number of subjects might improve the results.

Various other features could be extracted from the fNIRS signal, and their
combinations can be investigated to provide better classification accuracies. As a
part of further work, more advanced machine learning algorithms would be pon-
dered to provide solutions to three or more class BCI problems.

5 Conclusion

Distinct patterns of hemodynamic response arising out of different movements can
be exploited for the development of BCI which are best described by the features
used in the present study. Besides the common feature used in fNIRS-BCI studies
such as the mean of AHbO, the difference of mean amplitudes of AHbO and AHbR
is investigated for its potentiality to be used in fNIRS-BCI systems. It yields an
average accuracy of 70% for SVM classifier. The two-feature combination has also
been investigated, and it results in an improved accuracy value of 76.67%. The
results indicate the possibility of using the studied features for evaluating the
multi-class capability of the BCI system. The results obtained in this study
demonstrate that the chosen features when combined together can discriminate
fNIRS signals corresponding to Right- and Left-Arm movement tasks for the
development of a binary BCI system.
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Estimation of Texture Variation m)
in Malaria Diagnosis e

A. Vijayalakshmi, B. Rajesh Kanna and Shanthi Banukumar

Abstract Malaria parasite has been visually inspected from the Giemsa-stained
blood smear image using light microscope. The trained technicians are needed to
screen the malaria from the microscope; this manual inspection requires more time.
To reduce the problems in manual inspection, nowadays pathologist moves to the
digital image visual inspection. The computer-aided microscopic image examina-
tion will improve the consistency in detection, and even a semiskilled laboratory
technician can be employed for diagnosis. Most of the computer-aided malaria
parasite detection consists of four stages namely preprocessing of blood smear
images, segmentation of infected erythrocyte, extracting the features, detection of
parasite and classification of the parasites. Feature extraction is one of the vital
stages to detect and classify the parasite. To carry out feature extraction, geometric,
color, and texture-based features are extracted for identifying the infected ery-
throcyte. Among these clause of features, texture might be considered as a very fine
feature, and it provides the characteristics of smoothness over the region of interest
using the spatial distribution of intensity. The proposed work demonstrates the
merit of the texture feature in digital pathology which is prone to vary with respect
to change in image brightness. In microscope, brightness of the image could be
altered by iris aperture diameter and illumination intensity control knob. However,
the existing literature failed to mention the details about these illumination con-
trolling parameters. So the obtained texture feature may not be considered as dis-
tinct feature. In this paper, we conducted an experiment to bring out the deviation of
texture feature values by changing the brightness of the acquired image by varying
the intensity control knob.
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Keywords Malaria diagnosis - Image brightness - Gray-level co-occurrence
matrix - Digital pathology - Digital microscopy

1 Introduction and Background

Malaria is an infectious disease caused by Plasmodium parasite. There are four
types of parasites namely Plasmodium vivax, Plasmodium falciparum, Plasmodium
ovale, and Plasmodium malariae which cause malaria disease [1]. These parasites
invade human red blood cells, it passes through four stages of development life
cycle, and the stages are ring, trophozoite, schizont, and gametocytes. Symptoms of
the malaria disease can be identified from clinical examination followed by the
laboratory test to confirm the malaria affected victim. There are several laboratory
methods are available like microscopic examination of stained thin or thick blood
smear, quantitative buffy coat (QBC) test, rapid diagnosis test, and molecular
diagnosis methods [1]. WHO recommends microscopic examination of thin
Giemsa-stained blood smear as the gold standard for diagnosing malaria parasite
[1]. However, microscopic examination is a quite time-consuming task, laborious
process, and trained technicians are being employed to accurately detect the malaria
parasite. To supplement this cognitive task, research fraternity trusted digital image
processing approaches for efficient malaria diagnosis. Almost, all the image-based
malaria diagnoses follows four functional pipelines namely image acquisition,
image preprocessing, erythrocyte segmentation, feature extraction and classification
[2] as illustrated in Fig. 1.

1.1 Image Acquisition

It is the process of collecting malaria blood smear images from the digital camera
mounted on the microscope. The stained smears are observed from microscope with
the magnification of 100x objective lens. For computer-aided malaria parasite
detection, thick and thin blood smear images are used. Images obtained from thin
blood smear are used to identify the type of malaria and its severity stages [3],
whereas thick blood smear is used for quantifying the infected erythrocytes [4].
Though several dyes have been used to stain erythrocyte, popularly used dyes are
Giemsa and Leishman [5].

Image Image Erythrocyte Feature i
cilsitcn — Brepres e - Seg tation — Extraction —>» Classification

Fig. 1 Steps for malaria parasite detection and classification
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1.2 Preprocessing of Blood Smear Images

It is the process of removing the unnecessary details present in the acquired malaria
parasite image for better visualization and for further analysis. In the existing
literature, image filters like median [5], geometric mean [6], Gaussian [2], Laplacian
[71, wiener [8], low pass [9], SUSAN [10] were used to eliminate the noise. And to
enhance the contrast adaptive or local histogram equalization [11], dark stretching
[12], partial contrast stretching algorithm, and histogram matching [13] are used.
Most of the literature suggested Gray World Assumption could be the ideal choice,
because it is used to eliminate the variation in the brightness of the image [14].

1.3 Segmentation of Infected Erythrocyte

It is a process of isolating the red blood cell (erythrocyte) and eliminating the other
details such as white blood cell, platelet, and other artifacts from the preprocessed
image. The isolated segment may include infected and non-infected malaria para-
sites. Further, to discriminate the infected and non-infected erythrocytes, finer
segmentation techniques have been used. From the previous studies, we listed the
various segmentation techniques utilized for isolating erythrocytes. They are circle
Hough transform [15], Otsu threshold [8], pulse-coupled neural network [16],
rule-based algorithm [17], Chan-Vese algorithm [11], granulometry [10], edge
detection algorithm [18], Marker-controlled watershed algorithm, and normalized
cut algorithm [4, 5]. In most of the literature, watershed transformation algorithm
was used to segment the erythrocytes. Similarly to discriminate the infected ery-
throcytes, few techniques are used such as histogram threshold, moving k-means
clustering, fuzzy rule-based system, annular ring ratio method, Zack threshold, and
N-cut algorithm.

1.4 Extracting the Features

It is the important step to gather the insights from the erythrocytes. And it is a set of
process for deriving size, color, stippling, surface, and pigment features of the
infected erythrocyte for subsequent human interpretation to detect the infected
malaria parasite. From the segmented erythrocytes, we can extract the coarse-level
features like size and color. The size of infected region is being inferred from the
efficient image-based models and its area estimation technique [19, 20]. Area and
color are first-level eliminating features to differentiate the species in the malaria
parasite. It is a vital feature to differentiate the species in the malaria parasite. The
existing literature refers some morphological features, which are retrieved using Hu
moment [4], Chain code, Bending energy, Roundness ratio [21], Relative shape [22],
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Shape features [5, 6, 10, 14] and Area granulometry [23]. From the previous
literature, the features used to extract the intensity of the malaria images are his-
togram, color histogram, entropy, color channel intensity, and color autocorrelo-
gram. Among all, texture is a finer feature used by most of research fraternity to
discriminate infected and non-infected malaria. It provides the spatial distribution of
intensity over the region of interest and gives the quantitative evaluation of the
images. Some texture features like gray-level co-occurrence matrix (GLCM),
gray-level run-length matrix (GLRLM), gray-level size-zone matrix (GLSZM),
local binary pattern, flat texture, gradient texture, Laplacian texture, and wavelet
feature [6] has been used in previous studies.

1.5 Detection and Classification of the Parasites

It is the process of extracting the information about infected parasite and catego-
rizing its types. The various classification algorithms used in the literature are
Bayesian classifier [24], feedforward backpropagation neural network [4, 10, 21],
classification and regression tree [5], K-nearest neighbor classifier [9, 14, 16],
logistic regression [5], AdaBoost algorithm [25], Naive Bayes tree [26], support
vector machine [3, 6, 7, 9, 17], and multilayer perception network [5, 9].

2 Motivation and Challenges

In microscope, image brightness variation occurs due to the change in the magni-
fication, iris aperture diaphragm, and illumination intensity control knob. As per the
WHO standard, the magnification of the malaria blood smear is fixed to 100X
objective lens. Hence, the variation of the brightness can occur only because of the
manual adjustments of the iris aperture diaphragm and illumination intensity control
knob. Moreover, theory of the light microscope defines that brightness depends on
the amount of light passing through the condenser controlled via the iris aperture.
For low magnification factor (eg.10x), iris aperture is tuned to higher diameter,
inversely for the higher magnification, iris aperture is small. It gathers optimum
light so we will get bright images. But tuning the illumination intensity controller
only makes the variation of brightness in the image. We tried to observe the impact
of this brightness variation on the global texture feature.

Image texture provides information about the spatial arrangement of intensities
of an image. These texture features are used in the digital pathology to detect or
classify the malaria parasites. The characteristics of the texture features behave
differently for infected and non-infected erythrocyte regions. So the texture
descriptor plays an important role in identifying the malaria parasite. However,
when extracting the infected region texture properties, the nearest region property
also influences the texture feature [27]. These artifacts influence the definite
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variation in the texture feature metric. We observed that especially in image-based
malaria diagnosis, the previous computer-aided microscopic researches ignored to
incorporate this variation in their formulations. From this proposed work, we tried
to bring out the existence of non-uniformity in texture descriptor.

3 Experiment

In this session, we describe the experiment which has been conducted by the
authors. The purpose of this experiment is to identify the variation in texture values
of malaria blood smear images related to its brightness. Texture is one of the
important features to improve the sensitivity and specificity of image based malaria
detection techniques. We considered the global features of the image rather than
segmented erythrocyte. Here, we used Olympus CX21i bright field microscope to
view the malaria blood smear images. And Canon EOS1200D digital camera was
used to digitize the captured view of microscope. The blood smear is examined with
the total magnification of 10x in ocular lens and 100X in objective lens. The
procedure is divided into four steps namely smear collection, microscope setup,
focusing, and image acquisition with varied brightness, which have been explained
below.

3.1 Smear Collection

Giemsa staining primarily uses two solutions: eosin and methylene. Eosin helps to
change the parasite nucleus into red, and methylene will change the cytoplasm into
blue. WHO recommends Giemsa staining is the reliable method to detect the
malaria parasite for early case detection of malaria disease. Therefore, we have
collected few Giemsa-stained blood smears infected with P. falciparum- and
P. vivax from Tagore Medical College & Hospital, Chennai, India. The pathologist
works for Tagore Medical College & Hospital had labeled the infected regions in
the acquired image and these labeled samples were used to evaluate the efficiency
of the proposed experiment.

3.2 Microscope Setup

Before proceeding to the required microscopic adjustment, we need to properly
clean the microscope. For cleaning the ocular lens, objective lens, and condenser
lens, lens paper or clean cotton must be used. Raise the condenser knob to check the
amount of light the condenser gathers into microscopic stage. Then, adjust the iris
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diaphragm to control the amount of light passing through condenser. In order to
examine the slides with the magnification of 10x in ocular lens and 100X in
objective lens, we need to rotate the nose piece and fix it.

3.3 Focusing

To focus the specimen, we have to place the smear on the microscopic stage. Then,
add a drop of liquid paraffin on the stained region of the smear to increase the
resolving power of microscope. Now, move the microscopic stage in the upward
direction so as to make a contact on the liquid paraffin with the objective lens.
Ensure that the appropriate light has to pass through the stained region of the smear.

High Bright Medium Bright

Low Bright Low Dark

Medium Dark High Dark

Fig. 2 Microscopic image captured with various illuminations
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Adjust the coarse adjustment knob, and look through the ocular eyepiece until the
isolated erythrocyte gets visibility. Thereafter, tune the fine adjustment knob to
focus the clear details of the erythrocyte image.

3.4 Image Acquisition with Varied Brightness

After completing the above three steps, we need to alter the brightness for same
specimen with varied brightness in image acquisition. There are two ways to
change the brightness variations in microscope, either increase/decrease the diam-
eter of the iris aperture or adjusting the illumination intensity control (condenser)
knob. In existing practice of microscopy, the iris aperture diameter is always
inversely proportional to the magnification factor, since, we kept the objective lens
in 100x magnification oil immersion and fixed the diameter of the iris aperture as
constant throughout the experiment. We made the brightness variation only by
adjusting the illumination control knob to vary the light emitted from the light
source. In our experiment, the amount of light emitted from the light source could
be varied by allowing high illumination to capture high brightness image and low
illumination to high dark image and other images are captured in between these
illuminations with fixed intervals. Here, the high and low illuminated images are
labeled as High Bright (HB), High Dark (HD) images; the intermediate illuminated
images are labeled as Medium Bright (MB), Low Bright (LB), Low Dark (LD),
Medium Dark (MD) and are shown in Fig. 2.

4 Performance Analysis

In this analysis, we try to figure out the variation of texture descriptor value for the
same image with its six classes of brightness level as described in experiment
section. We derived GLCM for every image and estimated the global texture feature
like energy, contrast, and homogeneity from the constructed GLCM. The obtained
texture feature value indicates the measure of closeness of the distribution of
GLCM, the local intensity variation of GLCM, and uniformity of the image illu-
mination distribution.

It is observed from the previous literature, Gray World Assumption
(GWA) provides the efficient image preprocessing technique to nullify the bright-
ness and contrast variation in image-based malaria diagnosis. Hence, in this pro-
posed analysis, we once again extracted the aforementioned texture feature for the
earlier images (six classes) after preprocessing with GWA. However, we found that
there is no significant nullification of invariant texture feature after GWA prepro-
cessing. Figures 3, 4, and 5 show the evidence in persistence of variation in GLCM
global texture descriptor, even after employing GWA preprocessing.
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5 Conclusion

Though we have detected the variation of texture feature by varying the image
brightness, we are in the process of categorizing the texture features which are
sensitive and insensitive for malaria diagnosis. To normalize the variation of
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sensitive texture features, we are also in the process of formulating a model to
nullify the texture variance.
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Fusion of Panchromatic Image M)
with Low-Resolution Multispectral Images | “
Using Dynamic Mode Decomposition

V. Ankarao, V. Sowmya and K. P. Soman

Abstract Remote sensing applications, like classification, vegetation, environ-
mental changes, land use, land cover changes, need high spatial information along
with multispectral data. There are many existing methods for image fusion, but all
the methods are not able to provide the resultant without any deviations in the
image properties. This work concentrates on embedding the spatial information of
the panchromatic image onto spectral information of the multispectral image using
dynamic mode decomposition (DMD). In this work, we propose a method for
image fusion using dynamic mode decomposition (DMD) and weighted fusion rule.
Dynamic mode decomposition is a data-driven model and it is able to provide the
leading eigenvalues and eigenvectors. By separating the leading and lagging
eigenvalues, we are able to construct modes for the datasets. We have calculated the
fused coefficients by applying the weighted fusion rule for the decomposed modes.
Proposed fusion method based on DMD is validated on four different datasets.
Obtained results are analyzed qualitatively and quantitatively and are compared
with four existing methods—generalized intensity hue saturation (GIHS) transform,
Brovey transform, discrete wavelet transform (DWT), and two-dimensional
empirical mode decomposition (2D-EMD).

Keywords Dynamic mode decomposition - Multispectral image fusion
DWT - 2D-EMD
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1 Introduction

Remote sensing has emerged as powerful technology to understand the changes in
our planet with the help of massive informational data. Data is collected from
different sources and it is available in different formats like maps, images. Current
era works on space bone datasets. Satellites are able to provide earth images by
scanning the earth in various regions of electromagnetic spectrum [1]. These images
can be panchromatic image of a single band or multispectral image consisting of
three to seven different bands and hyper-spectral image of 100-200 spectral bands.
Information present in space bone imagery plays an important role in many
applications like classification, segmentation, change detection, vegetation. [2]. All
these applications require high-resolution data. Many satellites are there to provide
high-resolution data but, the datasets have the limitation such as, lack of spatial
information in spectral bands. To overcome this limitation, a lot of methods are
available like pan-sharpening, image fusion. But, all methods have tradeoff with
statistical properties of images. Image fusion is emerging field which intent to give
a superior perception of data by merging multiple images of same area. Due to the
various constraints, several fusion methods were developed to merge two images
together resulting an image of better spectral and spatial resolutions. Among the
existing methods, intensity, hue, saturation (IHS) transform is the most used method
from last decades [3]. But this method has the limitation with number of bands.
Apart from this method, there are lot of methods were proposed for image fusion
with wavelet decomposition, Brovey transform, variational mode decomposition,
etc. [4, 5], in IHS transforms the multispectral bands are transformed into the IHS
domain by the application of linear operators on each band. To overcome the effect
of spectral distortions caused by the linear operations, Tu et al. proposed the
extended IHS method [6]. The mathematical equation used in the extended IHS is:
Fr = my + f, where F; is the fused band of band L, m; is the multispectral band of
band L and f = pan — K where K :%Zle m;, L=1,...,N, where N is the
numbers of bands in multispectral image. Later, Nunez et al. proposed a method for
image fusion using wavelets by component substitution followed by the framework
based on multiresolution analysis is proposed for image fusion [7]. Survey about
the available image fusion methods is presented in [§—10]. Recently, Vishnu et al.
proposed a method for image using variational mode decomposition [5]. All these
methods have limitation with the spectral distortion.

In this work, we propose a framework for embedding spatial information onto
multispectral image using image fusion with dynamic mode decomposition (DMD).
Obtained results are analyzed qualitatively and quantitatively and compared with
four existing methods—generalized intensity hue saturation (GIHS) transform,
Brovey transform, discrete wavelet transform (DWT), and two-dimensional
empirical mode decomposition (2D-EMD) [4, 6, 11].
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Rest of the paper is organized as follows: Sect. 2 gives the detailed explanation
about dynamical mode decomposition (DMD). Section 3 discusses about the pro-
posed method and Sect. 4 gives the details about the results obtained by the pro-
posed method and comparison of quality metrics with existing methods [4, 6, 11].

2 Dynamical Mode Decomposition

Dynamic mode decomposition (DMD) is a mathematical procedure that was formed
and refined during the last decade. It is mainly used in simulating, controlling, and
studying the variations observed in nonlinear complex systems without having
much knowledge about the underlying equations that makeup the system.
Informational data of these nonlinear systems collected experimentally (or) through
various simulations (or data generation methods) is taken in various steps of time
are given to DMD for processing. DMD tries to analyze the data so that we may get
an idea of the states of system at current time or in a future context, and to identify
the consistent parameters associated within the system. It can be used to ascertain
spatial-temporal data analytics of a system [12]. The major capability of DMD can
be understood by taking into consideration, the low dimensionality of a complicated
system and then describing the system in a computationally and theoretically
tractable form. The data collected for analysis using DMD is time spaced regularly.
The proper orthogonal decomposition (POD) is used for the determination of the
variable dynamics of the system is approximated by DMD. In this work, we sep-
arated leading and lagging eigenvalues from the eigenvalues of POD [13]. From the
separated eigenvalues, we constructed DMD modes.

Let us assume an m — 1 sequences of frames (or vectors) separated in time by
At, given by

| | \ |
X{”71 = |:)C1 X2 X3 ... Xpm—1
| \ \ |

Next is to find operator (or) transformation matrix A such that AX{”‘l ~ Xy

\ | | |
where X7' = | X2 X3 X4 ... Xp
\ | | |

This implies A is such that
Ax; =x0, A2y = Axy = x3,..., A" \x; = x,
Let us assume that the system is evolving slowly and the matrix is of low rank,

so that, by the time, A reaches to the index m, frame x,, can be represented as a
linear combination of previous frames with small error. That is,
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m—1
X = E apxj+r
j=1

Xy = XI”ilS + re,{k1
So, we write
D ESD G
On taking SVD of X{"~!, we obtain
Xy ~ ULVHS
S~ VvET'UHXy
Through similarity transformation, we obtain
S=(v= ) 's(vz!) = vixpve!
A is related with S. But the frame size of S is less than A.
If total number of frames m, then size of S is m — 1 x m — 1). So, A has
m eigenvalues, whereas S has m — 1 eigenvalues.
AXT = XS = Xy
AUZVH =~ X'
AU = XyvE!
UPAU ~ UfXyvE™" =§
AU = US=U(WQw™)
A(UW) = (UW)Q
AD ~ OQ
From the above relations, we can say eigenvalues of S are also eigenvalues of A.

Here, W is of size (m — 1) x (m — 1). So, number of columns in ® is m — 1. The
columns of @ represent eigenvectors of A, but there are m — 1 vectors. From W and

Q, we can write the relation Sw; = Wiw;
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| \ \ |
O = qsll qﬁ‘z qﬁﬁ ¢"f’1 :UW:>¢>j:ij

These ¢s are eigenvectors of A. Theoretically
A" = Oy Py

But full eigenvectors of A are not available to access. Since A is of low rank, the
obtained eigenvectors are enough to capture the dynamics of A. So, m — 1 eigen-
values and eigenvectors of A are present in the truncated version A® =~ ®Q. The
time instance between two data frame is Az. To obtain the system vector x; at any ¢,
define

w; = log(w;)/At,  t/At =k
and
it — t¥log(n)/A _ o(i/A0xlog() _ Jkxlog(i) — oloe((1)") — ()"
Modes for datasets are
Xpwmp (1) = Xpmp (1) = A'x) = OpuQfy, ((ijﬂllxl) ~ O(Qp,)'b
where b is obtained by taking pseudo inverse. That is,

b = (pinv(®)) x x; = (O'D) ' ®'x,

I<m—1

XDMD([) = Af_xl = (D(QA[)tb — Z qubjewjt
j=1

J

l<m—1
XDMD(I) =Xy = A’xl = (D(QA,)tb = bp(]bpew”t + Z bj(}sjewjt, H(DPH ~0
J#p

b,,(]Spe“’F’ correspond to low energy samples and E]];[;" - quﬁje‘“f’ correspond to

high energy samples.
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3 Proposed Methodology

In this work, we propose a method for image fusion using dynamic mode
decomposition (DMD) and weighted fusion rule. Dynamic mode decomposition is
a data-driven model and it is able to provide the leading eigenvalues and eigen-
vectors. Separation of eigenvalues helps to analyze the spatial and temporal devi-
ations in the data, which helps to figure out the maximum data presence. By
separating the leading and lagging eigenvalues, we are able to construct modes for
the datasets. Construction of modes from the eigenvalues and eigenvectors reduces
the effect occurred by the spectral distortions and helps to find the changes in data
whether in spatial or temporal resolutions further used in remote sensing applica-
tions. Reducing the effect of spectral distortions helps to increase the quality of
fused image. We have calculated the fused coefficients by applying the weighted
fusion rule for the decomposed modes. Framework for proposed method is given in
Fig. 1. In this method, DMD takes the responsibility of constructing modes.

As shown in Fig. 1, DMD is applied on individual band of multispectral image,
panchromatic image and the fusion rule is applied on DMD outcome to get fused
band. This procedure is repeated for all the bands in multispectral data. Fused bands
are stacked together for getting fused multispectral image. As preprocessing task,
input data for DMD is created by stacking the multispectral band and panchromatic
image. Let ‘A’ be single band of multispectral image and B is a panchromatic image,
then A-B-A-B is the input data. Then, DMD applied on the input data. Fusion rule
is given by

F(x) = a(x);(x) + f(x)J(x) i=1,2,3...m

where ‘m’ denotes the total number of bands in multispectral image, F(x) denotes
the fused image, I;(x) and J(x) denote the modes corresponding to each multi-
spectral band and panchromatic image. o(x) and f(x) denote the weighted coeffi-
cients satisfying the condition a(x) + f(x) = 1.

Fig. 1 Proposed framework

for DMD-based panchromatic image: Band 1
and multispectral image
fusion
N times Apply
DMD
_ =
Multispectral E Ry Fused
usion Image
Image: Band N Rule
Apply

DMD

Panchromatic
Image
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4 Results and Discussion

4.1 Dataset Description

Proposed fusion method based on DMD is validated on four different datasets. First
dataset is of location—Rajasthan, India, consisting of panchromatic image of res-
olution 60 cm and multispectral band image of resolution 2.4 m obtained from
QuickBird satellite [14]; the second dataset is the location of Capetown, South
Africa, consisting of panchromatic image of resolution 50 cm and multispectral
band image of 2 m resolution obtained by GeoEye-1 satellite; third dataset is the
location of Adelaide, Australia, and consists of panchromatic image of resolution
30 cm and multispectral band image of resolution 1.2 m obtained from
WorldView-3 satellite; and fourth dataset is the location of Sydney, Australia, and
consists of panchromatic band image of resolution 50 cm and multispectral band
image of resolution 2 m. Figure 2 represents the sample dataset, for experimental
purpose each multispectral data is converted as low-resolution image by blurring
the image using Gaussian filter.

4.2 Results

Fused image by proposed methodology using DMD is shown in Fig. 3. In Fig. 3c,
we observe enhanced visualization of multispectral image with high spatial infor-
mation. Figure 4c represents the fused image using 2D-EMD where there is min-
imal loss of edge information due to the reconstruction of modes using the residue,
which is a low-frequency component and it contains spatial information. Figure 5
shows the fused images obtained using the existing techniques for image fusion.
The fused image obtained using DWT (Fig. 5a) is blurred because the fused
coefficients are obtained from low frequency of nth level of decomposition and
reconstruction is done using high-frequency bands. The image statics are affected

(a) pectral e } panch.riic e (c) low resolution image

Fig. 2 Sample dataset for panchromatic and low-resolution multispectral image fusion
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a) anchmmatic e (b) Low resolution image © Fused image using DMD

Fig. 3 Fused image using proposed method

(a) Pomatic ge (b) Low resolution image (c) Fused image using 2D-EMD

Fig. 4 Fused image using 2D-EMD

ot 23, 0 o
(c) Fused image using Brovey

(a) Fused image using DWT (b) Fused imageus GIHS

Fig. 5 Fused images using existing methods

for fused image obtained using GIHS transform (Fig. 5b) due to the space trans-
formation. The level of details of the fused image obtained using Brovey transform
(Fig. 5¢) is less because of the linear combination of multispectral image and
panchromatic image.
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Table 1 Quality metric for proposed method

Dataset SSIM index PSNR (dB) MSE NAE Correlation coefficients
R G B

1 0.46 12.67 3500 0.33 0.92 0.91 0.90

2 0.76 20.75 562.1 0.19 0.77 0.82 0.83

3 0.69 19.80 678.9 0.22 0.92 0.92 0.91

4 0.57 20.43 588.3 0.47 1.0 1.0 0.95

4.3 Quality Metrics and Comparison of Quality Metrics

Five quality metrics are calculated in qualitative analysis, and consists of mean
square error (MSE), normalized average error (NAE), structural similarity index
(SSIM), correlation coefficients (CC), peak signal to noise ratio (PSNR), which are
used to analyze the performance of any image processing application [15-17].
Quality metrics of the proposed method is tabulated in Table 1.

PSNR for all the datasets is above 13 dB, which reflects the good image quality
of fused image. The normalized average error (NAE) values are also low, which
assures that fused image quality is good. The structural similarity between fused
image and multispectral image is calculated by the metric structural similarity index
(SSIM). The values of SSIM index are in the range of 0.45-0.8, which shows that
fused image has high structural similarity. Similarly, from all the metric values, it is
evident that the fused multispectral image has good quality with enhanced spatial
details with spectral information. The comparison of quality metrics computed for
the proposed method against the existing techniques for image fusion is tabulated in
Tables 2, 3, 4 and 5.

The experimental values for standard deviation are 5, o is 0.7, and f is 0.3.
Quality metrics of different methods for the first dataset are tabulated in Table 2. By
comparing PSNR values of DWT, GIHS, and Brovey transforms with the PSNR of
proposed method, it is evident that fused multispectral image quality of proposed
method is better. Similarly, the comparison of metrics such as NAE, MSE, and
SSIM shows that the fused multispectral image obtained from proposed fusion

Table 2 Quality metrics comparison of different methods for first dataset

Dataset SSIM index PSNR (dB) MSE NAE Correlation

coefficients

R G B
DMD 0.46 12.67 3500 0.33 0.92 0.91 0.90
2D-EMD 0.47 12.8 3300 0.349 0.93 0.93 0.94
DWT 0.3 4.9 21,000 223.54 0.2 0.22 0.24
GIHS 0.31 7.5 1100 0.41 0.62 0.56 0.59
Brovey 0.33 8.6 8800 0.4 0.65 0.63 0.64




344

Table 3 Quality metrics comparison of different methods for second dataset

V. Ankarao et al.

Method SSIM index PSNR (dB) MSE NAE Correlation coefficients
R G B
DMD 0.76 20.75 562.1 0.19 0.77 0.82 0.83
2D-EMD 0.73 20.13 630.33 0.27 1.0 1.0 1.0
DWT 0.3 9.45 7300 280.7 0.21 0.26 0.27
GIHS 0.69 18.35 955.86 0.2 0.68 0.76 0.78
Brovey 0.69 18.55 900 0.21 0.88 0.87 0.86

Table 4 Quality metrics comparison of different methods for third dataset

Method SSIM index PSNR (dB) MSE NAE Correlation coefficients
R G B
DMD 0.69 19.80 678.9 0.22 0.92 0.92 0.91
2D-EMD 0.70 20.43 588.5 0.21 0.98 0.96 0.97
DWT 0.49 8.6 8000 239.9 0.24 0.24 0.23
GIHS 0.55 12.75 3400 0.36 0.65 0.65 0.63
Brovey 0.53 14.51 1800 0.299 0.75 0.75 0.75

Table 5 Quality metrics comparison of different methods for fourth dataset

Method SSIM index PSNR (dB) MSE NAE Correlation coefficients
R G B
DMD 0.57 20.43 588.3 0.47 1.0 1.0 0.95
2D-EMD 0.55 20.45 585.1 0.52 0.99 0.99 1.0
DWT 0.39 12.40 3700 261.9 0.26 0.22 0.24
GIHS 0.45 17.67 1100 0.3 0.75 0.71 0.68
Brovey 0.42 18.4 932.4 0.59 0.82 0.82 0.83

method has better image quality. The metric correlation coefficients decide the
spatial information present in fused multispectral image. Correlation coefficients
obtained from the fused multispectral image using proposed method are better than
DWT, GIHS, Brovey transforms. Apart from the proposed method, the 2D-EMD
method also produces results which are comparable with the proposed method since
the reconstruction of fused image with the residue contains the high spatial infor-
mation and edge information. From the comparison of quality metrics for all
datasets, it is evident that the proposed method performs better for all datasets.
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5 Conclusion

The work presented in this paper proposes a new method for embedding spatial
information onto multispectral image by using the image fusion with DMD and
weighted fusion rule. Quality metrics obtained by proposed method are compared
with the quality metrics obtained by existing methods like GIHS, Brovey transform,
DWT, and 2D-EMD. From the comparison of quality metrics of proposed method
with DWT, GHIS transform, Brovey transform, and 2D-EMD, each metric has
better results. In case of correlation coefficients, high improvement is observed
which confirms the maximum spatial information embedded on multispectral
image. Detail analysis of quality metrics assures that proposed method performs
well compared with DWT, GHIS transform, Brovey transform and performs
comparable with 2D-EMD due to the consideration of residue in reconstruction. In
case of the proposed method based on DMD, output fused image obtained using the
fusion rules causes the slight spectral distortions due to the linear operation.
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Transformation

S. Adithya and M. Sivagami

Abstract The proposed work enhances the feature point detection in the
scalar-invariant feature transformation (SIFT). The sequence of steps in the SIFT
algorithm drops most of the feature points in the low-contrast regions of the image.
This paper provides a solution to this problem by adding the output of Sobel filtered
image on the input image iteratively until the entropy of the input image is
increased to a saturation level. The SIFT descriptors generated for this enhanced
image tend to describe the redundant features in the image. To overcome this
problem, affinity propagation clustering is done.

Keywords Scalar-invariant feature transformation (SIFT) - Low contrast
Entropy - Sobel - Affinity propagation clustering

1 Introduction

Scalar-invariant feature transformation (SIFT) proposed by Lowe et al. [1] is one of
the most popular object recognition techniques in content-based image retrieval.
The popularity of this algorithm is due to its scalar invariance, local feature
description, and robustness to illumination and clutter. SIFT is being used in
competition with convolution neural networks in several industrial and research
applications like object detection, object recognition, 3D reconstruction, and motion
recognition. Although being such a robust algorithm, SIFT discards the feature
points in low-contrast areas in an image. This is due to the sequence of steps
starting from difference of Gaussian which produces fine detailed response in the
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low-contrast area and this thin response in the low-contrast regions is removed by
Taylor series expansion.

Apart from SIFT, several other feature point detectors are being used in
industrial and research applications like SURF, BRISK, and FREAK. SURF stands
for speeded-up robust feature which was inspired from SIFT algorithm, the SURF
uses Hessian blob detection to find the feature points and whereas the feature
vectors are obtained by suming up the Haar Wavelets. BRISK stands for binary
robust-invariant scalable keypoints which calculates 512-bit binary feature points
using average-weighted Gaussian on the feature point location. Fast Retina key-
point also known as FREAK is a binary feature detector which is a cascade of
binary strings, and these strings are calculated by retinal sampling pattern and
image intensities. FREAK occupies low memory and performs really fast compu-
tation, making it easier to use in real-time applications.

Section 2 represents the related work in the enhancements of the SIFT algo-
rithm. Section 3 discusses the proposed work. Section 4 describes the experimental
results obtained after application of the algorithm. The conclusion is provided in
Sect. 5, and references are provided in the end.

2 Related Work

Pulung et al. [2] have used contrast limited adaptive histogram equalization as a
preprocessing for SIFT feature point matching for underwater images. In this work,
Rayleigh distribution is used to represent the heavy noise and the authors have
compared their work with contrast stretching as a reference method.

Linagping et al. [3] have proposed histogram equalization as a preprocessing for
SIFT to increase the number of feature points and detection.

Sebastian et al. [4] have improved the SIFT by focusing on the large feature
vectors by performing the geometric correction, creation of orthophotos, and 3D
modeling.

Guohua et al. [5] have described building SIFT-like descriptors for image reg-
istration using information of the gradient, and the results showed that these
descriptors have outperformed the traditional SIFT descriptors.

3 Proposed Work

In this paper, we propose a modified SIFT technique to enhance the feature point
detection in the low contrast regions of the image by iteratively adding the Sobel
filtered output to the input image until the entropy of the image is saturated. The
Sobel edge detector is applied on the input image to enhance the image highlighting
the feature points in a thicker form, and this enhanced result is added to the input
image, resulting in an increased entropy.
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Iterative Sobel based on entropy
Scale space extrema detection
Keypoint localization
Orientation assignment

Local image descriptor

Affinity propagation clustering

3.1 [Iterative Sobel Based on Entropy

Sobel is a spatial filter applied to extract the features in an image. The Sobel
calculates the first-order derivative gradient at each pixel producing a thick (high)
response at the location of features while a zero response in case of non-feature
locations.

The Sobel operator is a good preprocessing operation for several content-based
image retrieval applications. Sobel serves to reduce the noise in image by
smoothening the image and produce thick response feature points. As a result
Taylor series expansion does not drop these feature points especially the one in
low-contrast region anymore as there they are thick in characteristic.

Based on this idea the output of Sobel filter is added to the original image so as
to enhance its features in low-contrast regions.

We have used the entropy metric to decide whether image has been enhanced to
maximum level after applying Sobel filter. The Sobel filter is applied iteratively till
the entropy becomes constant. Entropy describes the randomness in a particular
system, so it has been applied to the images to extract information or understand the
characteristics of the image. Entropy is the base for several compression algorithms
and is also used to find the contrast in images. Lower the entropy, lower is the
contrast. Entropy of an image is calculated using (1):

entropy = — ZPi x log(P;) (1)

g§=/g+8& (2)

6 — tan"! (i_) (3)

Here, P(i) in (1) represents pixel value at the position i.

The proposed work starts with applying Sobel filter to the input image. There are
two different kernels of Sobel operator: Each of them computes gradient in the
x and y directions, respectively, as shown in Fig. 1, and we finally sum the gradients
by taking root over the sum of squares of these gradients (2). The output is an
enhanced image which is added to the original image. This enhancement process is
done continuously until the entropy is saturated.



350 S. Adithya and M. Sivagami

1 1 -1]-2]-1
g:f__ = |-2 2 gy = |0|0|O
-1 1 112]1

Fig. 1 Sobel filter in X and Y directions

Fig. 2 The first set of images are the input images from ImageNet dataset, and the second set of
images represent enhanced output due to the iterative Sobel filter based on entropy

The result after this iterative process is an image enhanced up to saturation level,
i.e., for sure the low-contrast regions are enhanced in the image where several
important feature point is hidden in the set of input as shown in Figs. 2 and 9.

3.2 Scale Space Extrema Detection

The blurring is done using Laplacian of Gaussian at different scales as shown in
Fig. 3. The objective of blurring at different scales is to obtain maximum infor-
mation from the image by choosing the scale that has maximum response for that
particular pixel. The scale used is different for different images so as to extract the
best possible information from the image by subsampling. In practice, the Laplacian
of Gaussian is implemented as difference of Gaussian as it is a simpler operation
and resembles the way how visual cortex identifies different objects.
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Fig. 3 Scale space generation of the image using difference of Gaussian

In the SIFT algorithm first the Gaussian filter is applied to the input image for
different values of ¢ and represented in a pyramid format [6]. For the first octave,
the input image is subsampled by half and this is done sequentially for all the
subsequent octaves. In each octave, the blurring is achieved by Gaussian filter
which is done with K = k(i) * ¢ where i is the number of the octaves. The same
filter is applied at different scales to find the most stable scale for each pixel as the
effect of the filter changes when the image is subsampled.

The empirical analysis of the SIFT feature detector was performed for different
images, and it was found that the repeatability was highest for the scale 3 and
o value 1.6.

2 _3G_G(x,y,ka)—G(x,y,a)
O'A G—%— ko — o (5)
G(xayv kO’) - G(x7 Y, O-) ~ (k - 1)02A2G (6)

After creating the scale space, the extremas are located by checking the 26-pixel
neighborhood including one level up, one level down, and the one in the same
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Fig. 4 Scale space extrema
calculation and representation
of neighbors, one level up,
down, and at the same level

level. If the pixel is smallest or largest among its neighborhood, then it is said to be
a feature point as shown in Fig. 4.

3.3 Feature Point Localization

In this part, the outliers in the image are eliminated using techniques like Taylor
series expansion and Hessian Principal Curvature Estimation.

The Taylor series expansion is calculated for all the feature points and if the
value at the feature point location is less than the threshold, then we drop it.

X = (x,y,0)" (7)

The X represents the ordered pair of x, y, and ¢ (7) which is used to represent the
difference of Gaussian (D) as a function as shown in (8).
oD’ 1 _;0°D
DX) =D+ X+ X"——X 8
X) =Dt Zx X+ 3% o ®)

The Taylor series expansion of the difference of Gaussian at the extrema for the
given value of x is shown in (9).

*D~' oD

%= op
X2 ox

©)

For the point to be accepted, the value of difference of Gaussian should be
greater than the threshold value.

ID(X)| > th (10)

The threshold value is set to 0.03.
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The poorly localized points that are along the edge are removed using Hessian
matrix.

In this formulation, the difference of Gaussian is treated as a surface and its
principal curvature is calculated using the Hessian. If the curvature is low at one
side and high at the other side, then the feature point is said to be a poorly localized
feature point and these points are removed from the set of feature points.

D, D
H= |7 79 11
|:DXY D,V,V:| ( )

The Hessian matrix computes the partial double derivative along all dimensions
measuring the variation of the intensity across the space as shown in (11). The point
which is poorly localized satisfies the following criteria determined using trace,
determinant, and ratio r of the matrix as shown in (16, 17):

Tr(H) = Dy + Dy = Ay + s (12)
Det(H) = DD,y — Dy, = hida (13)
M
2 2 2 2
TI’(H) (7\.1 + 7»1) (}"7\1 + 7\,1) (7‘+ 1)
Det(H) MAo r)é r
2 2
Tr(H) - (r+1) (16)
Det(H) r
r<10 (17)

3.4 Orientation Assignment

The orientation at a point is the most orientation-dominant gradient vector among
all the gradient vector of that pixel (Figs. 5 and 6). This is done to achieve the
rotation invariance. Based on this orientation, the descriptors are calculated.

To implement this, the gradient of the feature point is calculated and a weighted
histogram is formed for each such feature point. The weighted histogram is of 36
bins with each of them having allotted weights and the maximum or peak is chosen
among all the orientation.

In case there are two peaks and if the ratio of first nearest neighbor to the second
nearest neighbor is less than 0.8, then the first nearest neighbor is chosen, otherwise
ambiguity arises as shown in Fig. 7.
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Fig. 5 Weighted direction histogram in neighborhood of the feature point
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Fig. 6 A complete histogram generation
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Fig. 7 Peak detection

3.5 Local Image Descriptor

To obtain the image descriptor, a gradient orientation histogram is created, making
the descriptor invariant to 3D viewpoint and spatial transformation as shown in
Fig. 8.
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Fig. 8 Conversion of weighted orientation histogram of 8 x 8 around an interest point into a
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Fig. 9 Analysis of descriptor for different orientation windows

The descriptors are created by a weighted histogram around 16 x 16 neigh-
borhood with each having 8 bins (Fig. 9). So a total of 16 x 8 = 128-dimensional
vector is generated. Thus, the optimal window is reduced from 16 x 16 to 4 x 4.
The final descriptors generated are shown in Fig. 10.

3.6 Affinity Propagation Clustering

Affinity propagation clustering [7] algorithm automatically determines the number
of clusters and performs clustering by message passing.

Affinity propagation only requires the similarity between each data point as an
input.
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Fig. 10 The feature points detected after enhancing the input set of images

s(is k) = [l — x| (17)

Here, in (17) s(i, k) is the similarity between nodes i and k.

The input need not necessarily contain the similarity between all the nodes.

s(k, k) describes the input preference of the data point k being the cluster center;
if all of them have equal preference, then cluster center is decided using the sub-
sequent messaging and updation activity.

There are two updations in the algorithm:

1. These are the type of messages that check whether the data point & is a perfect
cluster center for the data point i; basically, the points here are fighting for
adding the data points to the clusters. The message here contains the respon-
sibility matrix R which contains responsibility between nodes i and &, and it is
updated using (18). For the first iteration, the responsibility matrix is initialized
using similarity measure between the each data point. Algorithm over iterations
effectively assigns data point to clusters. The stability is achieved when the
availability between these data points goes negative making the high similarity
value ineffective and allowing the algorithm to settle to stable end rapidly. r(k, k)
is termed as the “self-responsibility.” The self-responsibility parameter describes
the preference of node k as the cluster center. So as to keep r(k, k) values stable,
the availability is kept negative so that the other r(i, k) of positive values does
not affect the decision.

2. The availability matrix A represents the availability between nodes i and k as a
(i, k), and it is updated using (19). For the first iteration, the availability matrix is
initialized to zero. Then, the availability is updated based on (19). Only the
positive values of the responsibility are chosen as we require good cluster center
to explain the data points. Similar to “self-responsibility,” there is another
parameter “self-availability” which indicates that how qualified the point £ is to
be the cluster center based on the positive message responsibility sent by other
nodes. This “self-availability” is updated based on formula (20).

The cluster centers can be located using the availability and responsibility values
of the node I as shown in (21). Similarly, cluster centers can be found using (21).
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Fig. 11 Represention of the feature points obtained after affinity propagation clustering

During updations, there are many circumstances where oscillation of the data points
occur. To avoid this, damping is done using a damping factor, and for each message
sent, a damping factor is multiplied by the value of previous iteration plus the
1-damping factor times the prescribed update value. The default value of the
damping factor is between 0.5 and can vary from O to 1. Figure 11 gives a visu-
alization of how affinity clustering automatically finds the cluster centers and
clusters the feature points achieved from Fig. 10.

r(i, k) < s(i,k) — max{a(i, k') +s(i, k') } (18)
a(i, k) < min(0, r(k, k) + > max{0,r(i’, k)}) (19)

a(k,k) — > max{0,r(i',k)} (20)

a(i, k) +r(i, k) (21)

4 Experimental Results

After a series of experiments on the input images from Handmetric Authentication
Beijing Jiao Tong University (HA-BJTU) biometric database [8], it has been
observed that the Sobel operator is an effective enhancement technique. Figure 12
shows the several palm print images to which the Sobel filter and difference of
Gaussian are applied.

The Sobel filtered image tends to have thicker features as compared to the
difference of Gaussian as shown in Fig. 12, reducing its chances of being dropped
out by Taylor series expansion in the SIFT.

The original SIFT algorithm fails to detect feature points in the input images of
the above dataset due to low-contrast problem. After entropy-based Sobel filtered
enhancement, the enhanced image delivered almost 47 feature points after appli-
cation of SIFT. These features are then further clustered using affinity propagation
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Fig. 12 First row is the input set of palm print images, the second row represents the Sobel
filtered image, the third row of images is difference of Gaussian enhanced, and the fourth row of
image represents proposed work enhancement

algorithm which reduces the overhead of redundant feature points by reducing it to
8 feature points from 47 for the given dataset (Fig. 13).

The comparison between several other algorithms that have been used to
enhance image especially in low-contrast regions is represented in Table 1.

The advantages of our proposed method are that it does not perform excessive
feature point generation and it also makes the feature point matching a lot more
faster. Algorithms like histogram and contrast limited adaptive histogram equal-
ization tend to lose features due to radical change in pixel intensity, while our
method does not perform any such transformation and preserves several feature
points.
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..

Fig. 13 Feature points for the input set of the first row represent the feature points detected using
SIFT algorithm. The feature points detected in row images are after enhancement by iterative
entropy-based Sobel filter. The third describes the clustered feature points

Table 1 A comparison of feature generated after applying each contrast enhancement technique

Algorithm Feature points
SIFT 0
Unsharp masking [9] 14
OS unsharp masking [10] 24
Histogram equalization 27
Contrast stretching 30
Contrast limited adaptive histogram equalization [11] 39
Sobel-entropy enhancement 44

5 Conclusion

The experimental results show that the Sobel operator has a high response to edge
compared to difference of Gaussian so it covers even the feature points in the
low-contrast areas of the image. The direct application of SIFT would not be able to
detect the feature points in the low-contrast region unlike the enhanced SIFT which
detects more feature points in the image in the low-contrast region. It increases the
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feature point detection compared to SIFT algorithm. Future work will be based on
improving time and space complexity of the proposed algorithm.
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Abstract This paper deals with inspection of broken strands in steel wire ropes
using magnetic flux leakage (MFL) detection method-based wire rope tester. In this
paper, performance of different sensors is studied experimentally in order to select
suitable sensor which can appropriately detect the leakage in magnetic flux due to
the defect. The Hall voltage signal corresponding to the defect gives peak at the
position of the defect. Maximum and minimum signal voltages from the base signal
determines the peak-to-peak amplitude verifying the capability and sensitivity of
the sensor. The result of this study shows that the analog Hall sensor-Sensor G with
sensitivity “90 mV/mT and range 0-10 mT is suitable for detection of defects in a
wire rope.

Keywords Magnetic flux leakage - Defects - Local fault (LF)
Sensors - Hall sensor

1 Introduction

Wire ropes are extensively used in various lifting operations, cranes, elevators,
cable-stayed bridges, helicopter and suspension cables etc. While deployment in
field, wire ropes are subjected to dynamic loads which cause wear and tear in the
rope. Some strands in the rope can fail due to excessive tensile loads occurring due
to overloading. This normally results in progressive loss of strength, load sharing
capacity, and service life of a wire rope. Ropes also deteriorate due to external and
internal corrosion and abrasion [1]. This leads to various types of defects in a wire
rope which are classified as local faults (LFs) which implies a sudden discontinuity
in a rope such as a broken strand and loss in metallic area (LMA) which means that
chunk of material is missing from the wire rope. The integrity of rope affects the
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reliability and safety of operations for which they are in service. Visual methods of
inspection are found to be unreliable. The routine retirement of ropes without
inspection is costly because some ropes are discarded before they get sufficiently
worn out or corroded. In order to ensure reliability and safety, proper regular
inspection of broken strands in wire ropes is necessary by a wire rope tester [2]. In
past few decades, several methods for inspection of wire rope have emerged such as
magnetic flux leakage (MFL), X-ray detection method, acoustic emission-ultrasonic
testing method. Magnetic flux leakage (MFL) testing is an efficient, economical,
and most reliable inspection method for detection of defects in ferromagnetic
materials [3, 4].

In this paper, experimental investigation is done to compare effectiveness of
various Hall sensors in a wire rope tester. For this purpose, various sensors are
interfaced to a laptop installed with MATLAB software using open-source hard-
ware Arduino Mega 2560. In following sections, typical structure of the wire rope
tester is discussed, instrumentation of wire rope tester is explained and experimental
results are presented.

2 Structure of Equipment

As shown in Fig. 1, typical structure of a wire rope tester consists of magnets,
sensors, ferromagnetic yoke, and liner. Magnets used in this setup can be electro-
magnets or temporary magnets or permanent magnets. Electromagnet is a type of
magnet in which an electric current produces the magnetic field. The magnetic field
vanishes when the current is turned off. The magnetic field of an electromagnet can
be quickly altered by changing the amount of electric current in the windings which
is an advantage over permanent magnets. However, unlike permanent magnet it
requires persistent supply of current in the windings to retain the magnetic field.
Temporary magnets are those which simply act like permanent magnet when they
are within a strong magnetic field. They lose their magnetism in the absence of
magnetic field unlike permanent magnets. They are not useful for inspection of wire
ropes based on magnetic leakage principle. Permanent magnets retain their mag-
netism once magnetized, and lifetime is around 40 years. Therefore, permanent
magnets are best suitable for inspection of wire ropes [5]. A typical wire rope tester
consists of two radially magnetized ring magnets housed in a yoke as shown in
Fig. 1.

The principle of detecting the defects say broken steel strands in a wire rope
using a wire rope te