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1 Introduction

Movie industry has turned huge today, with a lot of money put at stake by the producer.
Along with this, marketing strategies can be planned and improved dynamically
according to the sentiments of the users available through their reviews on prerelease
events like trailer, music launch, and other promotions. Better marketing can guarantee
the producer at least a good opening whatever the story might be. This is where
sentiment analysis [1] becomes useful. Analyzing the sentiments of the reviews has
been worked upon since long, and the algorithms for sentiment polarity classification
used include tf-idf [2], word2vec [3], and doc2vec [4].

Doc2vec provides pretty high accuracy each time, considering the area of sentiment
polarity classification. But there are two limitations to it, namely, high space com-
plexity to store paragraph vectors and high running time. In this paper, both these
limitations are overcome by using a modified approach built on top of word2vec
algorithm, which improves the classification accuracy considerably as compared to
word2vec and gives comparable and sometimes even better results than doc2vec [4].

In this paper, in the first phase, gross is predicted by taking the attributes that the
producers have, just after finishing the shooting of the movie, which can help them to
plan the marketing strategies initially. In the second phase, sentiment analysis of the
prerelease reviews is done at regular intervals using our proposed modified approach on
word2vec and is compared with other techniques, which will help producers to plan
and change their marketing strategies later on and will guide the distributors as to
which movies are worth investing, considering the interest of people.

The rest of the paper is organized as follows. In Sect. 2, previous and related works
are discussed, which are employed in the model. In Sect. 3, the implementation of the
gross prediction is discussed followed by the implementation of sentiment analysis on
the user reviews of movies in Sect. 4. In the same section, details of our new approach
to improve the classification accuracy of word2vec vectors are given. The conclusion
and possible future work are mentioned in Sect. 5.
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2 Related Work

While a lot of work has been done in movie prediction in terms of hit or flop [4, 5],
what actually matters to the producer is the profit that he earns on the movie. The
proposed model in this paper is created using various machine learning techniques for
classification. First, the data obtained from Internet Movie Database (IMDB) [4] are
cleaned using techniques of binning, global value replacement and are combined into
one file [6]. The techniques then used for classification include decision trees [6],
random forest classifier [6], gradient boosting [6], Gaussian Naive Bayes [7], logistic
regression [8], and linear Support Vector Machine (SVM) [7].

The second phase focuses on sentiment analysis of movie reviews. Formerly, the
major focus was on the analysis of the reviews after the release of the movie, whereas
we focus a very different practical application that helps a producer as well as a
distributor to increase their profits [5]. While sentiment analysis is done at word-level,
phrase-level, and document-level, our focus is on document-level sentiment analysis as
we want to delineate the sentiment of one entire movie review at once. For that, initially
we model the words into vectors by utilizing various vectorization techniques like term
frequency-inverse document frequency (tf-idf) [2], word2vec [3], and the latest
doc2vec [4] utilizing paragraph vectors. In this paper, the expected rating obtained by
Potts [9] is integrated on top of word2vec into the final vectors, which is utilized as
input to various classifiers used in the first phase along with neural networks [10] and
stochastic gradient descent [7]. As the expected rating obtained by Potts is signed, i.e.,
is negative for negative sentiment words and vice versa, this approach will be beneficial
to sentiment polarity classification problems.

3 Proposed Model for Gross Prediction

This section focuses on the preparation of the model before the release of the movie.

3.1 Data Collection and Preprocessing

The data are collected from the open source repositories by imdb.com. All the files are
available as X.list files, which are preprocessed and converted in the required form. The
data use the following attributes for model preparation (Fig. 1):

Actors’ list

Actors’ popularity
Director’s popularity
Genre

Budget

Release year

Gross
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Fig. 1. “Gross prediction” model workflow

Gross attribute is utilized as a training element for the model. All the above data are
converted in the form of a.csv file. Next, preprocessing of the data aggregated is done.
The preprocessing workflow is shown in Fig. 2.

In addition to the workflow shown in Fig. 2, genres attribute is also preprocessed
by splitting and considering an optimized set of genres, which gives better classifica-
tion results without increasing dimensionality much. Now, the term profit is subjective
for different producers. But, one thing that the distributors as well as producers have
their eye on is the ratio of Gross attribute to that of Budget as everyone wishes to
recover what they spent and earn profit in its multiples.

Thus, using the above logic, a new attribute “Norm_Gross” is created that would
act as our target attribute to be predicted, i.e., the ratio of “Gross” attribute to that of
“Budget” attribute. This would as a result be an attribute with continuous distribution.
But it can be modified to be distributed in different classes to estimate commercial
success at the very beginning.

(1) Considering four classes

Class 0: Range [0, 0.5)
Class 1: Range [0.5, 1)
Class 2: Range [1, 5)

Class 3: Range [5, ©0)

(2) Considering three classes

e C(lass 0: Range [0, 1)
e C(lass 1: Range [1, 5)
e C(Class 2: Range [5, o)

Outliers tend to distort the model by overfitting. If the value of Norm_Gross is
greater than 5, this value corresponds to an extraordinary or overwhelming success,
which cannot be accounted for previously. Hence, these are outliers and are to be
removed before applying modeling to the dataset. Thus, class 3 can be omitted from
way number 1 of classifying and class 2 from way number 2 of classification. But just
to ensure that the removal of outliers yields better results, the accuracy of a model is
tested on it.
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Fig. 2. Preprocessing workflow

3.2 Modeling

Here, we use a subset (around 5,000 instances) which is obtained from the big data split
into various X_list files. The first algorithm that was implemented is logistic regression,
followed by Gaussian Naive Bayes’ algorithm, decision trees, random forest classifier,
gradient boosting, artificial neural networks, and support vector machine. The
parameters of the algorithms are kept as the default as obtained from the scikit-learn
library available in python. The accuracies obtained are shown in Table 1.

As evident from Table 1, random forest classifier gives the highest accuracy, both
for three classes and two classes. Also, it is easy to implement random forest classifier
in distributed systems environment which will be useful when data are very large to
analyze. Thus, the model obtained by it is considered along with its accuracy.

Table 1 Gross prediction accuracies by various classifiers

Algorithm Three classes [0-0.5, 0.5-1, 1 Two classes [0-1, 1
+] (%) +] (%)

Decision tree 60.62 76.37

Random forest 67.72 78.74

Gradient boosting 66.14 77.95

Gaussian Naive Bayes 50.39 62.99

Logistic regression 56.69 59.05

Support vector machine 53.54 62.20

(kernel = “linear”)

4 Proposed Review Model

Now, the sentiment analysis part of our technique is focused that will aid the producers
to improve their marketing strategies catering to the user requirements. The workflow
diagram is shown in Fig. 5 (Figs. 3, 4).
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4.1 Data Collection and Preparation

The review corpus is taken from Large Movie Review Dataset, available from Stan-
ford.edu [1]. It contains 25,000 labeled polar reviews for training and 25,000 for
testing. Along with this, there is also unlabeled data available for use. This data is
already preprocessed removing extra spaces and other delimiters. Emoticons are not
considered in the model for now but they may be included in future work.

4.2 Vectorization

Here, the application of various techniques used for vectorization, including tf-idf,
word2vec (both standard and modified), and doc2vec, is discussed.

For tf-idf, 25,000 rows are obtained in the co-occurrence matrix and the unique
words in the training corpus will act as features. After removing most occurring and
least occurring words (features) from the dataset, around /8,000 unique words are left,
which will be the dimensionality for each row (document). Next, doc2vec is applied.
The paragraph vectors are trained using 100 dimensions of the feature vectors. Dif-
ferent variants of doc2vec are used, i.e., the distributed bag-of-words (PV-DBOW),
averaging of the word vectors and concatenation of the word vectors. The vectors are
built using all training data, testing data, and unsupervised data as well. Now, these
vectors are input to various classifiers, and the accuracies obtained are shown in
Table 2. Followed by doc2vec, standard word2vec’s two variants [3] are applied.

Proposed approach. Traditional model of tf and tf-idf does not capture the information
about the context. Thus, they are in essence incapable of predicting any novice review
even if it uses all the words from the trained model. This becomes even difficult when
the review is written in a sarcastic tone. Also, word2vec algorithm can predict words
pertaining to the particular topic. But for the sentiment classification, words in the same
topic may be adhering to different emotions, i.e., both positive and negative. Also
word2vec algorithm models vectors of words “good” and “great” nearby each other.
But they have different intensities. This can be captured by incorporating the expected
rating by Potts [9], in which negative words lie away from the positive ones as they
have negative signed expected rating. Also, mod weights, i.e., expected ratings, are also
taken into account.

This is implemented for both the wvariants of word2vec, i.e., continuous
bag-of-words and skip-n-gram technique. The technique is delineated out in steps as
follows:

Obtain word vectors using word2vec and store them.
Multiply each of the word vectors with the corresponding weights as obtained by
Potts [9]. This multiplication is done in two ways:
— First, just multiply the mod weights.
— Second, multiply weights along with their polarity signs.

e Apply classification algorithms for sentiment classification using the modified
vectors.

The accuracies obtained by using this technique shows great results with word2vec,
giving accuracies comparable to doc2vec for Stanford dataset. Now, word2vec takes
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less amount of space to store the vectors, and the time taken by classifiers is also
considerably low. The running times are shown in Table 3 for reference. Also, the
accuracies obtained by different classifiers are shown in Table 2, for both the variants
of word2vec and even for tf-idf. Results obtained before and after the inclusion of
expected rating are included for comparison. The accuracies have shown considerable
improvement as shown.

In Table 3, it can be observed that training the vectors of words obtained using #f
and #f-idf takes significantly large time to fit in the classifiers when compared to both
word2vec and doc2vec. This is because of its dimensionality.

Also, doc2vec vector representations need paragraph vectors along with the word
vectors whereas word2vec vectors are just word vectors. Thus, the space complexity is
definitely reduced by using word2vec vectors in place of doc2vec vectors. Also, for
predicting a new review’s analysis, doc2vec needs to generate a paragraph vector
unique to that review and then analyze its sentiment in contrast to word2vec vectors
that just need vector representations of words, and analyzes the review by concate-
nating them. This even reduces the time required for sentiment analysis. Thus,
word2vec is better than doc2vec in terms of space and time complexity. Our approach
built on top of word2vec vectors gives two major advantages:

It outperforms doc2vec in most cases and gives comparable accuracies in others.
Running time is significantly low as compared to doc2vec, as we do not have to
create a new paragraph vector to predict each of the new reviews, only word vectors
are required for analysis, which is also depicted in Fig. 5.

For comparison, the same technique is used to classify reviews as positive and
negative on Pang and Lee’s dataset [11]. This dataset consists of 2000 reviews in all,
with 1000 positive reviews and 1000 negative reviews. The ratings were determined
from the star-ratings explicitly given by the users on IMDB while mentioning their
reviews. For a 5-star rating system, reviews with 3.5 stars and above are considered
positive reviews and 2 stars and below are considered negative reviews.

The accuracies obtained for some of the classifiers are shown in Table 4 for
comparison. The execution time to specifically convert test documents to vectors is
around 43.49 s for doc2vec for the initial phase and 1426.307 s for 10 iterations
(performed so that the order of reviews does not affect the paragraph vectors) which is
very high when compared to our proposed approach, which takes only 2.59 s for
vectorization of Pang and Lee dataset.

Paragraph vectors in doc2vec technique are built on top of word vectors obtained
by word2vec technique through incorporating context of the document. The paragraph
vectors require a space complexity proportional to O(n * |V|) where n is the number of
documents (here review files) and |V] is the size of the input vocabulary; whereas the
space complexity for word vectors is proportional to O(|V]). Our approach maintains
the space complexity proportional to O(|V]) as it is essentially a word vector repre-
sentation. The time complexity of our modification applied on top of word2vec tech-
nique has time complexity linear to that of the size of the input vocabulary. And the
time complexity of word2vec technique varies quadratically with the size of input
vocabulary. Thus, the time complexity remains the same as word2vec, remaining less
than doc2vec technique whose time complexity even depends on the number of the
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Table 4 Accuracies comparison of doc2vec and our modification applied to word2vec
(in percentage) for LSVM classifier

Doc2vec Proposed approach
Stanford dataset 88.708 89.01
Pang Lee dataset 86.75 87.4

input documents (here review files). Thus, our approach achieves both better time and
space complexity as compared to doc2vec and still achieves better results. The F1
scores for precision and accuracy obtained for our modified approach are 0.88 and
0.896, respectively, for LSVM classifier on skip-n-gram variant combined with polar
weights, which gives an F1 score of 0.89. The running times comparison for different
techniques and two classifiers is depicted in Fig. 5, which shows considerably less
running times for our modified approach as compared to both the variants of doc2vec.

Thus, after predicting the reviews polarity, the producers can figure out whether the
movie is reaching out to the people in a positive way or not. Accordingly, producer can
change his marketing strategy to improve the perception of people towards the movie
and thus can expect better returns on the movie. This can be done in multiple phases
before the release of the movie, so that at least producer can be assured that the movie
will get a proper opening. Along with this, the distributor can also benefit by ordering
more or less number of prints of the movie catering to people’s requirements.

6000
 vi2v-mod(cbow)
S000 || w2v-pol(cbow)
 w2v-mod(sg)
4000 w2v-pol(sg)
BN doc2lvec
3000 {3 doc2vec(dbow)
2000
1000
0
Log.Req. Linear SVM

Classifiers

Fig. 5 Running times comparison for our approach and doc2vec for logistic regression and
linear SVM classifiers
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5 Conclusion and Future Work

The results for predicting the gross for the IMDB data are presented here. The best
possible classifier, i.e., random forest classifier, is used for gross prediction. Then
sentiment analysis on the user reviews is done and sentiment polarity classification is
obtained using various classifiers, along with the accuracies provided for each of them,
and their running times. Along with this, our approach is discussed, and accuracies
obtained using that approach were comparable to doc2vec approach. Our technique is
also tested on Pang and Lee’s dataset, and the accuracies are presented. Better accuracy
with less time complexity and less space complexity was obtained. It is tentatively
concluded that producer can thus change his marketing strategies according to the user
reviews and thus increase the profit for the movie and as a result the gross.

The future work includes integrating reviews from all social media possible, like
Twitter, YouTube, etc. Also, the model can be extended to distributed systems.
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