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Preface

With the progress of technology, the need for advanced computational techniques is
always called for addressing the complex real-life problems. The objective of such
computational paradigm is to give rise to fail-safe and robust solutions to the
emerging problems faced by mankind. Typical applications encompass the fields of
computer networking and data communication, cyber security, signal processing,
computer vision and image processing, computational perception and cognition,
human–computer interaction, adaptive computation and machine learning to name a
few.

This volume of Lecture Notes in Electrical Engineering contains accepted papers
presented at ICACCP 2017, the First International Conference on Advanced
Computational and Communication Paradigms 2017. The volume is aimed to
introduce to the prospective readers the latest trends in advanced computing tech-
nologies and communication paradigms. This conference was the first of its kind
which was hosted by the Department of Computer Science and Engineering,
Sikkim Manipal Institute of Technology, Majitar, Rangpo, East Sikkim, Sikkim,
and technically collaborated with Computer Society of India (CSI), Kolkata.

The aim of ICACCP 2017 was to address significant areas of research and
development in advanced computational and communication paradigms and cyber
security, thereby providing due coverage of the advanced computational paradigms
and communication techniques which give rise to fail-safe and robust solutions to
the emerging problems faced by mankind and immense potential for future inno-
vations and applications.

Sikkim is a northeastern state of India and is often preferred as a tourist spot due
to the scenic beauty of nature amidst mountains and hills.

ICACCP 2017 received a tremendous response from the academic fraternity.
There were more than 550 odd technical paper submissions. Finally after
peer-reviewing, 185 high-quality papers were accepted and 142 papers were reg-
istered for oral presentation and possible publications in Springer (AISC and
LNEE) series. This volume of LNEE series comprises 65 papers. In addition, 9
general sessions and 5 special sessions were scheduled in ICACCP 2017.
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The organization of the ICACCP 2017 conference was entirely voluntary. The
review process required an enormous effort from the members of the International
Technical Program Committee, and we would therefore like to thank all its
members for their contribution to the success of this conference. We would like to
express our sincere thanks to the host of ICACCP 2017, Sikkim Manipal Institute of
Technology, and to the publisher, Springer, for their hard work and support in
organizing the conference.

Finally, we would like to thank all the authors for their high-quality contribu-
tions. The friendly and welcoming attitude of conference supporters and contrib-
utors made this event a success!

Kolkata, India Siddhartha Bhattacharyya
New Delhi, India Tapan Gandhi
Rangpo, India Kalpana Sharma
Santiniketan, India Paramartha Dutta
September 2017
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1 Introduction

In last few decades, there has been a growing interest on design of low-frequency
signal conditioning system for sensor application specially for biomedical elec-
tronics and seismic detection [1–3]. In such cases, the differential amplifier is the
key element which must be able to amplify the low-frequency signal detected by
the sensors and reject the undesired noise. So, an amplifier with high gain and
high CMRR is the basic necessary block for Analog Front-End (AFE) design.
Apart from these issues, we are now in deep submicron region in CMOS technol-
ogy where matching is a major problem due to scaling of the device. Therefore,
mismatch is a critical factor in CMRR of differential amplifier for any kind of
analog design. Other important factors are dopant variation and lithographic
errors with the technology variation. So in this scenario, Differential difference
Amplifier (DDA) is very suitable to realize high value of CMRR for its special
architecture. Here, DDA has been designed with high-gain, high-CMRR and
low-input referred noise using 0.18 m CMOS Technology.

2 Available Topologies for Low-Noise Amplifier

There are different topologies to achieve the challenging noise–area–power trade-
off in AFE design required for low-frequency signal conditioning application.
The most common circuit topologies for implementing low-noise operational
transconductance amplifiers (OTAs) are Open Loop Network (OLN), capaci-
tive feedback network (CFN), Miller integrator Network (MIFN), Capacitive
feedback Network (CAFN), etc.

Based on their architecture, different conclusions can be derived regarding
the performance of the different LNA topologies as follows.
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2.1 OLN Topology

In this topology, the amplifier amplifies the input signal with the noise
contributed by the input resistor. So, it becomes a dominant factor in the total
input-referred noise. Generally, to achieve the lower value of the NEF, the bigger
size of decoupling capacitors has been required. To avoid Miller effect in input
side which would enhance the parasitic capacitance, the cascode connection is
used to trade off the input signal attenuation and signal swing (Figs. 1 and 2).
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2.2 CFN Topology

In CFN topology, the feedback resistor and capacitor determine the high-pass
pole frequency, and the low-pass pole frequency obtained by operational
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transconductance amplifier response. As the requirement of mid-band gain of
LNA for low-frequency application is relatively high, cascode OTA is suitable to
provide DC gains above 60 dB. Under low voltage supply, the use of telescopic
OTA is not appropriate due to degradation of the output swing. It has been pro-
posed in several literatures that the NEF value can be reduced in folded-cascode
OTA using current scaling and current splitting techniques for CFN topologies.

2.3 MIFN Topology

Here, the frequency response of the first OTA controlled the low-pass corner fre-
quency. The mid-frequency band gain is controlled by the DC gain of amplifier.
This characteristic allows to realize high gain without resorting to large capaci-
tor ratios, however, there may be strong variations in mid-frequency band gain
because of technology process deviations. The noise performance of this topology
is not better than CFN. To achieve low input referred noise, the large size of
input capacitors is also a concerned factor in design (Figs. 3 and 4).
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3 Noise Efficiency Factor (NEF)

For a particular application, it is extremely hard to compare and analyze the
design trade-offs in various topologies. One figure of merit that has been used
widely as a part of research is Noise Efficiency Factor (NEF).

The mathematical expression of NEF is defined as

NEF =
√

2Itotal/(Π · Ut · 4KT ·BW ),

where Ut or KT/q is the thermal voltage, q is the electron charge, K is the
Boltzmann’s constant, T is the absolute temperature, Itotal is the total current
consumption of the LNA, and BW stands for its 3 dB-bandwidth. Note that
this paper focuses exclusively on low-noise amplifier design. So, flicker noise is
also important factor in the noise characteristics of the amplifier, but it can be
substantially reduced by using large transistor dimensions or chopper or auto-
zero techniques.

4 Differential Difference Amplifier (DDA)

The Differential Difference Amplifier (DDA) is an emerging CMOS analog design
building block. It is basically an extension of the conventional operational ampli-
fier. An operational amplifier employs only one differential input, whereas DDA
has two differential inputs. Two voltage-to-current converters of DDA convert
the differential voltage into the current, later these currents are subtracted and
converted into voltage by current-to-voltage converter and amplified (Fig. 5).
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Fig. 5. Schematic of DDA

So, the mathematical expression of the Vout of above symbol is expressed as

Vout = Ao[(Vpp − Vpn) − (Vnp − Vnn)],

where, Ao is the open loop gain of DDA. Similar to traditional operational
amplifier operation, as Ao infinite, (Vpp − Vpn) = (Vnp − Vnn). Now, for finite
open loop gain, the difference between the two differential voltage increases.
Therefore, the open loop gain is required to be as large as possible to achieve
better performance.
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4.1 Reported Works on DDA

J. Huijsing first introduced the DDA by using CMOS technology. Many basic
circuits such as comparator with floating inputs, level shifter, instrumentation
amplifier, and resistor less unity gain inverting amplifier using DDA have been
realized by Sackinger and Guggebuhl [4]. The DDA attracted the researchers due
to its inherent high input impedances and requirement of less passive compo-
nents for realizations of various circuits. Ismail et al. realized DDA-based adder,
subtractor, multiplier, integrator, filters, and phase lead-lag compensator [5].
Soliman et al. proposed current feedback differential difference amplifier with
constant bandwidth, independent of the closed loop gain and with higher slew
rate [6].

Most of the high-performance analog integrated circuits incorporate fully
differential signal paths. In 2001, Alzaher et al. [7] proposed the fully differential
difference amplifier. Fully differential architectures have several advantages over
the single ended outputs. They provide a larger output voltage swing and are
less susceptible to common-mode noise. Also, even-order nonlinearities are not
present in the differential output of a balanced circuit, which is symmetric with
perfectly matched elements on either side of an axis of symmetry.

However, the DDA has been discussed in very few literature, particularly for
fully-differential applications. Here, FDDA schematic and its transient response,
AC response, and noise response are shown (Fig. 6).
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5 Simulation Result

The DDA architecture has been designed by Potential Division Methodology
(PDM) using the model parameters of SCL CMOS 0.18 m technology. Simulation
has been done using Cadence design tools. A Common Source (CS) Amplifier
has been incorporated as second stage of the amplifier to achieve high gain. The
first stage of the DDA provides the open loop gain of 74 dB. The second stage CS
Amplifier offers the open loop gain of 25 dB. The gain and the phase response
of the designed circuit have been depicted in Fig. 7 and Fig. 8 respectively in
typical-typical design corners.

The amplifier has also been simulated for different process variations consid-
ering five different design corners and the results are tabulated in Table 1. Then
the Common Mode Rejection Ratio (CMRR) of amplifier has been depicted
in Fig. 9. It is clearly indicated in Table 1 that the CMRR of the proposed
amplifier is near to 130 dB considering the variation of all process corners. The
input-referred noise of DDA has been shown in Fig. 10. Eventually, the pro-
posed architecture with simulated results strongly implies that it can be used as
high-CMRR and low-noise CMOS amplifier.

5.1 AC Response
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5.2 CMRR and Noise Analysis
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Table 1. Variation of the simulated results for five different design corners

Parameters Unit SS SF TT FS FF

Gain dB 103.4 74 99.98 83.2 73.45

Phase margin (◦) 64 57 74 74 72

3-dB BW Hz 85 1.7 K 200 1.2 K 3 K

UGB MHz 3.5 2.9 6.69 6.8 5.6

CMRR dB 134.22 124.05 128.43 122.67 120.03

Power dissipation µW 131.2 168.3 211.4 226.3 251.5

6 Conclusion

The challenge of processing the very small sensor signal in the presence of noise
is met by a specially designed very low-noise analog front-end amplifier. The sim-
ulation results indicate that this proposed high-gain and high-CMRR amplifier
could be used for low-frequency signal amplification such as seismic detection
system, etc. The designed DDA has high CMRR considering all design corners.
However, the input referred noise can be minimized by using techniques such as
chopper stabilization, autozeroing, and correlated double sampling, etc.
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1 Introduction

WiMAX (Worldwide Interoperability for Microwave Access) belongs to wireless
communication IEEE 802.16 set of standards which provide multiple physical layers
(PHY) and Media Access Control (MAC) options. It is expected to serve about 30–40
Mbps data rates for mobile stations and around 1 Gbps for fixed stations as per the
current update [1, 2]. Typical coverage range for Broadband Access (BWA) using
WiMAX for fixed receivers is 50 km, and between 5 and 15 km for mobile stations,
whereas on the other hand, the wireless local area network standard, i.e., the
Wi-Fi/802.11, has limited coverage range up to 30–100 m. Considering performance,
coverage, and quality of service (QOS) of cellular networks, WiMAX is actually the
same as 802.11/Wi-Fi IP-based networks that provide wireless broadband access
technology. WiMax is an updation to wireless version of Ethernet to serve as an
alternative to wire technologies (such as cable modems, DSL, and T1/E1 links) while
providing high-speed data access to customer premises. WiMAX can be compared with
LTE and HSPA+ as energy-efficient pre-4G technique.

Both the MAC and PHY layers constitute the WiMAX air interface standard. For
efficient bandwidth utilization, the MAC layer usually uses TDM/TDMA scheduled
uplink/downlink frames. Due to the inclusion of ATM, IPv4, IPv6, Ethernet, and
Virtual Local Area Network (VLAN) services in IEEE 802.16, WiMAX is made
applicable to a number of high bandwidth broadband wireless applications. There are
two types of WiMAX versions as per IEEE 802.16 working group. One is a fixed and
nomadic access model (IEEE 802.16-2004) providing connection in Line of Sight
(LOS) and Non-Line of Sight (NLOS) environment using OFDM and the other is a
portable/mobile access model (IEEE 802.16e) having scalable OFDM access for
handoffs and roaming. A brief overview of the 802.16 standards was presented in [4, 5]
by us.
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PHY of WiMAX OFDM—Fixed: A 256-point Fast Fourier Transform (FFT) is
used in fixed WiMAX physical layer. Out of 256 subcarriers, 192 is used for data
transmission, 8 are reserved as pilot for synchronization and channel estimation pur-
pose, and the last 56 subcarriers act as guard band. This PHY operates in the 2–11 GHz
frequency band using TDD technique. With 20 MHz maximum, the bandwidth of the
channel is chosen to be multiple of 1.25, 1.5, 1.75, 2, and 2.75 MHz [3]. This physical
layer has inner Convolutional Code (CC) and outer Reed–Solomon (RS) code as
channel coding technique to combat errors during transmission. This PHY performs
well under Rayleigh multipath propagation.

PHY of WiMAX OFDM—Mobile: This PHY incorporates 2048-point
FFT OFDMA system with a variable FFT size from 128 to 2,048. The FFT size
increases with bandwidth, to maintain 10.94 kHz subcarrier spacing. This PHY
operates below 11 GHz frequency. Important parameters for both fixed and mobile
WiMAX physical layers were discussed in [4, 5].

This research paper deals with the fixed WiMAX physical layer implementation.
The analyses were carried out using different digital modulation schemes (BPSK,
QPSK, and QAM) and coding rate in diverse transmission channels. Bit Error Rate
(BER) curve was used as the performance metrics. After the introduction, the
remaining part of the paper is arranged as below. The detailed description of the
WiMAX physical layer is discussed in Sect. 1. Section 2 will present the details about
modeling and simulation of proposed system using MATLAB. Section 3 presents the
simulation results. Section 4 finally concludes the paper.

2 Simulation Model Implemented

Here, we present the implemented simulation model for evaluating the IEEE 802.16
WiMAX systems BER performance. Figure 4 indicates the functional blocks of
baseband WiMAX transceiver. After randomization at the transmitter, the data is
subjected to convolutional encoder with variable code rates. Then, we perform map-
ping into QPSK/QAM symbols. The FFT will be used to implement the subcarriers, for
maintaining the orthogonality. Then, the Inverse Fast Fourier Transform (IFFT)
modulates the symbol onto subcarriers. After conversion to serial data, we add a cyclic
prefix to avoid Inter-symbol Interference (ISI). Finally, the output is transmitted to
Rayleigh fading channel whereby we add additive white Gaussian noise characteristics.
At the receiver, we perform the reverse operations.

3 Results and Discussion

Here, we discuss and present the Matlab simulation results for Rayleigh fading
(Channel-1) and Rician (Channel-2) under three path fading channels with BER curve
analysis. We have taken different values of rms delay spread for these fading channels

12 A. Agarwal and S. N. Mehta



to evaluate the performance along with effect of path loss (including shadowing),
Doppler spread, multipath delay, spread, co-channel, and adjacent channel interference.

Parameters as discussed in [4, 5] were taken for simulation of WiMAX system. The
effect of Reed–Solomon encoder on the performance of the system is also shown along
with how much there is performance degradation without RS encoding. Figures 1, 2, 3,
4, 5, 6, 7, and 8 present the effect on noise performance due to RS encoder on various
digital modulations in terms of the BER versus SNR plot for Channel-1 and Channel-2.
It can be seen from Figs. 1, 2, 3, 4, 5, 6, 7, and 8 that addition of RS improves the
system BER performance. From Fig. 1 for a BER of 10−4, it can be readily evaluated
that for BPSK, the SNR value is 18.5 dB for only CC coding whereas it reduces
drastically to 10 dB for RS–CC concatenated coding. This shows an SNR improve-
ment or coding gain of about 8.5 dB. Table 1 indicates the summary of noise per-
formance regards improvement in SNR with use of RS codec for various digital
modulation schemes.
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4 Conclusion and Future Directions

The design and simulation of PHY layer of IEEE 802.16 OFDM-based WiMAX
system was the important contribution of this work. This work analyzed the system
BER performance under RS–CC channel coding techniques showing good impact on
transmission reliability as well. The comparative analysis shows improvement in the
noise performance using concatenated channel coding with minimum SNR, thereby
decreasing the transmitter power. This has a powerful impact of saving of batteries of
mobile-driven devices.
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Table 1. Performance improvement due to concatenated coding

Modulation BPSK QPSK 16-QAM 64-QAM

Channel l Channel 2 Channel 1 Channel 2 Channel 1 Channel 2 Channel 1 Channel 2

Coding gain
(dB) at BER
10−4

8.5 9.1 5.2 3.1 4 5.5 4 6
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In addition, turbo coding, LDPC coding, and polar coding are some future direc-
tions for extension of the proposed work. The performance can be evaluated in worst
channels like Stanford University Interim (SUI) channel models. Smart antenna tech-
nology like MIMO can be added to test the system performance.
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1 Introduction

Normally, power electronics based apparatuses have drawbacks. It creates multiple
power quality (MPQ) problems in AC network. These apparatuses generate harmonics
and raise the extra burden of reactive power to the utility side. The techniques are
required to solve the new problems imposed on the AC network. The idea of custom
power devices has been proposed in the late 1980s. In this concept, the controller is
incorporated to improve power quality and controllability of the power system [1, 2].
Among the controllers based on power electronics, the first one is conventional
thyristor switched capacitors (TSC) or thyristor switched reactors (TSR) and the second
is self-commutated switching converters (SSC). The response time and compensation
flexibility in the SSC have been investigated better than conventional TSC. Because the
size of the passive elements limits the application of SSC, the most promising custom
devices are dynamic voltage restore (DVR), static compensator in distribution system
(D-STATCOM), and unified power quality conditioners (UPQCs). These custom
devices are used in the ACDS to improve voltages and currents quality. The UPQC is
most effective to improve the power quality in DS which offers advantages over DVR
and D-STATCOM [3, 4].

It is very crucial to control the IGBT-based shunt and series converters of UPQC [5].
The PAC and symmetrical component theory based techniques are used for controlling
the series [6] and shunt converters, respectively [7]. The voltage harmonics can be
abolished if sources itself produces voltage harmonics [8]. Moreover, it is incapable to
share reactive load of the shunt convert under steady state (S.S). This shortcoming can be
overcome using PAC. The PAC improves the utilization factor of series part and shares
the reactive loads of shunt part of the UPQC. In [5], mathematically, it has been seen that
PAC is incapable to eliminate voltage harmonics of the utility. The d-q transformation
based control technique [9] is unified with PAC to mitigate the multiple voltage qualities
of the utility of low-voltage AC network. Moreover, IGBT-based shunt converter of
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UPQC is controlled by the gate pulse using mathematical concept of instantaneous
symmetrical voltage component. A schematic diagram of UPQC based on proposed
three-phase three-wire AC network is shown in Fig. 1. This configuration has been taken
as a MATLABmodel to analyze the performance of the control techniques. The MPQ of
low-voltage AC network are controlled using series and shunt control algorithm based on
simple mathematical concepts which are described in Sect. 2. The results based on
proposed control techniques are given in Sects. 3 and 4 that represents the conclusion.

2 Mathematical Model of Control Techniques for UPQC

The mathematical model represents the design of control algorithm of hybrid or unified
controller for IGBT-based series converter. In addition, it represents control concepts
based on symmetrical voltage component theory to design firing a gate pulse of
IGBT-based shunt converter. The control techniques are as follows.

2.1 An Algorithm to Generate Pulses of Series Converter

PAC can compensate reactive power of the voltage harmonics. Therefore, a hybrid
controller is used to overcome this issue of PAC. The mathematical expression is
developed under various conditions of AC mains.

Fig. 1. Three-phase AC network configuration with UPQC
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2.1.1 Under Normal Steady State Condition
Under the normal operating condition, the voltage at PCC and AC mains voltage are
same. The series converter injects few volts to mitigate the wire losses. The PAC is
unified to d-q based algorithm to mitigate harmonics. To extract the harmonics of the
voltage of the three-phase polluted voltages are transformed to two-phase voltages. It
can be of direct axis (vsds) and quadrature axis (vsqs) of utility voltage which can be
estimated as

vsds
vsqs

 !
¼

ffiffiffiffiffiffiffiffi
3=2

p 1 �1=2 1=2
0

ffiffiffiffiffiffiffiffi
3=2

p � ffiffiffiffiffiffiffiffi
3=2

p� � vas
vbs
vcs

0
B@

1
CA ð1Þ

It is further converted into synchronous rotating frame (SRF) direct axis (veds) and
quadrature axis (veqs) voltages which can be expressed as

vesd
vesq

 !
¼ cos h � sin h

� sin h cos h

� �
vssd
vssq

 !
ð2Þ

h represents angular position of the voltage signals. The rotating reference voltage
has harmonic voltage (~vesd;hr) and fundamental voltage (�vesd;f ) of utility; it can be
evaluated by (3). The polluted voltage is to be filtered by high-pass filter (HPF).
The HPF separates harmonics of voltage and then it can convert two-phase to
three-phase voltage to get reference harmonics voltage for three-phase. Mathematical
evolution is given as

vesd
vesq

 !
¼

vesd;f þ vesd;hr
vesq;f þ vesq;hr

 !
vssd
vssq

 !
ð3Þ

vssd;hr
vssq;hr
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1
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The voltage harmonics of the three-phase polluted voltage is calculated with the
help of Eq. (5) and the values are added with series injection voltage to abolish the
voltage harmonics. The designing of PAC is now the part of the voltage harmonics too.
The three-phase series injection voltages require series voltage (vinj) and power angle
(d) which are represented as
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vinj ¼ 2� vrms � sin
d
2
¼ kðsayÞ; ð6Þ

where d represents the angle between utility voltage and voltage at PCC (Fig. 2), while
d can be evaluated by the ratio of reactive power Qsr to the active power of the load PL

which is given as

d ¼ sin�1 Qsr

PL
; ð7Þ

where Qsr is shared by series converter. The injection voltage and the extracted voltage
harmonics are added to find actual series injection voltage, under voltage harmonics
generation of the AC mains. The magnitude of the actual reference voltage can be
calculated as follows:

vinj:a ¼ k sinðxtþ/injÞþ v�sa;hr ð8Þ

vinj:b ¼ k sinðxtþ/inj � 120�Þþ v�sb;hr ð9Þ

vinj:c ¼ k sinðxtþ/inj þ 120�Þ þ v�sc;hr ð10Þ

where Uinj is the angle of series voltage injection, which is calculated as

/inj ¼ 90� þ d
2

ð11Þ

In Fig. 3a, the reference voltage signals for nominal condition (vinj;avinj;b, and vinj;c)
are directly injected with a certain angle to share reactive loads of shunt converter. For
nominal condition, the reference injection voltages (v�inj;a v

�
inj;b, and v�inj;c) depend only

on power angle; that is why it is compared with the output of the series voltage
converter to produce the actual series injection voltage.

2.1.2 Under Voltage Sag Condition of the AC Mains
In Fig. 2, the operating voltage of the AC mains is reduced to vsabc1 under voltage sag
condition. Thus, series voltage injections (vinj1;a, vinj1;b, and vinj1;c) under voltage sag
condition are evaluated as follows:

vinj1;a ¼ vinj;a þðv�La � vsa1Þ ð12Þ

vinj1;b ¼ vinj;b þðv�Lb � vsb1Þ ð13Þ

vinj1;c ¼ vinj;c þðv�Lc � vsc1Þ; ð14Þ

where the actual source voltage (vsa1, vsb1, vsc1) under voltage sag condition is sub-
tracted with the reference load voltage v�Labc to get the actual pulse generation through
series converter.
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2.1.3 Under Voltage Swell Condition of the AC Mains
In Fig. 2, the operating voltage of the AC mains is increased to vsabc2 under voltage
swell condition. Thus, series voltage injections (vinj2;a, vinj2;b, and vinj2;c) under voltage
sag condition are evaluated as follows:

vinj2;a ¼ vinj;a þðv�La � vsa2Þ ð15Þ

vinj2;b ¼ vinj;b þðv�Lb � vsb2Þ ð16Þ

vinj2;c ¼ vinj;c þðv�Lc � vsc2Þ; ð17Þ

where the actual source voltages (vsa1, vsb1, vsc1) under voltage swell condition are
subtracted with the reference load voltage v�Labc to get the actual pulse generation
through series converter.

In Fig. 3a, the MATLAB model of the series converter to generate reference series
voltage (v�sabc;hr) and vector angle of projection (USr) is needed, which is given by
Eq. (11). The angle xt is produced with the help of phase locked loop (PLL) and get it
added with (USr). The angle sum is acquired through the sine function and get it
multiplied with sum of harmonics v�sabc;hr and reference series injection voltage (v

�
inj:abc).

The final value is compared with the sensed voltage of series transformer output
voltage to generate pulse signals for series converter.

2.2 An Algorithm to Generate Pulses of Shunt Converter

The object of shunt converter is to maintain harmonic-free currents at AC mains and
desired DC link voltage. In Fig. 3b, shunt controller is needed for shunt currents
(i�Ca, i

�
Cb, and i

�
Cc) injection for getting the pulse of three-phase shunt converter, which is

given by

i�ca ¼ ila � i�sa ¼ ila � vþla1 þ cðvþlb1 � vþlc1Þ
Dþ
1

ðPlavg þPlossÞ ð18Þ

i�cb ¼ ilb � i�sb ¼ ilb � vþlb1 þ cðvþlc1 � vþla1Þ
Dþ
1

ðPlavg þPlossÞ ð19Þ

i�cc ¼ ilc � i�sc ¼ ilc � vþlc1 þ cðvþla1 � vþlb1Þ
Dþ
1

ðPlavg þPlossÞ; ð20Þ

where D and c can be expressed as (21) and (22). The term U is input power factor
angle or the angle between AC mains voltage and AC mains current.

D ¼
X

j¼a;b;c
ðvþlj1Þ2D ¼

X
j¼a;b;c

ðvþlj1Þ2 ð21Þ
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c ¼ tan
/ffiffiffi
3

p ð22Þ

The highly polluted load demands the desire voltage and current. The load demands
affect the AC mains voltage and current, and it also affects voltage drop across the line
impedance and generates polluted voltage at AC mains (Microgrid). Fundamental
positive sequence voltages vþla1,v

þ
lb1, and vþlc1 at PCC are sensed to develop the control

algorithm of the shunt converter. The average power Plavg of the load is also required to
produce reference currents. These are generated using Eqs. (18), (19), and (20). The
converter losses Ploss of the UPQC are the output of a PI voltage controller at DC bus.
For fast control realization, reference DC voltage V�

dc must be kept equal to actual DC
voltage VDC, in order that power loss PLoss through PI voltage controller is zero. The
magnitude of PLoss is given by the following equation:

PLoss ¼ KPðV�
DC � VDCÞþKi

Z
ðV�

DC � VDCÞ2 ð23Þ

In that manner, shunt current controller system supplies the needed power to make
fast control of UPQC. In Fig. 3b, the IGBT-based shunt converter is mitigated reactive
demand to inject currents and it keeps supply current to maintain DC voltage.

Fig. 2. Phaser control of proposed controller
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3 Real Results and Discussion

Consider the hybrid control techniques using PAC and d-q theory are implemented to
analyze the performance of series converter and instantaneous symmetrical theory
based controller to analyze the performance of shunt converter of three-phase
three-wire AC network connecting nonlinear loads with UPQC. All the parameters for
the simulation are represented in Table 1.

3.1 Performance of Hybrid Control Algorithm for Series Converter
of UPQC Under Various Conditions of AC Mains

In Fig. 4, the performance of hybrid control algorithm has been tested for series
converter of UPQC under the various conditions of the AC mains voltage. The sim-
ulation results have given for t = 0.4–0.7 s. For, t = 0.4–0.45 s, only the power angle
controller of series converter works, so the voltage at PCC and voltage at AC mains are
same. The series converter shares only reactive power without the voltage harmonics
elimination. The hybrid control algorithm works for t = 0.45–0.5 s under normal
operating condition of AC mains. It injects voltage vinj.hr(V) to share reactive power and
eliminates harmonics voltage at PCC. For the voltage sag condition of AC mains for
t = 0.5–t = 0.55 s, series converter adds extra voltage to compensate the voltage sag at
PCC voltage vLabc(V) and it is also used for the elimination of AC mains voltage
harmonics using hybrid control algorithm. During t = 0.6–0.65 s, the AC mains under
voltage swell condition, the hybrid control algorithm adds extra voltage to maintain the
constant voltage at PCC.

Fig. 3. Pulse techniques generation for IGBT-based series and shunt converters
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3.2 Performance of Shunt Control Algorithm Under Various Conditions
of AC Mains

In Fig. 5, the performance of shunt control algorithm has been tested for UPQC under
the various conditions of the AC mains voltage for t = 0.4–0.7 s. During t = 0.4–0.5 s,
t = 0.55–0.6 s, and t = 0.65–0.7 s, the shunt converter runs under normal operating
condition and it injects harmonics to eliminate harmonics of the AC mains currents
isabc(A). Moreover, it maintains the DC link vDC(V) at required value 725(V). The shunt
currents are isha(A), ishb(A), and ishc(A) for voltage sag (t = 0.5–0.55 s) and voltage
swell condition (t = 0.6–0.65 s); it eliminates the harmonics and maintains its DC link
voltage. Throughout the simulation, the load currents iLa(A), iLb(A), and iLc(A) are
constant under various conditions of the AC mains. Thus, it shows that the shunt
control algorithm works satisfactorily.

3.3 Performance Analysis of Harmonics Spectrum

In Fig. 6, harmonics of voltage and current are shown, whereas at t = 0.4–0.45 s, the
AC mains current contains current harmonics 2.67 while load current contains 21.29%
which is shown in Fig. 6a and b. The utility (AC mains) voltage and PCC voltage
harmonic contains above the IEEE slandered which are shown in Fig. 6c and d.

Fig. 4. Shows the performance of hybrid control approaches under various voltages conditions of
utility, utility voltages (vabc(V)), PCC voltage (vLabc(V)), series transformer output voltages with
harmonic pollution (vinj.hr(V)), and series transformer voltage without harmonic pollution (vinj(V))

26 M. Hasan et al.



It happened because of the absence of voltage harmonics injection through series
controller. Moreover, when the series hybrid controller injects voltage harmonic,
during t = 0.45–0.7 s, the AC mains voltage and PCC voltage contain 2.75 and 2.9%
voltage harmonics which are shown in Fig. 6e and f. Thus, the hybrid series controller
can decrease voltage harmonics. While shunt converter is used to abolish current
harmonic and reduce the burden of reactive power of the utility, during t = 0.5–0.55 s,
the AC mains voltage is reduced by 20%. The active and reactive powers of the AC
mains are compensated by extra series voltage injection using series converter. The
extra power is seeking through shunt converter under voltage sag condition, thus the
AC mains currents are raised to maintain the DC link voltage which is shown in Fig. 5.
During t = 0.6–0.65 s, the AC mains is under voltage swell condition. The series
voltage is injected 180° out of phase to compensate the swell voltage of the loads.
Performance of proposed UPQC is represented in Fig. 7.

3.4 Active and Reactive Power Sharing

Figure 7 represents the condition of active and reactive powers of the AC mains. For
t = 0.4–0.5 s, the AC mains supplies only active power of 12.5 kW and load demand
of reactive 1.9 kVAR are supplied through UPQC. For t = 0.5–55 s, the AC mains is
under voltage sag condition, and additional active and reactive powers are supplied
through series converter with DC link; under this condition, the shunt converter
maintains output of the DC link to supply the extra active and reactive power to the

Fig. 5. Shows the performance of shunt control approaches under various voltage conditions of
utility, utility currents (iabc(A)), load currents (iLa(A)), (iLb(A)), and (iLc(A)), shunt currents
(isha(A)), (ishb(A)), and (ishc(A)), DC voltage (VDC (V))
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load. The angle d is fixed at 5:29�. The AC mains supplies voltage and current at unity
power factor during t = 0.6–0.65 s (under voltage swell). The series converter con-
sumes extra active power and back to the shunt converter to maintain the output
current, and thus load active power is always constant throughout the simulation work.

Fig. 6. Harmonics of the voltage and current. a utility current. b Load current. c Utility voltage
without hybrid controller. d Load voltage without hybrid controller. e Utility voltage with hybrid
controller. f Load voltage with hybrid controller

28 M. Hasan et al.



4 Conclusion

The power angle concept based controller is incapable to enhance the MPQ of voltage
in AC distribution network. Thus, a hybrid controller is proposed in this work to
generate gate pulses of IGBT-based series converter. A hybrid control approach is used

Fig. 7. Active and reactive power flow under constant power angle, utility active power
(Ps (kW)), utility reactive power (Qs (kVAR)), Load active power (PL (kW)), load reactive power
(QL (kVAR)), and power angle between utility and PCC voltage

Table 1. Summary of 3P3W system

Parameters Magnitude

Three-phase line voltage 415 (L-L)
Line impedance 0.001 + j0.8 Ω

Nonlinear load and linear load passive
filter parameters

Three-phase DBR load feeding a R-L load of
20 Ω–200 mH
Cse = 10 lF, Rse = 10 Ω

Csh = 10 lF, Rsh = 10 Ω

Series inductance for series converter Lse = l mH,
Series inductance shunt converter Lf = 2 mH
DC capacitor voltage 725 V
Transformer 1:2, 5 kVA
Pulse width modulation 10 kHz
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to enhance the multiple voltage-related issues. The performance of the hybrid control
algorithm has been worked satisfactorily on MATLAB platform. The hybrid control
algorithm can eliminate the voltage harmonics generated by source. These approaches
can also be used in solar-based microgrid where source generates voltage harmonics.
The IGBT-based shunt converter is used to enhance the multiple current qualities.
Moreover, the performance of shunt control algorithm performs satisfactorily under
various conditions of AC mains.
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1 Introduction

The power qualities [1] in AC distribution system are voltage flickering, voltage
fluctuation, unbalanced voltage, voltage sag/swell, current harmonics, and reactive
power, and when PQ comprise with harmonics is called multiple power quality
(MPQ) [2]. The PQ and MPQ are the common exiting problems in AC distribution
network. This problem ascended because of highly necessitated electronics based
device, like computer, mobile, laptop, power electronics oven, washing machine, etc.
Electronics or power electronics devices generate pollution in the AC distribution
network. The multiple mitigation devices are available to enhance PQ and MPQ.
Earlier the passive elements like capacitor and inductor are grouped to mitigate the PQ
and MPQ, as the passive elements have limitation. Therefore, active filters are trendy to
enhance the PQ of AC networks. The most popular active power filter is unified power
quality conditioners (UPQC) which is the combination of dynamic voltage restorer
(DVR) and the D-STATCM. It enhances unified power quality condition of the AC
distribution network, so it is named as UPQC. The DVR is series part of the UPQC,
whereas D-STATCOM is shunt part of the UPQC. The DVR is used to enhance the
voltage profile of AC distribution network and D-STATCOM enhances the current
profile of the network. The DVR, D_STATCOM, and UPQC are insulated gate bipolar
transistor (IGBT)-based converter, which requires gate drive circuit for proper opera-
tion of the converter-based active filters like DVR, D-STATCOM, and UPQC.
The UPQC is universal choice to enhance the PQ and MPQ in low-level three-phase
AC voltage circuit or three-phase four-wire circuits. The UPQC is categorized on the
basis of sharing of active and reactive power through series converter/DVR of the
UPQC. The active and reactive power sharing depends on the angle of voltage injection
with the utility (AC mains) current. If the voltage injection is in series with utility
currents, to improve the voltage profile [3], it means UPQC shares active power so it is
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named as UPQC-P (Where P stands for active power). The second mode of series
voltage injection in 90° with utility currents is to improve the voltage quality of the
point of common coupling (PCC); under this case, the UPQC uses reactive power so it
is named as UPQC-Q [4–7] (Where Q stands for reactive power). And the third mode
of voltage injection creates an angle with utility currents which makes two components
as active and passive components. These components share complex power (Active
and reactive power), so UPQC is named as UPQC-S (Where S stands for complex
power). Moreover, the injection of voltage at a certain angle has more advantageous
than that of series injection and quadrature injection. As the series and quadrature
injection of voltage have minimum utilization factor of series converter of the UPQC
than that of the UPQC-S [8–13], on the other hand, the UPQC-P requires active power
to mitigate voltage sag/swell, whereas the UPQC-Q is unable to compensate voltage
swell. Therefore, UPQC-S is advantageous to opt as an active filter in AC distribution
network.

2 IGBT Gate Firing Techniques of UPQC

The output of the UPQC depends on the customer demands. The customer demands are
fulfilled by its control techniques; therefore, control techniques to fire the gate of
insulated gate bipolar transistors (IGBTs) are the heart of the UPQC. The concepts of
the multiple control techniques for series converter and single control technique for
shunt converter of the UPQC are presented in this section.

2.1 Techniques to Fire the Gate of IGBT-Based Series Converters
of UPQC

The objective of IGBT-based series converter of the UPQC is to control the voltage
quality (voltage sag/swell and reactive power compensation). Here, the three tech-
niques are evaluated using simple addition/subtraction mathematical concepts for
IGBT-based series converter. These concepts are based on how to inject the voltage
with respect to utility current in AC distribution network. The three control techniques
are as follows.

2.1.1 Power Angle Control Technique
The vector diagram representation of power angle control technique is presented in
Fig. 1a. The concepts of injection voltages (vinjS) under various conditions of voltage
are given. In power angle control technique, a power angle or load angle (dS) is
established in between utility voltage (VS) and voltage at PCC (VL) under steady state
(S.S) condition of AC distribution network. In S.S condition, the IGBT-based series
converter injects voltage (vinjS) without disturbing in AC network system. An angle of
vinjS leads the phasor of load current IL to IIL and consequently phase angle (ФL) of the
load currents leads to an angle (ФL − dS). An angle of vinjS results in compensating of
reactive power under S.S condition of AC distribution network. Therefore, both the
converters of UPQC-S compensate reactive under S.S condition.
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In Fig. 1a, given physical parameters are estimated using triangle law to design a
control algorithm for firing the gate pulses of IGBT-based series converter. The physical
parameters are load angle (dS), magnitude of injection voltages (vinjS), and an angle of
voltage injection with respect to utility current (Фinj.S) which can be estimated as

dS ¼ sin�1 Qsr

PS ¼ PL
ð1Þ

VinjS ¼ VL � 2 sinðdS
2
Þ ð2Þ

/injS ¼ ð90þ dS
2
Þ ð3Þ

QSr represents sharing compensated reactive of IGBT-based shunt converter by
IGBT-based series converter of the UPQC. And PS represents active power of the
utility. Equations (1–3) require an instantaneous value to develop power angle concept
based controller. An instantaneous voltage injection angle ðUinjS ¼ 90� þ dS=2Þ get
plus with angular angle xt. The xt is extracted using phase lock loop (PLL). The sum
of (ФinjS + xt) is passed by trigonometric sine function and gets it multiply by mag-
nitude of instantaneous vinjS (t). It generates reference injection voltage ðv�injSabcÞ for
three-phase AC distribution network. The reference voltage is subtracted by sensed
output of series transformer voltage and passes this signal through pulse width mod-
ulation (PWM) to generate the required injection voltage in AC distribution network.

2.1.2 Quadrature Angle Technique
The penetration voltage vinjQ in quadrature to the utility current under voltage sag
condition is presented in Fig. 1b. In this technique, no active power is consumed to
mitigate the voltage sag; however, this technique is unable to mitigate voltage swell
condition. The instantaneous voltage sensor is required to design such a controller.
Instantaneous voltage gets divided by the constant reference voltage magnitude. The
output term gives cosd, and thus power angle d can be calculated. Using control
mathematics [5], the required vinjQ is to be mitigated by the voltage sag condition.
A PLL is required to generate the terms sinxt and cosxt which generates reference
signals at 90° that lead to the utility current signals. These signals pass through PWM
to penetrate output voltage by IGBT-based series converter.

2.1.3 Zero and 180° Angle Techniques
Figure 1c and d represents the phaser diagrams of voltage sag and swell condition
techniques, respectively. In this concept, voltage is injected in phase or zero degree
angle with utility current under voltage sag condition, whereas at 180° or out of phase
voltage is penetrated under voltage swell condition and it remains inactive under
normal condition. A simple algorithm unit vector template generation (UVGT) is useful
for generation of reference signals. The UVTG is used to sense magnitude of utility
voltages and divide the sensed magnitude by Vm, where Vm is the maximum peak
magnitude of utility voltage; accordingly, outputs are unit magnitude under all con-
dition of utility. The unit magnitude gets pass through PLL output terms sine or cosine
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and multiplied by desire load voltage magnitude VLm. These combinations of mathe-
matics give the reference voltage signals. The difference of actual signals and reference
signals pass through PWM to get feedback through IGBT-based series converter.

2.2 Technique to Fire the Gate of IGBT-Based Shunt Converters
of UPQC

The purpose of IGBT-based shunt converter is to improve current quality of utility and
maintain the DC link voltage under all condition of the utility. The injection of shunt
current needs a feedback controller. A feedback controller is designed using the con-
cept of instantaneous symmetrical component theory which is given as below.

2.2.1 Control Theory for IGBT Shunt Converter
The block diagram of instantaneous symmetrical component theory based controller is
shown in Fig. 2. This theory is extracted zero sequence ðv0SaÞ, positive sequence ðvþSa Þ,
and negative sequence voltages ðv�SaÞ component which are calculated as

v0Sa
vþSb
v�Sb

0
B@

1
CA ¼

1 1 1
1 a a2

1 a2 a

0
@

1
A

vSa
vSb
vSc

0
B@

1
CA; ð4Þ

where a is equal to operator ej2p=3: The utility currents are given as isa, isb, and isc to
gather to evaluate the satisfactory condition to compensate the load reactive power.
Three necessary conditions are needed to improve the current quality of the utility.
These are as follows:

iSa þ iSb þ iSc ¼ 0 ð5Þ

The second is the reactive power compensation through the phase angle controlled
by positive sequence voltage and current, which are given as

\vþSa1 ¼ \vþSa1 þ/þ ð6Þ

This implies that

\ðvSa1 þ avSa1 þ a2vSa1Þ ¼ ðvSa1 þ avSa1 þ a2vSa1Þþ/þ ð7Þ

Further simplifying equations,

\ðvSb � vSc þ 3cvSaÞiSa þðvSc � vSa þ 3cvSbÞiSb þðvSa � vSb þ 3cvScÞiSc ¼ 0 ð8Þ

where the c ¼ tan/þ =
ffiffiffi
3

p
and the Ф+ is the angle between instantaneous value of vþSa1

and iþSa1. Similarly, negative component of the source voltage and the current equations
to compensate the reactive power are given as
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v�Sa1 ¼ \v�Sa1 þ/� ð9Þ
\ðvSc � vSb þ 3cvSaÞiSa þðvSa � vSc þ 3cvSbÞiSb þðvSb � vSa þ 3cvScÞiSc ¼ 0; ð10Þ

where b is equal to tan/�=
ffiffiffi
3

p
and /� is the angle between v�Sa1 and i�Sa1.

When phasor sum of currents and voltage is zero for both positive and negative
sequences, both the angle c and b are zero. The calculation is given as follows:

ðvSb � vScÞiSa þðvSc � vSaÞiSb þðvSa � vSbÞiSc ¼ 0 ð11Þ

And the third condition is that utility should supply the average loads power (PLavg)
as

vSaiSa þ vSbiSb þ vSciSc ¼ PLavg ð12Þ

The extraction of three-phase reference currents can be evaluated using Eqs. (5),
(11), and (12), which are given as

i�Sa ¼
vSa � v0Sa

D

i�Sb ¼
vSb � v0Sb

D

i�Sc ¼
vSc � v0Sa

D
; ð13Þ

where v0Sa is equal to 1/3
P

j¼a:b;c vSj and D is equal to
P

j¼a:b;c v
2
Sj�3ðv0SaÞ2. Under

balanced condition, zero sequence voltage v0Sa is zero, and under unbalance condition it
is nonzero. The required reference source currents are subtracted from the load currents
to generate the gating pulse to the IGBT-based shunt converter, which can be evaluated
as

i�sha ¼ ila � i�sa ¼ ila � vSa � v0Sa
D

ðPLavg þPlossÞ

i�shb ¼ ilb � i�sb ¼ ilb � vSb � v0Sb
D

ðPLavg þPlossÞ

i�shc ¼ ilc � i�sc ¼ ilc � vSc � v0Sc
D

ðPLavg þPlossÞ ð14Þ

The switching loss and average load power are presented as Plavg and Ploss,
respectively. The ohmic loss and switching losses are compensated by the difference of
reference DC voltage ðv�DCÞ and the actual sensed DC voltage vDC nð Þ for nth sampling
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time. An error e(n) of DC voltage is passed through a PI controller to maintain the DC
link voltage of the UPQC. The error and losses can be calculated as

eðnÞ ¼ v�DCðnÞ � vDCðnÞ ð15Þ

plossðnÞ ¼ plossðn� 1Þþ kpfeðnÞ � eðn� 1Þgþ kiðnÞ; ð16Þ

where kp and ki are the PI gain constants.

3 Results and Discussions

The single-line diagram of UPQC is represented as in Fig. 2. The same model has been
developed on MATLAB–Simulink to analyze the graphical approaches of comparative
performance of UPQC under S.S and voltage sag conditions. The IGBT-based series
converter is performed under three control techniques, while IGBT-based shunt con-
verter is performed under instantaneous symmetrical component theory based con-
troller. All the MATLAB-based Simulink parameters are presented in Table 1.

The notation of results based on 415 V (L-L), three-phase, system parameters are as
follows—utility voltage vs (V), utility current is (A), load current iL (A), load voltage
vL (V), and DC link voltage vDC (V). The notation {vs (V) & is (A)} shows the utility
voltage and utility current phase. The performances of series injection voltages and
shunt penetration currents are observed under 20% voltage sag for three types of UPQC
(UPQC-S, UPQC-Q, and UPQC-P). The optimized power angle has been taken as
0.1 rad. (�5.7°) of UPQC-S to share the reactive shunt converter. In Fig. 3a, complete
wave signals are given from 0.1 to 0.25 s, while between 0.1–0.15 s and 0.2–0.25 s,
the UPQC-S works under S.S conditions. Moreover, the IGBT-based series converter
generates voltage (vinj.S) 23.83 V per phase and shares 0.233 kVAR per phase and the

Fig. 1. a–d Phaser representation of proposed control techniques under various conditions of
voltage
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IGBT-based shunt converter generates current (iinj.S) 3.2 A to share 0.768 kVAR per
phase. Both the IGBT-based converters shared total reactive powers of the loads; thus,
wave signals of {vs (V) & is (A)} show the utility works under unity power factor (upf).
On other hand, utility runs from 0.15 to 0.2 s, under 20% voltage sag. Then,
IGBT-based series converter generates 49.17 V to compensate the voltage sag at PCC,
while IGBT-based shunt converter generates 2.5 A to maintain the vDC at 700 V and
compensate the reactive power. Thus, wave signals of {vs (V) & is (A)} show utility
works under upf. The performance of controller based on proposed techniques works
satisfactorily.

In Fig. 3b, complete wave signals are given from 0.25 to 0.4 s, while between 0.25–
0.3 s and 0.2–0.25 s, the UPQC-Q works under steady state conditions. Moreover, the
IGBT-based series converter is inactive under S.S condition. Only IGBT-based shunt
converter generates shunt currents 4.2 A to compensate total reactive power demand by
load. The wave signals of {vs (V) & is (A)} show that utility voltage and current are in
same phase. Moreover, for 0.3–0.35 s, utility runs under 20% voltage sag. The
IGBT-based series converter generates 144 V to maintain the desired voltage at PCC.
And at same time IGBT-based shunt converter of UPQC-Q generates 0.9 A to share the
load reactive power and maintains DC link voltage. It has been seen that series converter
generates very high voltage under voltage sag to maintain the load voltage.
Therefore, VA rating of the series transformer and VA rating of IGBT-based series
converter are high, and the overall rating of the UPQC-Q is also very high. Hence, this
kind of control approach is unacceptable as a universal choice. In Fig. 3c, complete
wave signals are given from 0.4 to 0.55 s, while between 0.4–0.45 s and 0.5–0.55 s,
the UPQC-P works under S.S conditions. In UPQC-P types of control approach, the

Fig. 2. Single-line diagram of AC network with UPQC
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IGBT-based series converter is inactive mode and incapable to share reactive power of
load. The IGBT-based shunt converters compensate total reactive demand of the load
and it maintains DC link voltage at desire value 780 V. It generates shunt currents 4.2 A
under S.S condition to compensate 1 kVR reactive power per phase and the wave
signals of {vs (V) & is (A)} show that utility voltage and current are in same phase.
When utility runs during 0.45–0.5 s under 20% voltage sag, the IGBT-based series
converter generates 48 V to maintain the desired voltage at PCC. The IGBT-based series

Table 1. AC distribution network parameters

Parameters UPQC-S UPQC-P UPQC-Q

DC link voltage (Vdc) (V) 680 780 700
DC link capacitance (Cdc) (µF) 2500 2500 2500
AC inductance for shunt converter
(Lf) (mH)

2 4 2

AC inductance for series converter
(Lse) (mH)

2.5 2.5 2.5

Voltage rating of switch
VSw = Vdc + 10% of Vdc (V)

1200 1200 1200

Current rating of switch (ISw) (A) 50 50 50
Ripple filters of series converter Cse = 10 µF Cse = 10 µF Cse = 10 µF

Rse = 10 X Rse = 10 X Rse = 10 X

Ripple filters of series converter Cse = 10 µF Cse = 10 µF Cse = 10 µF
Rse = 10 X Rse = 10 X Rse = 10 X

Injection transformer 5 kVA,
120 V/240 V

5 kVA,
120 V/240 V

10 kVA,
120 V/240 V

Linear load 5 kVA at
0.8 pf

5 kVA at
0.8 pf

5 kVA at
0.8 pf

PWM (kHz) 10 10 10

Fig. 3. a–c Performance of controller of UPQC-S, UPQC-Q, and UPQC-P represent,
respectively, utility voltage (vs(V)), utility current (is(A)), voltage at point of common coupling
(vL(V)), current at point of common coupling (iL(A)), capacitor DC voltage (VDC(V)), shunt
converter current at point of common coupling (iinj.S(A)), series converter voltage (vinj.S (V)) for
UPQC-S, shunt converter current at point of common coupling (iinj.Q(A)), series converter
voltage (vinj.Q (V)) for UPQC-Q, shunt converter current at point of common coupling (iinj.P(A)),
series converter voltage (vinj.P (V)) for UPQC-P, respectively
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voltage generation needs active power which shares from DC link. Thus, amount of DC
link voltage decreases from 0.45 to 0.5 s. And the IGBT-based shunt converter gen-
erates 2.5 A to maintain the DC link voltage and compensate the reactive power of the
load. Thus, wave signals of {vs (V) & is (A)} is shown at the same phase under all
conditions of utility. It has been noticed that the utilization factor of IGBT switches for
UPQC-P and also for UPQC-Q less than that of UPQC-S. Thus, UPQC-S has good
choice for power quality enhancement in AC distribution networks.

4 Conclusion

As UPQC–Q is unable to work under swell condition, the performance of the mini-
mized VA size is compared under steady state and voltage sag conditions. It has been
observed that the utilization factor of the IGBT switches of series converter is maxi-
mum for UPQC-S whereas minimum for UPQC-Q and UPQC-P. The IGBT switches
of series converter work only in voltage sag condition for UPQC-Q and UPQC-P,
whereas IGBT switches work under all conditions of utility. Moreover, the magnitude
of voltage under voltage sag condition requires nearly same for UPQC-S and for
UPQC-P, while UPQC-S requires less active power than that of UPQC-P. As per
MATLAB results, UPQC-S, UPQC-P, and UPQC-Q require 49.7 V, 48 V, and 144 V
magnitudes of voltage correspondingly to compensate 20% voltage sag. Again it is
seen that magnitude of UPQC-Q is nearly three times more than other types of UPQC.
The factors VA size, utilization factor of switches, minimum active power utilization,
and effective cost which is proportional to the VA size of UPQC prefer the UPQC-S
over the UPQC-Q and UPQC-P.
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1 Introduction

Smartphone app-based mobile health intervention is becoming a viable solution to
support TB eradication programme. It could bring unique solutions by adapting newer
technologies available through the technological growth. But it could be effectively
utilized only if proper human–computer interaction (HCI) is taken care of. The pro-
posed mHealth solution to support TB programme is implemented through TB track
mobile app and web application supported by database. The app provides support to the
TB patients in taking right medicine for the day, motivating and educating the patients
with regular messages, and helping to report symptoms of uneasiness to invite atten-
tion. Virtual medicine strips, symbolic representation, and localization features were
employed in the designing of app with mobile HCI aspects in mind. A QR code
technique based remote attendance monitoring system using smartphones to monitor
patient–DOTS provider interaction is proposed to support Directly Observed Therapy
(DOT) concept recommended by WHO. The proposed mHealth solution is designed to
address the challenges mentioned in the literature survey. The methodology and results
through pilot testing demonstrate the outcome of implementing the smartphone-based
mHealth solution to support the TB programme.

2 Literature Survey

World Health Organization (WHO) TB statistics reports for the year 2015 point out that
estimated incidence of TB for India is around 2.2 million cases out of a global inci-
dence of 9.6 million with more than 2 million new cases every year [1]. Monitoring
treatment response, treatment adherence, maintaining records for all TB patients, public
health responsibility, notification of TB cases, and health education are quite few
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important guidelines where the National TB programme implements on TB patients in
India as per the recommendations of WHO [2]. WHO insists the patients should be
observed while taking their medicine which could be implemented through DOT as the
TB control strategy [3]. The crucial element of the TB programme is to focus on strict
adherence to TB treatment by patient until cure. It involves continual medicine intake
and periodical TB test for patients until cure and avoidance of wrong dosage of
medicine. Failing to do so will result in increase in cases of drug resistance TB which
will complicate in further treatment. Treatment supervision by DOT in clinic will be an
additional burden due to resource constraint and cost-intensive for health clinics.
Patients might also have constraints in visiting clinic daily due to the reasons of travel
and waiting time for treatment. The alternate choice could be a community-based DOT
(CB-DOT) which can be from organized community groups, peer groups, chosen
members of the community, and family members if trained could act as potential
supervisors to ensure completion of treatment and hence cure [4]. Patient should not be
left as mere passive recipient of services; they should be motivated and educated and
should be an active partner in TB programme. They should be made to have respon-
sibility in sharing information to the public health, adhering treatment properly, and
come forward in sharing their expertise experienced during treatment [5]. Increasing
penetration of smartphones among common people because of its lowering cost and the
proliferation of high-speed mobile networks and services available at cheaper prices,
the smartphone-based mHealth solution will play a far greater role in health care in
both developed and developing countries in the future [6–8]. Success of mHealth
solution will be based on good HCI design which should be user-centric; in fact,
technological developments and its impact could be effectively utilized only if proper
focus is given to the usability of the technology fitting into daily life of common
people. The design approach should be based on intellectual traditions of several
disciplines including human factors, computer science, information systems, psychol-
ogy, sociology, and visual design [9–11]. Ergonomics and psychology are also needed
to be considered in designing the TB track mobile app [12–14]. With technology
becoming viable, mHealth solution will have to become an inevitable part of strategic
design for setting future TB programme standards where mobile phone will the easiest
mode to reach outpatients who are located in places where difficulty in approaching
them is high. Proof of concept and studies have shown that mHealth has been
influential in TB treatment through medication monitoring, record keeping, and pos-
sibly help in motivating and educating patients. This could be useful when scarcity of
human observers is an issue [15].

3 Methodology

The architecture diagram of TB track application framework is shown in Fig. 1. Smart
mobile phones are provided to identify tuberculosis patients with mobile application
TB track loaded to it. The app enables to monitor them throughout the course of
treatment. The system also has web-based application intended for TB units where
patient details and schedules for treatment can be entered. The web application can also
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generate reports on patients record like daily medicine intake, their reported symptoms,
and more. The system ties up with third-party SMS service provider which enables web
application to implement message communication to be sent to respective patients,
DOTS providers, and medical supervisors. The web app can compute reminders sep-
arately for each patient if the patient had skipped medicine. It can send alert messages
to intended DOTS provider if the patient has reported symptoms of uneasiness. It also
sends motivational and educational messages at regular interval. The DOTS provider is
also provided with mobile app to report their attendance. The collected data such as
patient medical intake, patient symptoms occurring during course of treatment, report
of sputum test, and DOTS provider attendance are stored in database; these data can be
analyzed and report can be generated for perusal.

4 TB Track Application

4.1 TB Patient Mobile App

The internet-enabled mobile application is used by patients to report their daily intake
of medicine during the different phases of treatment namely intensive phase, prolon-
gation phase, and continuous phase. The data will be collected by the web application
and stored in database. Figures 2 and 3 show the TB track mobile app screenshot of a
patient in “intensive phase” who is presented with virtual tablet strip and voice support.
The patient needs to report by clicking the medicine images to TB track database to
confirm that correct medicine intake is taken. Figures 4 and 5 show the screenshot of
patient in “continuous phase” who is presented with different tablet dosages for intake.

Figures 6 and 7 show the screenshot of the app through which patient can report
any symptoms occurring during the course of medication immediately through SMS to
DOTS provider which is also recorded in database. The patient will receive educa-
tional, motivational messages, and also reminders or alert messages for intake of

Fig. 1. Architecture diagram of TB track application for TB patients
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Fig. 2. Virtual medicine strip of patient in intensive phase

Fig. 3. Patient has submitted medicine intake
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Fig. 4. Virtual medicine strip of patient in continuous phase

Fig. 5. Virtual medicine strip of patient in continuous phase
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Fig. 6. Symptoms reporting screen

Fig. 7. Symptoms reporting screen in Malayalam language
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Fig. 8. Main menu of app

Fig. 9. Main menu of app in Malayalam language
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medicines or alerting patient when medical test is due. The app provides feature for
one-touch calling and messaging to connect to contact person or DOTS provider in
case of emergency as shown in Fig. 10. It also provides details like course of treatment
and schedule for next sputum test of the patient by fetching the values from database as
shown in Fig. 11 (Figs. 8 and 9).

4.2 TB Track DOTS Provider Mobile App

The DOTS provider mobile app requires internet enabled which works on Quick
Response (QR) code based technique as a mechanism for registering attendance
remotely into the web portal for field personals interacting with respective recipient
client. This is a foolproof mechanism where only registered smartphones are used as
attendance registering device. The attendance protocol insists DOTS provider while the
schedules to meet the patient needs to ask the patient’s mobile app to invoke attendance
module. It connects to web attendance service module which generates a 6-digit ran-
dom number which is converted into QR code image and gets downloaded to the
mobile app. The DOTS provider has to invoke his attendance module which has QR
code scanner which needs to scan the QR code image downloaded in patients’ mobile
app. The scanned code is uploaded to the web attendance service module with secured
code in the registered app. The web attendance service module compares the code

Fig. 10. One-touch emergency call screen
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Fig. 11. Patient treatment stage summary

Fig. 12. Patient mobile app attendance module displaying QR code
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generated for patient mobile app and uploaded code from DOTS provider mobile app
and registers timestamp against the patient entry in database. Provision to send SMS to
TB unit officer on attendance registration can help to verify interaction between patient
and DOTS provider. This brings accountability in DOTS provider. Figure 13 shows the
screenshot of QR code scanner component used to scan the generated QR code in
patient’s TB track app Fig. 12 for registering attendance which will be recorded in TB
track database with timestamp. We can also record time spent by DOT provider with
patient with entry and exit times.

4.3 TB Track Web Application

The web application part of TB track can be used by medical staffs, doctors, and lab
technician of TB units with respective access level. When a patient is identified with
TB, a TB sheet is generated with the entire dataset being entered into the database
through web interface. A unique ID and password will be generated for the registered
patient, which will be given to the patient along with smartphone with TB track app

Fig. 13. DOTS provider mobile app module displaying QR code scanner scanning QR code
generated in patient mobile app
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loaded. Similarly, a unique ID and password will be generated for the DOTS providers
to enable them to log in into their app. The patient will be using the user ID and
password every time to log in to the mobile app for daily reporting medicine intake and
report symptoms if he had any during the day. The web application runs a scheduled
job routine twice a day at stipulated time to identify that each registered patient has
taken medicine properly or not. It escalates any issue of nonadherence of treatment by a
patient through reporting to respective DOTS providers for the patient. The web
application further escalates and reports to the treatment supervisor if DOTS provider
has not responded with in time. The web application also sends separate educational
and motivational messages for each patient. A set of messages will be sent in sequence
on daily basis at different time intervals based on which phase of treatment course the
patient is in. The web application also allows entering diagnostic test reports and
treatment schedule which could be viewed by patient and helps in alerting patient
through SMS for going to medical tests when it is due.

4.4 TB Track Database

TB track application records all the activities like patient interacting with the mobile
app to report medicine intake and symptoms, TB unit entering patient data such as their
details, sputum test reports, etc. through web interface, and DOTS provider registering
attendance through DOTS provider mobile app recorded in TB track database.
Figure 14 shows the partly database schema used by TB track application. Patient

Fig. 14. TB track application database schema
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details while registering and the patient sputum test schedule and reports are entered
through web interface in TB unit in “Patient_Details” table and “Sputum_Test” table,
respectively. Patient’s medicine intake details and symptoms details are recorded
through their mobile app into the “Intensive_phase”, “Prolongation + phase”, or
“Continous_phase” table depending on which phase they are in. Similarly, DOTS
provider attendance is recorded as timestamp against the patient entry in the respective
table. Consolidated report can be generated for patients registered in TB unit for getting
details like the medicine intake during the phase of treatment, symptoms recorded by
patients during the phase of treatment, and DOTS providers’ attendance recorded
during the patient interaction.

4.5 TB Track SMS Communication

The TB track application framework uses third-party bulk SMS service for sending
periodical alerting, educational, and motivational messages to the TB patients.
The SMS application is leveraged with the TB track web application for sending
messages to patients, DOT providers, and medical treatment supervisors in their local
native language whose phone numbers are stored in TB track database. Messages were
sent twice a day to DOTS providers and medical officers on their respective patients’
status of intake of medicine so that they can act upon if they have not submitted
medicine intake status through app. Educational and motivational messages were sent
to patients on day-to-day basis depending on the particular day of treatment. Computed
alert messages will be sent to patients and DOTS provider to remind them if they had
not taken medicine, remind the patients for taking regular checkup when it is due, and
alert DOTS provider and medical supervisors if patient has reported symptoms through
app.

5 Pilot Testing and Discussion

We selected 20 patients of the TB care unit mostly from rural background, and they
were provided with smartphones loaded with TB track app and were trained to use it.
The patient needs to log into the app to view medicine intake for the day in the form of
virtual medicine strip if they had any for the day. The patient needs to press each tablet
image and press submit button to report the TB track system that they had taken right
medicine for the day. Patients were asked to report symptoms through app if they had
experienced during the course of treatment. Mock tests were conducted by asking
patients to report symptoms through app. TB patients were sent with motivational and
educational messages through SMS besides all important reminders to remind them for
taking periodical sputum test.

5.1 Outcome

Pilot testing showed promising results. 17 out of 20 patients (85%) found overall
usability of app was good. They gave feedback that virtual medicine strip provided
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support for correct medicine intake. Patients were asked to report requested correct
symptoms from app. Out of 200 mock responses collected from patients for symptoms
during the phase of treatment where patients were asked to submit mock symptoms
through app, we were able to collect 81.5% of responses being reported correctly (5
cases during the mock test had real symptoms and they reported them correctly). DOT
providers were asked to attend their respective patients for monitoring their patients’
medicine intake as well as the time when they had reported symptoms. Attendance was
registered through app brought accountability in them.

6 Conclusion

The proposed work presents a smartphone-based mHealth solution for supporting TB
treatment. The educational background, age, and family background would still pose
major challenge and limit the prospect of inculcating mHealth solution into TB treat-
ment programme. It is also observed that success of smart app-based mHealth solution
is largely based on good HCI design which is instrumental in acceptance of app by
users. The results of pilot testing of project on usability showed virtual medicine strip
and symbolic presentation to report symptoms, localization, and voice support that
substantially aided the effort needed to train the patients for using the app. The TB track
application infused responsibility and accountability to DOTS providers ensured better
patient monitoring through the QR code based attendance system. With cheaper
smartphones and availability of internet services due to improved information and
communication technology (ICT), smartphone-based mHealth solution for TB pro-
gramme is a viable strategy to be adopted along with the existing practice at least at
selected areas where technology is available.
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1 Introduction

The earliest research work towards the phase-locked loop (PLL) goes back to 1932.
Because of the number of tuned stages in a superheterodyne receiver, a new type of
receiver was developed, called the homodyne. Later on, it was renamed as synchrodyne
receiver. In synchrodyne system, a local oscillator tuned the desired input frequency
and multiplied it with the input signal. An automatic correction signal is applied to the
oscillator, maintaining it in the same phase and frequency as desired. This type of
feedback circuit initiated the evolution of the PLL [1, 2]. The basic PLL concepts were
published by de Bellescize in 1932 [2–4]. The techniques were mainly used for syn-
chronous reception of radio signals [3]. The PLL is widely used in communication
systems. Some of its uses include frequency synthesizer, clock data recovery, FM
demodulation, mobile phones, microprocessors, and satellite communications.

In certain applications, such as, in frequency hopping spread spectrum (FHSS) and
wireless local area networks (WLANs) which require fast frequency switching meth-
ods, the settling time of the PLL is a very important parameter [5, 6]. In this paper, we
propose a proportional–integral–derivative (PID)-controlled PLL model by placing a
PID control block into the loop for decreasing the settling time.

1.1 Brief Overview of PLL

The PLL is a negative feedback control system which has the ability to align output
phase and frequency to the phase and frequency of the reference signal at locked
condition. It includes a phase frequency detector (PFD), a loop filter (LF), and a
voltage-controlled oscillator (VCO) in the forward path and a frequency divider (FD) in
the feedback path as shown in Fig. 1. The PFD is basically a comparator which
compares the phase and frequency error between the reference signal and VCO signal.
The PFD output is followed by LF to remove any unwanted high-frequency compo-
nents and generate a dc signal for controlling the VCO. The VCO produces a
high-frequency signal which is feedback to the input of the PFD. The FD in the
feedback path is usually used to generate a low-noise, high-frequency digitally pro-
grammable signal from a low-frequency low-noise crystal oscillator [7]. In free running
state of the PLL, there is no input voltage applied to the PFD. In capture range, VCO
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S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Lecture Notes in Electrical Engineering 475,
https://doi.org/10.1007/978-981-10-8240-5_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8240-5_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8240-5_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8240-5_6&amp;domain=pdf


begins to change and produce an output frequency. When output frequency and phase
is adjusted to become equal to the frequency and phase of the input signal, then this
state is called locked state of the PLL.

2 Related Works

H. U. Uyanik and N. Tarrim in 2007 reported a novel aided-acquisition technique
based on PID-controlled PLL where a significant reduction in the settling time is
observed from 1.114 ls to 293 ns with an improvement of around 75% [5]. In 2009,
V. Minambres, M. I. Milanes, B. Vinagre, and E. Romero designed and analyzed a
proportional–integral (PI), a PID, and a novel fractional–proportional–integral
(FPI) controller in continuous time domain to solve the phase tracking by improving
time response, phase error, and overshoot. Phase margin is obtained to be 32.8°, 26.1°,
and 42.9°, and settling time is obtained to be 0.22 s, 0.16 s, and 2.5 s for PI, PID, and
FPI controller, respectively [8]. In 2011, P. Karuppanan and K. K. Mahapatra reported
a PID controller with PLL synchronization controller based shunt active power filter for
compensating harmonic currents and reactive power under both balanced and unbal-
anced conditions [9]. L. A. dos Santos, M. dos Santos Kaster, and S. A. O. da Silva in
2012 developed an adaptive nonlinear PID controller applied in a single-phase PLL
algorithm which provides a transient response of 2.3 times faster than the conventional
PI [10]. K. Bora and T. Bezboruah developed and implemented a PID-controlled higher
order PLL model with low settling time in the year 2013. They obtained the settling
time for second-, third-, and fourth-order PLL with LPF to be 1.49 � 10−5 s,
1.08 � 10−8 s, and 5.4 � 10−9 s, respectively, and for PID-controlled PLL, it is
obtained to be 4.4 � 10−9 s [6]. In 2014, S. Golestan, M. Monfared, Francisco D.
Freijedo, and Josep M. Guerrero developed a systematic and efficient approach to
design the control parameters of the synchronous reference frame PLL (SRF-PLL) with
pre-filtering stage [11]. In 2015, S. Golestan, Francisco D. Freijedo, and Josep M.
Guerrero presented a systematic approach to design high-order PLLs control parame-
ters for first-, second-, third-, and fourth-order LPF, respectively, and they observed
that the reduced-order model provides good accuracy in all the cases [12].

Fig. 1. Different blocks of PLL
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3 Objective and Methodology

The main objective of the proposed work is to design and simulate a PID-controlled
PLL. A PID controller is inserted in place of LPF in an attempt to reduce the settling
time of the system. The simulation of the proposed model is performed in MATLAB
platform to study (i) the stability, (ii) settling time, (iii) phase margin (PM), and
(iv) bandwidth (BW) of the system.

The methodologies toward implementation of the proposed work are: (a) derivation
of TF in s-domain for each block of the model, (b) derivation of the system transfer
function by integrating individual TF of each block of the model, and (c) simulation of
the model in MATLAB platform to study the various aspects of the system.

4 Theoretical Estimation for the PLL Components

The block diagram of the proposed model is given in Fig. 2.

4.1 Estimation for PFD

For linear analysis of the model [2], it is assumed that the loop is locked and the PFD is
linear [13]. Then, the PFD output voltage can be written as:

VPD ¼ Kdð/ref � /outÞ

Kd ¼ VPD

ð/ref � /outÞ
; ð1Þ

where /ref is the phase of the reference signal, /out is the phase of the VCO output
signal, Kd is the PFD gain constant measured in volts/radian, and VPD is the PFD output
in volt.

Fig. 2. Functional block diagram of the model
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4.2 Estimation for VCO

For linear analysis of the loop [14], the VCO output can be expressed as:

/out ¼ K0

Z
Vtunedt;

where K0 is the VCO gain factor and Vtune is the VCO control voltage.
The TF of the VCO can be written as

/out

Vtune
¼ K0

s
; ð2Þ

where K0 ¼ 1
CR; C and R are the capacitance and resistance used in VCO design.

4.3 Estimation for LF

We have used second- and third-order passive LPF in the loop as shown in Fig. 3a and b.
The TF of the second-order passive LF can be derived as:

F2ndðsÞ ¼ 1þ sT2
sA0ð1þ sT1Þ ; ð3Þ

where A0 ¼ C1 þC2, T1 ¼ C1C2R2
C1 þC2

, and T2 ¼ C2R2.
Thus, putting these values in Eq. (3), the TF for second-order LF can be simplified

as:

F2ndðsÞ ¼ 1þ sC2R2

s2C1C2R2 þ sðC1 þC2Þ ð4Þ

The TF of the third-order passive LF can be derived as:

Fig. 3. a Second-order passive LPF. b Third-order passive LPF
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F3rdðsÞ ¼ 1þ sT2
sA0ð1þ sT1Þð1þ sT3Þ ; ð5Þ

where A0 ¼ C1 þC2 þC3, T1 ¼ C1C2R2
C1 þC2 þC3

, T2 ¼ C2R2, and T3 ¼ C3R3.
Putting these values in Eq. (5), the TF for third-order LF can be simplified as:

F3rdðsÞ ¼ 1þ sC2R2

s3C1C2C3R2R3 þ s2 C1C2R2 þC3C3R2 þC3R3 C1 þC2ð Þf gþ s C1 þC2 þC3ð Þ
ð6Þ

4.4 Estimation for FD

An FD takes an input signal of a frequency fin and produces an output signal of
frequency fout, where fout = fin/n; and n is an integer.

The TF for the FD can be derived as:

Fdiv ¼ 1
N
; ð7Þ

where N is the division ratio.

4.5 Estimation for PID Controller

The TF of PID controller can be expressed as

CðsÞ ¼ Kp þ Ki

s
þ sKdi ð8Þ

where KP is the proportional gain, Ki is the integral gain, and Kdi is the derivative gain.

4.6 The System TF of the Model

The system TF of the proposed model can be derived as:

HðsÞ ¼ Forward gain
1þ Loop gain

ð9Þ

4.6.1 System TF with LF
The forward gain of the model can be expressed as:

Forward Gain ¼ KdFðsÞK0

s
ð10Þ

The loop gain is the product of the individual TF of each block used in the model
and it can be derived as:
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LoopGain ¼ KdK0FðsÞ
Ns

ð11Þ

Combining Eqs. (4), (9), (10), and (11), the system TF with second-order LF can be
derived as:

H2ndðsÞ ¼ KdK0 1þ sC2R2ð Þ
s3C1C2R2 þ s2 C1 þC2ð Þþ sC2R2KþK

; ð12Þ

where K ¼ KdK0
N = loop gain constant [15].

Combining Eqs. (6), (9), (10), and (11), the system TF with third-order LF can be
derived as:

H3rdðsÞ ¼ KdK0 1þ sC2R2ð Þ
s4C1C2C3R2R3 þ s3 C1C2R2 þC3C3R3 þC3R3 C1 þC2ð Þf gþ s2 C1 þC2 þC3ð Þþ sC2R2KþK

ð13Þ

4.6.2 System TF with PID Controller
Combining Eqs. (8), (9), (10), and (11), the system TF with PID controller can be
derived as:

HpidðsÞ ¼
KdK0 s2Kdi þ sKp þKi

� �
s2 KdK0kdi

N þ 1
� �þ s KdK0Kdi

N

� �þ KdK0Kdi
N

ð14Þ

5 Simulations

We simulate the system TF of the model given in Eqs. (12), (13), and (14) in s-domain
by using MATLAB to study various aspects of the system. We analyzed the behavior
and performance of the model by considering different parameters, namely: (i) Kd,
(ii) Ko, (iii) N, (iv) second- and third-order LF components R2, R3, C1, C2, and C3, and
(v) PID controller gain Kp, Ki, and Kdi. Various test cases for experiments with second-
and third-order LF and also with PID controller are given in Table 1 and Table 2,
respectively. The value of capacitor C2 for second-order LF is chosen at least three
times of that of the VCO input capacitance. The capacitor C3 for third-order LF is
chosen at least four times of that of the VCO input capacitance and R3 is chosen as
small as possible.

5.1 Simulation for Settling Time

The step response is used to determine the settling time of the system and provides
information about stability. For PLL, settling time is the time for the system output
response to reach and stay within 2–5% of its steady-state value. The settling time is set
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by the LF components, Kd, Ko, and N. It is directly related to loop BW. The LF BW
may be widened to speed up settling time and is also used to optimize PM [15, 16]. We
simulate the system TF of the model with second- and third-order LF and with PID
controller to evaluate the settling time. Four sample step responses of simulations are
given in Fig. 4a, b (Sl No. 2, 4, 12, 15 as highlighted in Table 1) and Fig. 4c (Sl No. 4,
12, 14, 16 as highlighted in Table 2).

Table 1. Second- and third-order LF parameters of the model

Sl
No.

Second-order LF
parameters

Third-order LF parameters Kd (V/rad) K0 (MHz/V) N

C1
(pF)

C2
(pF)

R2
(Ω)

C1
(pF)

C2
(nF)

C3
(pF)

R2
(Ω)

R3
(Ω)

1 1.000 0.6 0.100 0.100 2.2 0.6 1.00 1.0 0.7 1.00 1.0
2 0.100 0.6 0.200 0.100 1.2 1.2 1.50 1.0
3 0.100 2.2 0.200 0.010 2.2 1.5 1.00 1.0
4 0.100 0.1 0.500 0.002 4.7 1.5 1.20 1.0
5 0.500 1.0 0.100 0.001 1.0 2.2 1.20 1.0
6 0.400 1.2 0.100 0.010 1.0 2.2 1.00 1.0
7 1.500 1.5 0.100 0.050 6.0 1.2 1.50 1.0
8 4.700 2.2 0.047 0.010 3.3 1.0 1.00 1.0
9 3.300 1.5 0.047 0.002 1.0 1.5 1.00 1.0
10 2.200 1.0 0.100 0.050 2.2 2.2 0.47 1.0
11 6.000 3.3 0.050 0.100 1.2 1.2 1.00 1.0
12 0.600 1.0 0.150 0.002 9.0 0.9 1.00 1.0
13 1.200 1.5 0.075 1.000 4.7 1.2 1.00 1.0
14 0.001 4.4 4.700 1.000 6.0 2.2 0.68 1.0
15 0.005 1.5 1.200 1.000 1.0 0.6 0.68 1.0
16 0.001 4.7 0.075 1.000 2.2 0.1 1.00 1.0
17 0.010 3.3 0.075 1.200 1.0 2.2 0.68 1.0
18 0.010 1.5 0.050 0.900 1.2 4.7 0.68 1.0
19 1.200 2.2 0.100 0.900 6.0 1.2 1.00 1.0
20 1.000 1.2 0.047 0.200 1.2 0.9 1.00 1.0

Table 2. PID-controlled PLL parameters of the model

Sl
No.

Kd

(V/rad)
Ko

(kHz/V)
N Kp Ki Kdi

1 0.1 1.00 1.00 0.1 � 109 0.1 � 10−9 0.1 � 10−9

2 0.1 1.00 2.00 1.5 � 109 1.5 � 10−9 1.5 � 10−9

3 0.5 1.00 1.00 0.2 � 109 1.5 � 10−9 1.5 � 10−9

4 0.7 1.00 1.50 0.3 � 109 0.1 � 10−9 0.5 � 10−9

5 1.0 1.00 5.00 1.0 � 109 0.5 � 10−9 0.5 � 10−9

6 0.1 0.10 2.00 2.5 � 109 0.1 � 10−9 0.6 � 10−9

7 0.1 0.50 4.00 0.1 � 109 0.1 � 10−10 0.9 � 10−9

(continued)
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5.2 Simulation for PM and System BW

Bode plot is a useful tool that directly gives the relative stability in terms of PM and
gain margin. The PM is equal to 180° plus the phase shift of the TF in an open-loop
condition [2, 16]. System stability is related to PM and a system is considered to be
stable if the PM value is positive [13, 15]. In PLL system, the loop BW is the frequency
at which the magnitude of the open-loop TF is equal to 1. The choice of loop BW
typically involves a trade-off between spur level and lock time [15]. We simulate the
TF of the model for PM and loop BW by using Bode function. Few sample bode
responses are shown in Fig. 5a, b (Sl No. 2, 4, 12, 15 as highlighted in Table 1) and
Fig. 5c (Sl No. 4, 12, 14, 16 as highlighted in Table 2).

6 Results and Discussion

The results obtained from the simulated responses for various test cases of the model
with second- and third-order LF and PID-controlled PLL for different response
parameters are given in Table 3. It shows that the settling time for PLL with second-
and third-order LF is in the range from 0.103 ns to 31.8 ns and 0.109 ns to 7.68 ns,
respectively, whereas the PLL with the PID controller in the loop shows a settling time
ranging from 0.062 ps to 31.3 ps. However, the minimum PM for PLL with second-
and third-order LF is 40.9° and 42.6°, where as the maximum comes out to be 76.9°
and 71.7°, respectively. For PID-controlled PLL, the minimum PM is observed to be
90.1° and the maximum to be 90.6°. With the change in the settling time, the three
systems show a different BW which varies within the range of 119.87 MHz to
6141.4 MHz for the PLL with second-order LF. The PLL with third-order LF and the
PLL with PID controller shows a variation from 56.441 MHz to 192.75 MHz and
19.846 GHz to 9923.62 GHz, respectively.

Table 2. (continued)

Sl
No.

Kd

(V/rad)
Ko

(kHz/V)
N Kp Ki Kdi

8 1.0 0.50 1.00 0.6 � 109 2.2 � 10−9 1 � 10−10

9 0.1 1.00 10.00 3.3 � 109 2.2 � 10−9 1.5 � 10−9

10 0.1 1.00 5.00 6.6 � 109 1.5 � 10−10 1 � 10−10

11 0.9 0.10 2.00 1.5 � 1010 3.3 � 10−10 2.5 � 10−10

12 0.7 1.00 5.00 1.5 � 109 6.6 � 10−10 3.3 � 10−10

13 0.7 0.40 5.00 2.2 � 109 0.12 � 10−9 1.2 � 10−9

14 0.1 1.00 1.00 5.0 � 109 0.09 � 10−9 1.0 � 10−9

15 0.2 2.50 1.00 1.2 � 109 0.7 � 10−9 0.8 � 10−9

16 0.1 1.00 4.00 1.1 � 109 1.5 � 10−10 1.5 � 10−10

17 0.2 10.00 9.0 0.5 � 109 1.5 � 10−10 1 � 10−10

18 0.1 1.00 5.00 6.0 � 109 0.09 � 10−9 9 � 10−9

19 0.1 0.20 1.00 1.2 � 1010 0.1 � 10−10 1 � 10−10

20 0.1 1.25 1.00 1.5 � 109 0.6 � 10−9 0.8 � 10−9
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Fig. 4. a Step responses of the simulated second-order LF model. b Step responses of the
simulated third-order LF model. c Step responses of the simulated PID controller model

Fig. 5. a Bode responses of the simulated second-order LF model. b Bode responses of the
simulated third-order LF model. c Bode responses of the simulated PID controller model
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7 Conclusion

From the analysis of the proposed PID-controlled PLL model and PLL with second-
and third-order LF, we can conclude that the settling time of PID-controlled PLL is too
much faster (0.062 ps) than that of the PLL with LF (0.103 ns for second-order LF and
0.109 ns for third-order LF). Bode responses for PM of the model show that the PM
values for both the cases of PLL with LF and PID-controlled PLL are well within the
limit of stability. Also, it is observed that the PID-controlled PLL system is highly
stable. So, the model may be applied as a trade-off for research and industrial appli-
cations for acquiring better settling time in communication system.
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1 Introduction

Amendment of the electric properties of single myocyte may favor the occurrence of
ventricular arrhythmias in these patients by exerting influence on early or delayed after
depolarizations. Mathematical models of the cellular action potential and its underlying
ionic currents could help to elucidate possible arrhythmogenic mechanism on a cellular
level [1]. Cardiac arrhythmias mechanisms are well understood by means of theoretical
studies to improve and form a well-established area of research. Computational
approach is one of the most important applications to studies of human cardiac myo-
cytes, because the chance for doing fact-finding and clinical studies in human cardiac
myocytes is very limited. Then, animal cardiac myocytes used for fact-finding studies
may vary notably from human cardiac myocytes [heart size, heart rate, AP shape,
duration, restitution, vulnerability to arrhythmias, etc.]. At last, major cardiac
arrhythmias are taken place in ventricular region, which are three-dimensional phe-
nomena, whereas fact-finding observations are still mostly driven to exterior record-
ings. Computational approach to simulations of arrhythmias in the human cardiac
myocytes can get the better of some of these problems.

To perform simulation studies of different arrhythmias in human ventricles, we
need a mathematical model that on the one hand replicates biophysically full properties
of single human ventricular cells, such as the major ionic currents, including the roles
of concentration changes, ion channels, calcium transients, AP duration (APD) resti-
tution (APDR), and important properties of wave propagation in human ventricular
tissue, such as conduction velocity (CV) restitution (CVR). On the other hand, it should
be computationally efficient enough to be applied in the large-scale spatial simulations
needed to study different types of arrhythmias. A mathematical model of the AP of
human ventricular cells that include a high level of electrophysiological detail is
developed by ten Tusscher et al. in 2004 [2].

The major ionic currents in ten Tusscher model are based on the current investi-
gational data and it is most computationally cost-effective sufficient to be applied in
large-scale spatial simulations for the study of reentrant arrhythmias. This model also
predicts current experimentally observed data on APDR, which is a key property for
reentrant arrhythmias. The CVR of this model is broader than in other human cardiac
models and agrees better with obtainable data. Model has lack of calcium transient
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process information. Ten Tusscher models [2] are updated to include a fuller
description of calcium dynamics by Tusscher and Panfilov et al. in 2006 [3]. The
models mainly focused on dynamical instabilities in APD, conditions for electrical
instability in single cells, for reentrant waves in a ring of cells, and for reentry in
two-dimensional (2D) sheets of ventricular tissue. This model has fast sodium current
recovery dynamics, which shows a key factor for the onset of instability. Both APDR
and CVR are very key properties for the event and balance of cardiac arrhythmias [4–
7]. APDR was measured in cardiac myocytes for three reasons: first, to match the
fact-finding data, which was obtained in cardiac myocytes; then, to avoid sensitive
dependence on the stimulus [4, 8, 9]; and last, to obtain the minimum diastolic interval
(DI) for propagation. The restitution curves of all models were calculated in tissue
using 1D cable 2 cm in length [4].

This aim is to develop a novel computational 1D model and also to predict the same
restitution property in that model. To avoid the more complex cable equation model, in
this work, an initiative taken to formulate a novel computational theoretical 1D and 2D
multicellular fiber model for human ventricular cells. It is also methodical for
wide-reaching spatial simulations of cardiac arrhythmias. The model includes a simple
calcium dynamics that reproduces realistic calcium transients and a positive human
contraction staircase and allows us to realistically model calcium-dominated ICal
inactivation, while at the same time maintaining a low computational load. In our study
of ventricular arrhythmias due to deviant calcium channel, we take ten Tusscher model
[2] for my single cell and novel one-dimensional (1D) and 2D computational multi-
cellular fiber model. In the cardiac myocytes, potential-dependent ion channels, such as
sodium, calcium, and potassium, and respective ions are significant keys in giving rise
to and forming the AP as well as exchangers and pumps that donate ion fluxes [10].
Na+–Ca2+ exchanger in plasma membrane is a high priority component of messaging
pathways in several tissues.

In that cardiac myocytes, Na+–Ca2+ exchanger especially has high activity and also
is an important regulator of contractility. Ca2+ is major intracellular agent, and nature
has developed numerous mechanisms to balance Ca2+ levels. Some of these mecha-
nisms are Na+–Ca2+ exchanger, sarcoplasmic calcium pump, leakage channels, and
voltage-dependent calcium channels. In a survey of 100 recent Na+–Ca2+ exchange
keyword listing in medline, 65 of the articles involved the use of myocardial tissue.
Na+–Ca2+ exchanger in plasma membrane is high priority component of messaging
pathways in cardiomyocytes and plays an important role in contractile events [11]. The
Ca2+ ions inducing contraction in cardiac muscle arise from two sources, namely
voltage-dependent calcium channels and SR calcium channels. This Ca2+ binds to and
activates Ca2+ release channels (ryanodine receptors) of the SR through a Ca2+-induced
Ca2+ release (CICR) process. Ca2+ from both sources can then induce contraction. In a
survey, Ca2+ ions estimates indicate that 20% of the Ca2+ persuading contraction comes
from extracellular fluid sources and 80% of the Ca2+ is released from the SR [12].

The ability of the Na+–Ca2+ exchanger to rapidly remove Ca2+ from cardiac
myocytes is readily demonstrated. Bridge et al. [13] showed that the SR function is
disabled by the presence of caffeine and ventricular myocytes that would not relax in
the absence of external Na+. By raising the Na+ during AP process, ventricular
relaxation rapidly happened. If 80% of coupling Ca2+ originates from the SR, then that
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same amount of Ca2+ must be returned to the SR. Thus, the SR Ca2+ pump competes
very effectively with Na+–Ca2+ exchange [14]. Cardiac contractility in ventricular
tissue is prominent by calcium channels like voltage-dependent calcium channels, Na+–
Ca2+ exchanger, SR calcium pump, and leakage channels. Our aim of this article is to
study the impact on AP generation and propagation in single ventricular myocyte, 1D
ventricular myocyte, and 2D ventricular myocyte under different deviant calcium
channel conditions.

2 Methods and Materials

2.1 General

In this paper, ten Tusscher model of human ventricular cell is used for simulation
analysis [2]. The electrophysiological behavior of a single cell can, hence, be described
with the following differential equation.

Cm dV=dtð Þ ¼ � Iion þ Istimð Þ; ð1Þ

where
Cm Membrane capacitance in (µF)
V Membrane potential in (mV)
t Time in (ms)
Iion is the sum of the transmembrane ionic currents (pA/pF)
Istim is an externally applied stimulus current in (pA/pF)
Iion is given by summation of the number of ionic currents.

Iion ¼IKr þ IKs þ IK1 þ Ito þ INa þ Ib;Na
þ ICa;L þ Ib;Ca þ INaK þ INaCa þ Ip;Ca þ Ip;K

ð2Þ

where L-type Ca2+ (ICa,l), transient outward K
+ (Ito), rapid and slow delayed rectifier K+

(Ikr & Iks), time-independent potassium current (Ik1), fast Na+ (INa), Na+–Ca2+

exchanger (INaCa), Na
+
–K+ pump (INaK), background Na+ (Ib,Na), sarcolemmal calcium

pump (Ip,Ca), background Ca2+ (Ib,Ca), and potassium pump (Ip,K).

2.2 2D Array of Ventricular Cell with Gap Junction

A novel computational model is developed for 2D array of ventricular cells with gap
junction 2.5 nS based on Henriquez [15, 16]. In that, each single-cell ventricular
dynamics is considered as a single potential node. Using nodal voltage principle, the
coupling current between two ventricular cells in 2D model is given by

Icupð2;2Þ ¼ C22 � C21ð Þ � RG21 þ C22 � C12ð Þ � CG12; ð3Þ
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where
Icup (2, 2) Coupling current between cell1 and cell2
V1 Membrane potential at cell1
V2 Membrane potential at cell2
G1 Conductance between cell1 and cell2.

The gap junctions were distributed uniformly along the length of the fiber, and the
gap junction was represented as a linear, constant conductance of 2.5 nS [17]. All 2D
models are developed by cable theory (cell-to-cell connection by space step) and solved
using partial differential equations. But here cell-to-cell connection by gap junction and
2D model is developed by ohms law principle and solved by general voltage nodal
algebraic equation.

2.3 Preparation of Failure Calcium Channels

We modified the formulation of INaCa, ICa,L, INaK, Iup, and Ileak proposed by ten
Tusscher et al. [2] for human ventricular cells. The scaling factor of INaCa is modified to
reproduce enhance activity of Na+–Ca2+ exchanger (i.e., the maximal INaCa,
(KNaCa = 1650 (pA/pF)) 65% increase from its normal level in endocardial cell). The
maximum current of INaK and ICa,L is modified to reproduce hypertrophy condition in
endocardial cell (i.e., (PNak = 0.78 (pA/pF)) 45% reduce from its normal level and (ICa,
L = (ICa,L/2) (pA/pF)). In same way, SR calcium pump Iup (Vmaxup = 0.0015(mM/ms)
and SR calcium leak channel Ileak (Vleak = 0.00055 (mM/ms) activation time are also
modified to reproduce deviant CICR process. All the data are taken from human
myocytes by Pribe and Beukelmann et al. [1]. 2D model simulation coded in
MATLAB and membrane potential and gating differential equations are solved using
Euler integration method (Fig. 1).

Fig. 1. Structure of 2D array of ventricular cell
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3 Results and Discussions

Major cardiac arrhythmias are taken place in ventricular region, which are
three-dimensional phenomena, whereas fact-finding observations still mostly drive to
exterior recordings. Computer 2D simulations of arrhythmias in the human ventricular
cell must be predicted the AP propagation and generation effects much more detailed
information to help possible arrhythmogenic mechanism on a cellular level. In this
article, 2D simulation study made on how deviant calcium channels ventricular portion
AP affects the normal ventricular portion AP. The 2D simulation was performed on a
100 � 100 square lattice of nonfailing endocardial ventricular cell with gap junction
conductance (gcon) = 2.5 nS. The results of these computations are shown in Fig. 2a–i
(red region is the depolarised region and blue region is the resting region). Figure 2a
and b shows membrane potential (V) at time (t) = 1 ms in 2D square simulation
domain of side length (L) = 10 mm and L = 0.6 mm. At time 1 ms, total propagation
of ventricular sheet covers the region of 0.6 mm. In 0.6 mm region, 28% is fully
depolarized, 16% is half depolarized, 20% reaches above threshold potential, 24%
starts its depolarization, and finally 12% is at resting state. At time 10 ms, total
propagation of ventricular sheet covers the region of 4.6 mm. Similarly, at time 20 ms,
total propagation of ventricular sheet covers the region of 9.1 mm. Figure 2c and d
shows V at time 27 ms in 2D square simulation domain of side length 10 mm. In
10 mm region, 99.66% is fully depolarized, 0.13% is half depolarized, and finally
0.21% is at resting state. Figure 2e and f shows V at time 250 ms and t = 290 ms in 2D
square simulation domain of side length 10 mm. In 10 mm region at t = 250 ms, the
total ventricular sheet is in slow repolarization state and also at t = 290 ms, and the
total ventricular sheet is in resting potential state. Plateau potential region of normal
ventricular sheet is shown in Fig. 2g. In 5.1–10 mm region at t = 25–60 ms, the total
ventricular sheet is in plateau potential state. The 2D simulation was performed on a
100 � 100 square lattice of nonfailing endocardial ventricular cell with gcon = 2.5 nS.
The results of these resting potential computations are shown in Fig. 2h and i (red
region is the deviant resting potential state and blue region is the normal resting
potential state). Figure 2h shows V at time 290 ms in 2D square simulation domain of
side length 10 mm. At time 290 ms, total ventricular sheet is in resting potential state in
the range between −83 and −86 mV. Similarly, Fig. 2i shows V at time 295 ms in 2D
square simulation domain of side length 10 mm. At time 295 ms, total ventricular sheet
is in completely resting potential state (−86.2 mV). This 2D representation of electrical
activities of human ventricular tissue is an important phenomenon to study and analyze
the cardiac arrhythmias. In this article, we also study the characteristic of AP propa-
gation effects due to deviant calcium channel AP.
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The 2D simulation was performed on a 100 � 100 square lattice of nonfailing
endocardial ventricular cell with gcon = 0.5 nS. The results of these computations are
shown in Fig. 3a–d (red region is the depolarised region and blue region is the resting
region). Figure. 3a and b shows V at time 1 ms in 2D square simulation domain of side
length 10 mm and L = 0.6 mm. In 0.6 mm region, 1% is fully depolarized, 8% is half
depolarized, 12% starts its depolarization, and finally 79% is at resting state. Compared
with Figs. 2b and 3b, 80% of ventricular sheet is at resting state because of gcon =
0.5 nS. At time 10 ms, total propagation of ventricular sheet covers the region of
1.6 mm, which is 63% less propagation compared to gcon = 2.5 nS. Similarly, at time
20 ms, total propagation of ventricular sheet covers the region of 2.7 mm which is
shown in Fig. 3c. Figure 3d shows V at time 94 ms in 2D square simulation domain of
side length 10 mm. With gcon = 2.5 nS, the ventricular sheet of length 10 mm prop-
agation time is 28 ms, whereas when gcon = 0.5 nS, the ventricular sheet of length
10 mm propagation time is 94 ms. This result of AP propagation delay in multicellular
fiber depends on different gcon = 0.5–2.5 nS, which is absolutely great evidence of AP
propagation that depends on gap junction coupling current (Icup) and not on the applied
stimulus, for excitation.

Fig. 2. AP generation and propagation in 2D simulations performed on a 100 � 100 square
lattice of normal endocardial human ventricular cell with gap junction (gcon = 2.5 nS). a Plane
waves shown via pseudocolor plots of membrane potential (V) at time (t) = 1 ms in 2D square
simulation domain of side length (L) = 10 mm. b V at t = 1 ms of L = 0.6 mm. c V at t = 27 ms
of L = 10 mm. d V at t = 27 ms of L = 9.4–10 mm. e V at t = 25–60 ms of L = 10 mm
(Plateau potential region). f V at t = 250 ms of L = 10 mm. g V at t = 290 ms of L = 10 mm.
h V at t = 290 ms of L = 10 mm (Resting membrane potential region). i V at t = 295 ms of
L = 10 mm (Resting membrane potential region)
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AP generation and propagation in 2D simulations are performed on the first half
50 � 50 square lattice of enhanced activity of Na+–Ca2+ exchanger (failing myocyte)
and the second half 50 � 50 square lattice of normal (nonfailing myocyte) endocardial
human ventricular cell with gcon = 2.5 nS. The results of these computations are
shown in Fig. 4a–d (red region is the depolarised region and blue region is the resting
region). Figure 4a and b shows V at time 27 ms in 2D square simulation domain of
side length 10 mm. In 10 mm region, 99.72% is fully depolarized, 0.13% is half
depolarized, and finally 0.15% is at resting state. Compared with Figs. 2d and 4b, 10%
of ventricular sheet resting state is reduced because of enhanced activity of Na+–Ca2+

exchanger. Plateau potential region of ventricular sheet is shown in Fig. 4c. In 5.1–
10 mm region at t = 25–60 ms, the total ventricular sheet is in reduced plateau
potential state. In the second half 50 � 50 square lattice of normal (nonfailing myo-
cyte), endocardial human ventricular cell region has plateau potential effect due to the
first half 50 � 50 square lattice of enhanced activity of Na+–Ca2+ exchanger (failing
myocyte). Compared with Figs. 2f and 4d, the major effects of enhanced activity of
Na+–Ca2+ exchanger (failing myocyte) reduce the APD, which is clearly observed from
Fig. 4d of ventricular sheet at time t = 250 ms that is going to resting state very early.

AP generation and propagation in 2D simulations performed on the first half
50 � 50 square lattice of hypertrophy condition (failing myocyte) and the second half
50 � 50 square lattice of normal (nonfailing myocyte) endocardial human ventricular
cell with gcon = 2.5 nS. The results of these computations are shown in Fig. 5a–d (red
region is the depolarised region and blue region is the resting region). Figure 5a and b
shows V at time 27 ms in 2D square simulation domain of side length 10 mm that is
same as enhanced activity of Na+–Ca2+ exchanger (failing myocyte). But in plateau
potential region (red region is the maximum plateau potential and blue region is the
minimum plateau potential), ventricular sheet having tremendous changes compared to
nonfailing myocyte is shown in Fig. 5c. In 5.1–10 mm region at t = 25–60 ms, 50% of
ventricular sheet is reduced to minimum plateau potential state. In the second half
50 � 50 square lattice of normal (nonfailing myocyte), endocardial human ventricular
cell region has plateau potential effects due to the first half 50 � 50 square lattice of

Fig. 3. AP generation and propagation in 2D simulations performed on a 100 � 100 square
lattice of normal endocardial human ventricular cell with gcon = 0.5 nS. a V at t = 1 ms of
L = 10 mm. b V at t = 1 ms of L = 0.6 mm. c V at t = 20 ms of L = 10 mm. d V at t = 94 ms
of L = 10 mm
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hypertrophy condition (failing myocyte). Compared with Figs. 2f and 5d, the major
effects of hypertrophy (failing myocyte) reduce the APD, which is clearly observed
from Fig. 5d that ventricular sheet at time t = 250 ms goes to completely resting state.

AP generation and propagation in 2D simulations are performed on the first half
50 � 50 square lattice of SR calcium uptake channel and calcium leakage channel
failure condition (failing myocyte) and the second half 50 � 50 square lattice of
normal (nonfailing myocyte) endocardial human ventricular cell with gcon = 2.5 nS.
The results of these computations are shown in Fig. 6a–d (red region is the depolarised
region and blue region is the resting region). Figure 6a and b shows V at time 27 ms in
2D square simulation domain of side length 10 mm that is same as enhanced activity of
Na+–Ca2+ exchanger (failing myocyte). But in resting potential region (red region is the
deviant resting potential state and blue region is the normal resting potential state),
ventricular sheet has tremendous changes compared to nonfailing myocyte as shown in
Fig. 6c and d. In the second half 50 � 50 square lattice of normal (nonfailing myo-
cyte), endocardial human ventricular cell region has resting potential effects due to the
first half 50 � 50 square lattice of SR calcium uptake channel and calcium leakage
channel failure condition (failing myocyte). Figure 6c shows V at time 290 ms in 2D
square simulation domain of side length 10 mm. At time 290 ms, 70% of ventricular
sheet is in deviant resting potential state in the range −83 mV. Similarly, Fig. 6d shows
V at time 295 ms in 2D square simulation domain of side length 10 mm. Compared
with Figs. 2i and 6d, the major effects of SR calcium uptake channel and calcium
leakage channel failure condition (failing myocyte) reduced the CICR and excitation–
contraction coupling, which is clearly observed from Fig. 6d that ventricular sheet at
time 295 ms goes to 65% deviant resting state.

Fig. 4. AP generation and propagation in 2D simulations performed on the first half 50 � 50
square lattice of enhanced activity of sodium–calcium exchanger (failing myocyte) and the
second half 50 � 50 square lattice of normal (nonfailing myocyte) endocardial human
ventricular cell with gcon = 2.5 nS. a V at t = 27 ms of L = 10 mm. b V at t = 27 ms of
L = 9.4–10 mm. c V at t = 25–60 ms of L = 10 mm (Plateau potential region). d V at
t = 250 ms of L = 10 mm
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4 Conclusions

In summary, amendment of the electric properties of single myocytes may favor the
occurrence of ventricular arrhythmias in patients with exert influence on early or
delayed after depolarizations. Cardiac contractility in ventricular tissue is prominent by
calcium channels like voltage-dependent calcium channels (ICa,L), sodium–calcium
(Na+–Ca2+) exchanger, sarcoplasmic reticulum (SR), calcium pump (Ip,Ca), and leakage
channels (Ileak). Theoretical ventricular sheet is framed by integrating two cells with
linear constant gap junction conductance. The conduction velocity (CV) of the 1D
model is found to be 50 cm/s (Normal value gcon = 2.5 µS) and agrees better with
available data. The simulation results of this work illustrate that shorter APD, insta-
bility resting potential, and affected calcium-induced calcium release (CICR) due to
deviant calcium channels potentially have a substantial effect on cardiac contractility
and relaxation. Computational study of single ventricular cells and tissue action
potential and its underlying ionic channel currents could aid to clarify possible
arrhythmogenic mechanism on a cellular level.

Fig. 5. AP generation and propagation in 2D simulations. a V at t = 27 ms of L = 10 mm. b V
at t = 27 ms of L = 9.4–10 mm. c V at t = 25–60 ms of L = 10 mm (Plateau potential region).
d V at t = 250 ms of L = 10 mm

Fig. 6. AP generation and propagation in 2D simulations. a V at t = 27 ms of L = 10 mm. b V
at t = 27 ms of L = 9.4–10 mm. c V at t = 290 ms of L = 10 mm (Resting membrane potential
region). d V at t = 295 ms of L = 10 mm (Resting membrane potential region)
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1 Introduction

The ITRS considers phase change memory (PCM) as an existing baseline and proto-
typical memory technology [1–3]. It is currently most mature of the new memory
technologies under research. Development of PCM with high speed, density, non-
volatility, decreased energy consumption, scalability, 3D integration, endurance,
retention, and multi-bit operation would initiate a revolution in computer architecture,
known as nanostores, which will be the future of information processing. PCM has
potential to be a universal memory that works across multiple layers of memory
hierarchy.

PCM relies on chalcogenide material typically Ge2Sb2Te5 (GST) which features the
capability to change from amorphous to polycrystalline phase and vice versa by giving
electrical pulses and subsequent joule heating. Figure 1 shows the schematic of a PCM
device. It comprises a thin GST film, heater (TiN), top and bottom electrode contacts,
and an active GST that undergoes phase transition between high resistance amorphous
state (RESET state) and low resistance polycrystalline GST (SET state) when the PCM
cell is stimulated thermally. The active region thickness of ua and the contact area, A,
shall be used to study the effect of scaling on threshold switching. The polycrystalline
GST surrounds the active GST and it does not change during program. With proper
heating applied, Joule heating is induced resulting in current crowding near the
heater-active area interface, and hence phase change of the active GST.

In the reset state, PCM exhibits a threshold switching behavior in the I–V char-
acteristics which is a negative differential resistance (NDR) effect beyond threshold
voltage, VT. It defines a boundary between read and write current and voltages which
determines the speed for programming the memory cell. It is therefore important to
estimate threshold switching and speed for developing PCM memory. Threshold
switching corresponds to two distinct electronic states of the amorphous material which
are subthreshold state (OFF state) at low current and a high current ON state.
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For modeling and design purpose, it is significant to predict the dependence of I–V
characteristics on PCM device physical parameters, voltages, and temperature for
amorphous chalcogenide during subthreshold conduction and threshold switching. In
addition, low-frequency 1/f-like noise is a matter of concern for nanoscaled nonvolatile
memory devices, as it produces fluctuations in current which can cause errors during
memory readout. Research by Lavizzari et al. has addressed the impact of 1/f fluctu-
ating current during threshold switching by measuring the effect on PCM cell and
developed a physical model to account for the statistical delay in the device [4].
A compact model for 1/f noise during threshold switching that can be accounted for
simulating PCM array is still missing. In this work, we have developed a compact
model for PCM cell in VerilogA of Cadence environment [5] which accounts for
subthreshold conduction and threshold switching considering 1/f noise.

2 Modeling and Simulation of 1/F Noise in Threshold
Switching

PCM compact model developed in VerilogA is based on analytical model that can
address subthreshold conduction, threshold switching, negative differential resistance
region, and ON regime. The model constitutes Poole–Frenkel (PF) conduction mech-
anism in deep traps in the amorphous material [4, 6]. The model was further developed
to account for 1/f current fluctuations which can predict delay statistics in PCM. The
model developed in VerilogA is implemented in Spectre Circuit Simulator and Vir-
tuoso Analog Design Environment of Cadence. This has a facility of schematic editor
for design and simulation of hybrid PCM circuits with CMOS, active and passive
devices. Figure 2 shows the schematic implemented in Cadence environment to study
the threshold switching during transient simulation. Figure 3 shows I–V curves of a
PCM cell in different programmed states benchmarked with that presented by Ielmini

Fig. 1. Structure of a PCM cell
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et al. [6]. Reset pulses with different amplitudes equal to 3.2 V, 3.5 V, and 5 V are
applied at source VA for amorphous layer thickness of 18 nm, 27 nm, and 39 nm,
respectively, and transient simulation carried out to get the I–V curves. The list of the
model parameters used in the simulation is listed in Table 1.

There is just a little decrease in programmed resistance corresponding to different
pulse amplitudes even though the pulse width is reduced to 10 ns. This is because of a
delay to achieve a thermal steady state in the heated volume due to large thermal
resistivity of the GST film. A RESET pulse of 10 ns and SET pulse of 20 ns are
sufficient for a decade change in the resistance of a PCM cell resulting in a sufficient
read margin [7]. In addition, reduction in reset pulse width improves PCM cell
endurance.

Fig. 2. Schematic for transient simulation of a PCM cell
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Fig. 3. Simulated I–V characteristics of a PCM cell using the compact model
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3 PCM Transient Simulation with 1/f Noise Fluctuations

Transient simulation of the PCM cell considering 1/f noise was carried out as shown in
Fig. 4 with applied bias voltage VA of 800 mV just below VT for a PCM device
thickness of 21 nm and radius of 13.8 nm. As seen in the diagram, 1/f noise can result
in statistical variation of the delay time. When the applied voltage is close to VT, noise
fluctuations can lead in current to exceed the threshold voltage which triggers the
switching event. This can result in large delay time as shown below. During read
operation, threshold switching must not occur else it can disturb the state of the cell.
Thus, the delay time can impact the device operation resulting in read disturb and
programming errors.

Table 1. Amorphous chalcogenide physical parameters used in the circuit simulation [6]

PCM device parameters Values

Elementary charge, q 1.6e–19 C
Average intertrap spacing, Dz 7 nm
Electronic vibration time, s0 1e–15 s
Energy distance between equilibrium Fermi level EF and the conduction
band-edge energy EC, (EC − EF)

0.36 eV

Boltzmann constant, kB 8.617e–5 eVK−1

Sample temperature, T 300 K
Concentration of deep states, NT1 1e19 cm−3

Shallow-trap concentration, NT2 1e19 cm−3

Effective time for electron relaxation from shallow to deep traps, sn 1e–9 s
Fowler–Nordheim coefficient, B12 1e9 Vm−1

Energy distance between deep-trap energy ET1, and the shallow-trap energy
ET2, ET2–ET1

0.29 eV
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Fig. 4. Simulation result of transient behavior of a PCM device with 1/f noise fluctuations
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4 Effect of PCM Device Scaling on Threshold Switching
Considering 1/f Noise

The scaling capability is an important virtue of the PCM device as it allows the tech-
nology to be scaled for many years. As shown in Fig. 1, the size of the bottom electrode
determines the writing current since the heat generated depends on the current density.
With reduction in contact size, the current density increases and hence the Joule heating.
Thus, a lower reset current can achieve the required temperature. The smaller the active
GST material, the less the power will be needed to heat up and hence less programming
current. The power dissipated (P) at the GST and heater interface can be given by [7],

P ¼ Vh I þ gRheater I
2 ð1Þ

Here, Vh is the voltage drop inside the chalcogenide, I is the programming current,
η is the heater efficiency, and Rheater is the heater resistance. Transient simulation
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Fig. 5. PCM device simulation result. a Threshold voltage dependence on thickness and radius
of the amorphous chalcogenide of a PCM device in case of isotropic scaling. b Threshold voltage
dependence on amorphous chalcogenide layer thickness for a fixed area. c Threshold voltage
dependence on amorphous chalcogenide layer radius for a fixed thickness
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considering 1/f noise is used to study the effect of phase change device scaling on the
threshold switching voltage. The PCM device shown in Fig. 1 can be scaled down by
shrinking the amorphous chalcogenide layer thickness, its contact area, or both.

Figure 5a shows the plot of VT versus amorphous chalcogenide layer radius and
thickness for an isotropic scaling wherein a constant aspect ratio = thickness/ra-
dius = 1.5 initially obtained from thickness = 27 nm for A = 1000 nm2 is maintained.
The graph shows that VT increases with PCM dimensions in case of isotropic scaling.
Figure 5b shows the effect of varying amorphous layer thickness on VT while keeping
its area constant to 1000 nm2. It can be seen that VT increases with increase in
amorphous chalcogenide layer thickness. Figure 5c shows that VT remains almost
constant in spite of changing contact radius while maintaining a fix thickness (27 nm).
This is because, by decreasing the heater thickness, the overall thermal resistance, Rth

and Rheater, increases. The programming current must decrease by the same factor to
melt the GST by providing a temperature change of ΔT = Rth P of 630 °C [7]. As a
consequence, the overall voltage drop V, across the cell that is equal to Vh + Rheater I,
remains unchanged. Minor deviation in the graph is because of the 1/f noise.

Further, the thickness of the amorphous layer effects the programming speed. By
observing minimum RESET pulse width that can induce cell amorphization, it is
possible to measure the programming speed of a PCM cell. To study the effect by
simulation, we fix the pulse amplitude to 3.5 V with rise and fall time as 1 ns. Figure 6
shows that with increase in thickness of the amorphous chalcogenide the minimum
width of the reset pulse also increases.
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Fig. 6. Effect of amorphous chalcogenide layer thickness on minimum required RESET pulse
width
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5 Conclusion

We have simulated a compact VerilogA model of a PCM cell which can predict the
subthreshold characteristics and threshold switching. The compact model is developed
from a numerical model based on PF conduction and energy gain for the transient
simulation of threshold switching. Then, 1/f current fluctuations are added to the PCM
model in VerilogA which is able to account for delay statistics and contributes to an
insight of the physics during the switching transients.

Simulation results for delay time for an applied voltage just below VT show a large
statistical variation that can result in read disturb and programming errors. In addition,
the simulation results for the threshold voltage versus PCM scaling shows that the
threshold voltage increases with thickness and remains almost constant with the
increase in the area of the amorphous chalcogenide layer. Finally, the simulation result
shows that PCM cell with thinner layer has a shorter pulse width for RESET operation
and hence low-power consumption.
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1 Introduction

Channel estimation is the first and foremost issue for today’s high data rate trans-
mission for wireless communication system with multipath propagation. For high data
rate transmission with minimum impairments, orthogonal frequency division multi-
plexing is a technique with long symbol duration, spectrally efficient and high band-
width efficiency for frequency-selective multipath fading channels. In OFDM system,
pilot subcarriers are scattered with data symbols in time-varying channel to track time-
and frequency-selective channel characteristics. Studies on the design of pilot patterns
and pilot density are taken in [1–3] for time- and frequency-selective channel to
minimize the mean square error (MSE) assuming equi-spaced pilot subcarrier. Allo-
cation of fixed number of pilot subcarrier in data stream for OFDM system, where the
channel impulse response varies rapidly, degrades the system performance. Some
methods for pilot pattern design were proposed in [1, 4, 5] where minimum delay
spread and minimum Doppler frequency are considered. Exiting pilot patterns cannot
provide optimal performance for exact distribution of power delay profile and Doppler
frequency.

In this paper, first we present various pilot pattern design techniques for
frequency-selective multipath fading channels. An algorithm is discussed for mapping
of 4-bit pilot symbols using gray-coded 16-QAM constellation, equivalent to super-
imposing two ASK signals on quadrature carriers (I and Q components), and also
suggest the technique to insert gray-coded pilot symbol constellation into OFDM data
stream before transmission on channel. Here, we choose low Doppler frequency to
observe the effect of vehicle moving in a heavy traffic passing.

2 Related Work

Many works are available in literature that is suggested to improve efficiency of esti-
mating the channel characteristics for time-varying channels under multipath envi-
ronment. Generation of random pilot pattern is more challenging in time-varying
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systems due to its high complexity. Inserting pilot symbols before transmission for
proper channel estimation is basically an overhead of the system, and it is desirable to
keep the number of pilot symbols to a minimum. For time-varying system character-
ized by Doppler shift, pilot insertion was taken up in [6], and it was shown that the
number of pilot symbols for a desired bit error rate and Doppler frequency is highly
dependent on the pilot patterns used. So, by choosing a suitable pilot pattern, we can
reduce the number of pilot symbols, and still retain the same performance. Commonly
used pilot patterns in literature are block and comb pilot arrangements [7–9] with the
latter performing much better than the former in fast varying environments [2].
A scheme has been proposed in [10] using the improved discrete stochastic approxi-
mation to optimize the pilot placement in OFDM systems. The channel data is
employed to search the near-optimal pilot placement before the transmission for
accurate channel estimation. Three pilot design schemes were proposed in [11] to
obtain near-optimal pilot pattern for spare channel estimation. Techniques named
stochastic sequential search (SSS) and stochastic parallel search (SPS) are based on the
stochastic search, and iterative group shrinkage (IGS) technique employs a tree-based
searching structure and removes rows in a group instead of removing a single row at
each step. The SSS, SPS, and IGS schemes converge much faster than the
cross-entropy optimization and the exhaustive search and are thus more efficient.
Moreover, SSS and SPS outperform IGS in terms of channel estimation performance.
An approach to channel estimation by singular value decomposition taken up in [12]
and channel estimation characterized by Doppler shift over Rayleigh fading multipath
channel is available in [8, 13–17].

3 Pilot Patterns

Pilot symbol patterns having regular structure with equi-powered and equi-spaced
patterns are used for better performance in communication system. For block-type
arrangement, subcarriers are transmitted periodically and the interval between two
consecutive symbols must be shorter than the channel coherence time. This type is
suitable for slow fading channels. In comb-type arrangement, subcarriers are reserved
for pilot signals which are transmitted continuously and spacing among the pilot
subcarriers must be less than the coherence bandwidth of the channel. This
arrangement is used for accurate and effective channel estimation in fast fading
channels.

Rectangular grid, parallelogram spaced grid, and hexagonal grid type pilot sub-
carriers provide subsampling of 2-D channel response. To avoid the aliasing effect in
both dimensions, sampling theorem must be obeyed by the said arrangement. Scattered
pilot arrangement of all these three arrangements improves spectral efficiency and
reduces the pilot density.
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4 Pilot Symbol M-ary Modulation

In this paper, an algorithm is proposed as outlined below for data-aided channel esti-
mation in multipath fading channel using 16-QAM modulation technique for
time-varying OFDM system.

The passband M = 2b-ary QAM signal waveforms can be written as

SmðtÞ ¼ Am

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
Ts

cosðwctÞ
r

with Am ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
mc þA2

ms

p

and hm ¼ tan�1 Ams
Amc

.
Let the amplitudes or phases of QAM signal waveforms (M = 2b-ary) be arranged

in such a manner that they are represented by a rectangular constellation in the signal
space having minimum distance of 2d among the signal points. Then, the average
number of adjacent signal points (Nb) and the average of signal powers (Es, av) for a
signal point vary with the modulation order 2M = b (bits per symbol) as M = 24 = 16

Es;av ¼
1
M

X

M�1

m�1

d2m ¼ 4d2 � ð12 þ 32Þ � 4
16

¼ 10d2 ¼ 2ðM � 1Þ
3

d2

Nb ¼ 4� 4
ffiffiffiffiffi

M
p

In case of circular constellation, we have same average energy (Eb,av) with larger
minimum distance but the difference is very small for M � 16. In case of M = 2b-ary
signaling with rectangular constellation, signal can easily be implemented by two
independent b-ary PAM signalings. Thus, QAM rectangular constellation signaling is
widely used. Symbol probability error for LN-ary QAM signaling (combining an L-ary
PAM signaling and an N-ary PAM signaling) can be found as

Pe;s M ¼ LNð Þ ¼ 1� P probability of correct detectionð Þ
¼ 1� 1� Pe;s Lð Þ� �

1� Pe;s Nð Þ� �

Pe;sðM ¼ LNÞ� 4ðL�1Þ
L Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3b=2
M�1 SNRr;b

q

� �

with L � N.

Here, the information symbols are gray-coded so that the codes for adjacent signal
points differ by one bit; the relationship between the symbol and bit errors, when the
frequently occurring symbol errors contain just one of the b bits mistaken can be
written as Pe;b ¼ 1

b Pe;s.
In the proposed algorithm, mapping of four bits pilot symbols is taken up based on

Karnaugh maps equivalent to superimpose two ASK signals on quadrature carriers (I
and Q components) using gray-coded 16-QAM constellation. Let PQRS be the 4-bit
pilot symbol; here, first two bits (PQ) are considered as the 2-bit ASK modulated (also
called pulse amplitude modulation) on the in-phase arm and next two bits (RS) are
considered as the two bits of ASK modulated on the quadrature arm. For 16 QAM
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constellation, each point represents 4-bit pilot symbols named as ABCD, composed of
two (AB) in-phase bits on I axis and two (CD) quadrature bits on Q axis. Here, bits
ABCD are mapped to the levels (±3, ±1) using gray code. In this coding, when the
received symbol is corrupted by noise as it is misinterpreted as an adjacent constel-
lation point, it ensures that the demodulator will make a single-bit error. In OFDM
system, the input data stream of random binary bits is mapped into I and Q QAM
symbols.

4.1 Proposed Algorithm

The main steps involved are as follows:

1. Mapping of pilot bit into respective gray-coded constellations.
2. Inserting of gray-coded pilot symbols into OFDM data stream before transmission.

• Set the sub-symbol number of OFDM (N) and symbol number of one simulation
(NL) from mapping output of bit source as follows.

Bit Source Modulator
16 QAM

Mapping output 
of bit source

[N, NL] = size (Mapping output of bit source)
Here, bit source is obtained from subcarriers index and OFDM symbols.

• Mapping the gray-coded pilot constellation using 16 QAM corresponding to
each binary input pilot symbol as follows.

(-3,3)      (-1,3)      (1,3) (3,3)
(-3,1)      (-1,1)       (1,1)       (3,1)
(-3,-1)    (-1,-1)      (1,-1)     (3,-1)
(-3,-3)    (-1,-3)      (1,-3)    (3,-3)

3. Set the sequence length based on sub-symbol number of OFDM (N), symbol
number of one simulation (NL), and pilot interval.

Sequence length ¼ zeros ðN; ðNL þ ceilðNL=pilot intervalÞÞÞ:

4. Set the pilot sequence length based on the input pilot bit taken into consideration.

Pilot sequence length ¼ complex symbol of the pilot symbol � ones N; 1ð Þ

5. Proposed gray coded pilot constellation insert with data stream in OFDM frame
after equal interval as following proposed algorithm.
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Count = 0;
i=1;

While
Count < (symbol number of one simulation (NL)/pilot interval);

Output sequence series = pilot sequence length;
Count=Count+1;  

if 
Count * pilot interval <= symbol number of one simulation (NL) 
Output sequence series =mapping (:, (( count-1)* pilot interval+1): count* pilot 

interval);
else

Output sequence series = mapping (:,(( count-1)* pilot interval+1): NL);
end

i=i +pilot interval+1;
end

5 Simulation Results

Performance evaluations of the proposed OFDM system with multipath delay channel
for gray-coded pilot symbol bits are carried out using simulations. Channel bandwidth
of OFDM system and the sampling rate were chosen as 1 MHz. Total number of
subcarriers was set to 128, which yielded the subcarrier spacing of 7.8125 kHz and the
OFDM symbol time was kept as 128 µs. Here, we took guard interval ratio of, which
yielded a guard interval of 32 µs. The total OFDM block time then becomes 160 µs.
For OFDM multipath channel estimation over Rayleigh fading channel, channel
coefficients and Doppler frequency are kept constant for lowering the system

SER 

Complex Constellations

Fig. 1. Variation of SER versus pilot symbol complex constellations
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complexity. Here, we consider five paths for transmission, delay is kept at [0, 2, 4, 8, 12
µs], and RMS delay spread of the channel is 4 µs.

Performance of OFDM system is observed for gray-coded pilot symbol complex
constellation as shown in Fig. 1. It is seen that with input gray-coded complex con-
stellation changed by one bit, the system performance changes at each constellation
point due to variation of minimum distance among them.

The simulation is extended further over the time-varying channel having Doppler
shift of 50, 100, and 200 Hz. Here, we consider gray-coded constellation training
symbol 0010 (−3 + 3j) and 0111 (−1 + j) gives least and maximum SER, respectively,

Fig. 2. Comparison of LS and feedback LS techniques for gray-coded complex pilot
constellation (−3 + 3j)

Fig. 3. Channel estimation comparison of different pilot patterns
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as shown in Fig. 1. Simulation results for the time-varying channel are shown in Fig. 2
for the Doppler shift variation considering heavy traffic area in metro cities. It is seen
that proposed system using gray-coded symbol (0010 (−3 + 3j)) performed better at
100 Hz Doppler shift for LS and feedback LS estimation technique as proposed in [18]
by the authors. Also, feedback LS estimation technique improved the SER performance
over LS channel estimation technique.

In Fig. 3, performance of different pilot patterns for cross-entropy optimization,
stochastic sequential search (SSS), and stochastic parallel search (SPS) taken up in [11]
are compared with the pattern scheme proposed in this work. Results show that pro-
posed pilot pattern 0111(−1 + j) resulted in lowest SER beyond 14 dB among all the
compared techniques. Similarly, proposed pilot pattern 0010 (−3 − 3j) also performed
better though beyond 21 dB.

6 Conclusion

In this paper, we propose an algorithm for inserting a gray-coded pilot symbol into
OFDM data stream. Simulation is carried out for all pilot symbols constellation to find
the best possible constellation for DFT-based time-varying OFDM system. Our sim-
ulation results show that among all gray-coded pilot constellation for 16-QAM, the
constellation (0111 (−1 + j)) performs much better as compared to other constellations.
The proposed pilot patterns improved the system performance compared to
cross-entropy optimization, stochastic sequential search (SSS), and stochastic parallel
search (SPS) pilot patterns.
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1 Introduction

The growing demand for radio spectrum in telecommunication sector has
resulted in inadequacy of this scarce resource. Measurements captured by Federal
Communications Commission (FCC) reveal that most of the licensed spectrum,
assigned using fixed spectrum assignment policy, remains unused by the primary
users (PUs) that initiate formation of spectrum holes. Such inefficiency in spec-
trum utilization promotes a new communication standard, called as Cognitive
Radio (CR) [2], that allows dynamic and opportunistic access of the frequency
bands. CR enables the secondary users (SUs) to opportunistically exploit the
spectrum opportunities (SOP) in such a way that there is no any disruptive
interference to PUs. Idle bands are sensed using a sensing process and following
that, spectrum sharing takes over the responsibility of distributing the spectrum
among SUs. Radio spectrum allocation corresponds to the designing of alloca-
tion mechanisms by formulating different design models [1] so as to enhance the
spectrum utility performance.

This paper proposes a spectrum allocation mechanism for CRN that relies on
a central entity for adopting the channel assignment decisions. This centralized
approach takes into account the dynamics of channel availability of SUs and
assigns the channels in a sequential manner. Also, an allocation strategy gets
applied in this model wherein one channel can be allotted to only one SU at a
time, and one SU can exploit at most one channel at a time. A simulation study
has been performed to evaluate the performance of the proposed method and
results are compared to a random allocation approach.

The rest of the paper is organized as follows. Section 2 presents the related
work. The proposed model is described in Sect. 3. Section 4 discusses the perfor-
mance evaluation. And finally, Sect. 5 gives the conclusion and future work in
this field.
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2 Related Works

Spectrum sharing in CRN provides a platform for designing allocation mech-
anisms that render a fair distribution of the spectrum holes. Niyato and Hos-
sain [4] design a non-cooperative game model where Nash equilibrium defines
a solution for sharing the bandwidth awarded by PUs. A conflict graph-based
channel allocation model is discussed in [5]. In [6], spectrum allocation is carried
out considering heterogeneous nature of available channels where randomized
rounding algorithm is deployed with several design constraints. Another design
model that works with the sharing process is auction theory. In [7], a truthful
double-sided auction game is formulated that allows spectrum reusability among
non-interfering SUs. Kash et al. [3] discussed a strategyproof auction mechanism
for assigning the spectrum among shared and exclusive-use devices by carrying
out bucketing and ironing techniques to achieve a monotone allocation rule for
proper channel allocation. A study on the spectrum sharing models designed
for CRN tells that most of the work does not take into concern the dynamics
in SOP of the SUs. Moreover, deploying of distributed approach requires the
SUs to communicate among them that may cost a higher overhead in the net-
work. In the proposed scheme, the set of channels sensed by each SU varies with
their position with PUs. And, a centralized method, which needs no informa-
tion exchange among the SUs, is allowed for allocation of the idle channels. The
following section provides a clear discussion about the proposed model.

3 Spectrum Sharing Mechanism for CRN

3.1 System Model

The designed model accommodates a cognitive radio network, consisting of SUs,
along with primary network, having PUs. PUs are licensed with M idle channels
that can be shared among N SUs. It is assumed that N >M. The basic module is
a central entity, CE , that manages dynamic allocation of the spectrum. All SUs
are considered to be within the transmission range of CE . Before the allocation
process, SUs sense for vacant channels from PUs since channel availability may
vary with the location of SUs with respect to PUs’ location. The list of idle
channels for SU i is maintained as Ci = {i1, i2, i3, . . . , iNi

}, where ij represents
the jth channel in Ci of SU i. Ni = |Ci| specifies the number of channels in set
Ci. A channel availability matrix, CAvail, organizes the SOP list for all N SUs at
CE . As such, CAvail = {cij |cij ∈ {0, 1}}N×M , where cij = 1 if channel j is sensed
as available at SU i, and cij = 0 otherwise. A graph G=(V,E) can illustrate the
CR network, where V represents the set of nodes corresponding to CR users
and E represents the set of edges between nodes. An edge, e, exists between
nodes p and q if they have at least one common channel in their SOP lists,
i.e., Cp ∩ Cq �= ∅. A common control channel (CCC) is assumed for exchanging
messages. SUs gaining access to a channel are maintained in a set W, such
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that W ⊂ {1, 2, . . . , N}. Also, on sharing a channel j, a vector Hj = (hj1,
hj2, . . . , hjN ) builds up during the sharing process that can be defined as

hji =

⎧
⎪⎨

⎪⎩

0 if j /∈ Ci

1 if j ∈ Ci ∧ i ∈ W

−1 if j ∈ Ci ∧ i /∈ W

(1)

where, i ∈ {1, 2, 3, . . . , N}

Similarly for M channels, H1, H2, . . . , HM . To represent the channel assign-
ments, a channel allocation matrix, A, is designed such that A = {aij |aij ∈
{0, 1}}N×M , where aij = 1 if channel j is allocated to SU i, and aij = 0 other-
wise. Following the allocation strategy,

∑M
j=1 aij ≤ 1, ∀i ∈ N and

∑N
i=1 aij ≤ 1,

∀j ∈ M get imposed in A.

3.2 Sharing Mechanism

During this sequential spectrum allocation, when a SU wins a channel, the SU-
channel pair does not participate for the further allocation process. CE has a
knowledge on the channels that are not being used by PUs. Initially, to gather
the SOP of N SUs, CE sends out a READY message over CCC. A SU i, on
receiving this message, sends back a READY REPLY that contains Ci and Ni

of the user. Accordingly, if a channel j ∈ Ci, then CAvail maintained at CE

shows cij = 1. Thereafter, CE starts the sharing process and sends a SHAREj

message, ∀j ∈ {1, 2, ...,M}, in a row. If a SU i has the channel j in its SOP
list, i forwards a SHAREj REPLY to CE that contains a reward value, bij ,
representing the maximum bandwidth that SU i can acquire by using channel
j. As such, a reward vector, Bj , gets formed at CE such that Bj = {bij}N×1,
where bij = 0 if j /∈ Ci or if j ∈ Ci and i ∈ W. This gives B1, B2, . . . , BM for
M channels.

On receiving SHAREj REPLY from SUs, CE initializes the Hj vector such
that if a SU i sends the message, then hji = 1, otherwise, hji = 0. Also, for
channel j, a SU list, Sj ⊆ {1, 2, . . . ,N}, builds up where i ∈ Sj if j ∈ Ci and hji

= 1. Now, ∀i in Sj , Qj
i = (Ci − {j}) is framed wherein all channels in SOP list

of i are included in Qj
i except channel j. Subsequently, all the channels in Qj

i ,
∀i ∈ Sj , are collected in Cj

Choose defined as

Cj
Choose =

⋃

∀i∈Sj

Qj
i ; i ∈ {1, 2, ..., N}, j ∈ {1, 2, ...,M} (2)

Next, with every channel k in Cj
Choose, CE looks into the channel availability

matrix and computes Xj = {xk}1×|Cj
choose| as follows:

xk =
N∑

i=1

cik; ∀k ∈ Cj
choose (3)



Spectrum Allocation in Cognitive Radio Networks 95

The xk values in Xj are then arranged in an ascending order which also
organizes the channels in Cj

choose list according to their xk values. However, with
the ascending ordered Xj vector, two conditions may arise ∀xk ∈ Xj computed
using (3).
Case I : If xk = 1, s.t. ∃k ∈ Cj

choose, then the kth column of CAvail is searched
to get the mth row such that cmk = 1. This implies that channel k is present
only with SU m. So, if m ∈ Sj and hjm = 1, change hjm value to −1 in Hj

specifying that channel j cannot be given to SU m. Otherwise, if j gets allotted
to m, channel k shall remain unassigned. However, if hjm = −1, it remains
unchanged. Also, when m /∈ Sj , hjm = 0 remains same.
Case II : If xk > 1, s.t. ∃k ∈ Cj

choose, then Hj comprising of 0, 1, −1 remains
unchanged.

After going through all the xk values in Xj , the updated Hj vector is now
taken into consideration for proceeding with the allocation process. A count of
the number of 1’s in Hj is to be examined for deciding the allocation. Three

conditions that can appear are (1)
N∑

i=1

[hji = 1] = 1, (2)
N∑

i=1

[hji = 1] >1, and (3)

N∑

i=1

[hji = 1]=0. The channel allocation strategy for this approach is described

in Algorithm 1 that takes as input the updated Hj vector to decide upon the
winner for channel j. Once a winner SU i is decided for j, then hji = 1, rest Hj

values with 1 are set to −1. Also, channel allocation matrix shows aij = 1 and
i gets entered into the winner list W.

The designed channel allocation algorithm leases the idle channels in such a
way that the link utilization gets maximized while trying to award a channel to an
SU requesting for higher reward, in cases possible. This improves the spectrum
utility. As an example, Fig. 1 shows a Cognitive Radio network with five SUs
and four vacant channels. Initially, channel 1 is shared. Let b31 > b21 > b11.
Since, there appears a single 1 value in updated H1, channel 1 gets allocated to
SU 1. However, if channel 1 goes to SU 3, channel 4 shall remain unallocated.
Similarly, channel 2 goes to SU 2, channel 3 goes to SU 4 considering b43 > b53,
and channel 4 goes to SU 3.

4 Performance Evaluation

This section explores the performance evaluation of the proposed spectrum shar-
ing approach under two different network scenarios: number of SUs {20, 30, 40,
50, 60} when number of channels is kept fixed at 6 and number of channels {4,
6, 8, 10, 12, 14} when number of SUs is kept fixed at 20. A network environment
is deployed where users are distributed in an area of 600× 600. Simulations are
accomplished using MATLAB where all the results are averaged over 500 rounds.
Performance of the proposed model is evaluated by comparing it with a random
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Algorithm 1 Channel Allocation Algorithm

Input: Hj={(hj1,hj2,...,hjN ) | hji∈{0,1,-1}} to share channel j among N SUs.
Output: Winner SU allotted to channel j.

Steps:

1: Counting the number of 1’s and -1’s in Hj i.e. count(1)=
N∑

i=1
[hji=1], count(-1)=

N∑

i=1
[hji=-1].

2: If count(1) = 1

2.1: Get the i th SU s.t. ∃! hji=1, hji ∈ Hj . Winner = i.
3: If count > 1

3.1: ∀hji=1, get the corresponding bij values. Create SU list and Reward list s.t. i∈ SU
list and bij∈ Reward list if hji=1

3.2: Arrange Reward list in descending order of the values and accordingly arrange SU list.
3.3: ∀i∈ SU list, compute the following until winner is determined:

3.3.1: Get Qj
i = (Ci - {j}).

3.3.2: If Qj
i = 0. Winner = i.

3.3.3: If Qj
i �= 0, then take Lj = Qj

i and get length(Lj). Now, ∀k∈ Qj
i

3.3.3.1: Look into the kth column of CAvail and get the rows with value 1. R
⊆ {1,2,....,N} s.t. a SU q ∈ R if cqk=1.

3.3.4: ∀q ∈ R, if (SU q) = (SU i), q is not considered. Otherwise, get Qj
q=(Cq - {j})

3.3.5: If ∀q ∈ R, q �=i and Qj
q=Lj , go through steps 3.3.5.1 to 3.3.5.2. Else, if ∃q ∈R,

q �=i and Qj
q �=Lj , go through steps 3.3.5.3 to 3.3.5.4.

3.3.5.1: If length(Lj)=1, and ∀q, s ∈ Qj
q gives xs≥2, ∀s, then Winner = i.

3.3.5.2: If length(Lj)>1 and ∀q, s ∈ Qj
q gives xs≥2, ∀s, then if xs>length(Lj),

Winner = i. Else, get next i and go through steps 3.3.1 to 3.3.5.
3.3.5.3: If length(Lj)>1 and ∀q, s ∈ Qj

q gives xs≥2, ∀s, then if ∀q, q �=i,

length(Qj
q)=1, Winner = i. Else, goto step 3.3.5.4.

3.3.5.4: If length(Lj)≥1, ∀q, s ∈ Qj
q , xs is computed. Take all Qj

q as 1st level.

3.3.5.4.1: ∀s ∈ Qj
i , xs≥length(Lj) with atmost one xs=2.

3.3.5.4.2: If ∃s /∈ Qj
i , go through steps 3.3.3.1 and 3.3.4 for next

level. If ∃r∈R in next level s.t. Qj
r is equal to some Qj

q
of previous level, no more computation. Else, 3.3.5.4.2 is
repeated.

3.3.5.4.3: If 3.3.5.4.1 is satisfied and if ∀s /∈ Qj
i , xs at all levels

give xs>length(Lj), Winner = i. Else, get next i and go
through steps 3.3.1 to 3.3.5.

4: If count(1) = 0
4.1: If count(-1) = 1

4.1.1: Get the ith SU s.t. ∃! hji=-1, hji ∈ Hj . Winner = i. Set hji=1.
4.2: If count(-1) > 1

4.2.1: Get the ith SU s.t. hji=-1 and bij = max(Bj). Winner = i. Set hji=1.

end

Fig. 1. An example of the proposed spectrum sharing approach
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allocation where channels get randomly allocated among SUs. Performance met-
rics considered are spectrum utilization and throughput. Spectrum utilization is

defined as the sum of allocated reward values, i.e., Su =
M∑

j=1

N∑

i=1

aijbij . And

throughput earned by the allocation is given as Tr = bij log2(1 + PTj
· PLi

Ii+σ2 ).
This model assumes that the channels are homogeneous with their quality, and
as such, all channels exhibit the same transmission power, PTj

= 0.01. σ2 is the
noise variance and taken as 10−5 for all, PLi is the path loss factor between
SU i ’s transmitter and receiver, and Ii is the interference from PUs. bij is the
reward value of winner i for channel j.

Figure 2 shows the spectrum utilization, Su, earned for different sets of SUs
while varying the number of channels. It is observed that on increasing the num-
ber of channels, Su increases for all sets. With rising number of idle channels,
SUs get more chance to acquire the spectrum. However, Su for different SU sets
is more or less the same with changing number of channels. Increasing num-
ber of SUs somewhat supplies a wider range of reward values, as to which a
slight growth in Su might be observed. In Fig. 3a, spectrum utilization, Su, for

Fig. 2. Spectrum utilization for different sets of SUs with varying number of channels

proposed scheme is compared with random allocation while varying the number
of SUs. Su for the proposed model shows a better performance under the designed
scenario. This is because random allocation picks any SU for channel allocation
without consideration of reward values, as to which it may show a degraded
result even on increasing number of SUs. However, the proposed model tries to
allocate a channel to the SU who wishes to pay higher reward value. Also, there
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may be situations where random allocation selects the SU with highest reward,
whereas the proposed scheme does not go for that SU. This is when the pro-
posed model finds that on assigning the channel to the SU having highest reward
the remaining channels with the SU shall remain unallocated, thus reducing the
spectrum usage. Figure 3b displays that the throughput, Tr, attained by the
proposed sharing mechanism outperforms the random allocation with changing
number of SUs. This accounts to the similar reason, wherein, during random
allocation, low reward value SUs may be chosen for channel allocation, or in
other case, channels may somehow remain unassigned due to improper alloca-
tion strategy. In Fig. 4a, the proposed model shows a comparison with random

Fig. 3. a, b show spectrum utilization and throughput of proposed and random allo-
cation with respect to number of SUs, respectively
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Fig. 4. a, b show spectrum utilization and throughput of proposed and random allo-
cation with respect to number of channels, respectively

allocation for spectrum utilization, Su, while altering the number of channels. It
is found that the proposed scheme provides a more acceptable Su than the ran-
dom allocation. For the designed sharing approach, Su improves with increasing
number of channels, since resource availability grows among the SUs. Similarly,
Fig. 4b presents a comparison for the throughput, Tr, where random allocation
features a deteriorated performance on matching with the proposed approach.
Such circumstances appear due to characteristics applied in the proposed model,
wherein channels are allocated following some strategic policy so that link uti-
lization can be made the most.
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5 Conclusion

This paper explores a centralized spectrum sharing approach for CRN that goes
along with a sequential policy and the allocation strategy to allocate the idle
channels among rightful SUs so as to boost the spectrum usage. Simulation
results have shown the improved spectrum utilization compared to the random
strategy. Future research directions can include incorporation of heterogeneous
channels in the designed model and develop concurrent policy-based spectrum
sharing approach.
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1 Introduction

The reversible circuit technologies are more promising future alternative as com-
pared to conventional circuit technologies in the scenario of high-performance
computation. Rolf Landauer [1], 1961, showed that whenever using a logically
irreversible operation, it dissipates energy into the environment. The reversible
logic operations are those operations which can reuse a fraction of the signal
energy that theoretically can approach near to 100%. Therefore, the reversible
logic circuit is the most popular technology to achieve this performance. The
properties of the reversible circuit are simpler than a conventional circuit.
The basic properties of reversible circuits are (a) number of inputs are equal
to the number of outputs, (b) only bijection operation is allowed, and (c) no
fanout and feedback connection is allowed.

Due to the reversibility property, the efficient test pattern generation of a
reversible circuit is relatively simpler than the traditional logic circuit. The other
facet of the reversible circuit is that it has produced unique output vector from
each corresponding input vector and vice versa, which gives high controllability
and observability [2]. A test set is a collection of the input test vectors which are
applied to a reversible circuit to detect and observe that the faults are occurred
in the circuit. The test set is called as complete test set if it is capable of detecting
all the faults in a given circuit. The relation between different fault models of
the reversible circuit has been discussed in [3]. This paper has drawn parallels
between the bridging and stuck-at faults for generating the test patterns. The
test vectors that set the two lines by the opposite logic values “01” and “10” are
used to detect the two lines of bridging faults at the same level [4]. In other way,
for detecting the stuck-at faults at any level, the lines at every level are set by 0
and 1. Generated complete test set for individual fault model is already in the

c© Springer Nature Singapore Pte Ltd. 2018
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literature but “generated test patterns for one particular fault model is derived
such that it is capable of detecting another fault model” is our key concern. Based
on this concept, we have generated the test patterns for the input bridging faults
and further reconstructed the test vectors for the input stuck-at faults which are
obtained from bridging fault model.

The rest of the paper is organized as follows: Sect. 2 provides some basic
background on reversible logic circuits and an overview of stuck-at and bridg-
ing fault model in the reversible circuit. Sect. 3 describes our proposed method
for generating the test set for detecting input bridging and stuck-at faults. The
experimental result and conclusion are provided by Sect. 4 and Sect. 5, respec-
tively.

2 Background

2.1 Reversible Logic Circuits

A reversible logic circuit is used to implement the reversible computation and
it is formalized in terms of gate-level circuits. The reversible circuit structures
are cascade structure [5]. All the operation of the reversible circuit has to be
performed in a reverse form. The reversible circuit allows only bijective oper-
ations [2] and maintained the bijective operation; the circuit does not include
any concept of fan-out and feedback connection [6]. In reversible circuit design,
several gates have proposed over the past decades. They are the controlled NOT
(CNOT) proposed by Feynman [7], Toffoli [8], Fredkin and Toffoli [9], etc. In this
paper, we are using only NCT library that contains NOT, CNOT, Toffoli gate,
and GT library containing generalized (n-bit) Toffoli gate. This NCT library was
introduced by Toffoli [8] in 1980.

2.2 Fault Models in Reversible Circuit

A fault model has described the different levels of abstraction of physical faults
in a system. These levels of abstraction can be defined as behavioral, functional,
structural, and geometric [4]. A fault model is a mathematical model which rep-
resents various faults possibilities and it helps to generate the tests for detecting
and reducing all the possible faults in a given circuit [3]. Numerous fault models
have been introduced in the reversible circuit. In this work, we have considered
stuck-at fault and bridging fault model in the reversible circuit.

1. Bridging Faults in a Reversible Circuit: The bridging faults occur when
two signals are connected together but they should not be. If two or more lines
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involved in bridging faults, then logical effects of this faults are categorized
by wired-OR or wired-AND bridging faults [4]. The single-input bridging
faults occur, if two input lines are operated by the opposite logic values [10].
Sarkar and Chakrabarti [11] proved that if any test set is complete for the
single-input bridging faults, then that particular test is also completed for
detecting the multiple-input bridging faults. The authors also showed that
the generated test sets are capable of detecting all the possible single- and
multiple-input bridging faults if generated test sets are eligible for detecting
all the single-input stuck-at faults in a given reversible circuit.

2. Stuck-at Faults in a Reversible Circuit: The stuck-at faults occur in a
circuit when one of its inputs and outputs to be fixed at either logic value 0
(stuck-at-0) or logic value 1 (stuck-at-1) without considering the input value.
This is a very common fault model used for irreversible circuits. If the stuck-at
fault is involved only for one line in the circuit, then it is called as the single
stuck-at fault (SSF), and if stuck-at fault is involved more than one line, then
it is called as multiple stuck-at faults (MSF). Patel et al. [2] stated that any
test set is complete for detecting the stuck-at faults, if and only if each line
at every level can be set to both 0 and 1 by the test sets. The paper [2] also
showed that the test set is complete for all single stuck-at faults, and then it
also becomes complete test set for all multiple stuck-at faults.

Fig. 1. ATPG and FDL flow
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3 Proposed Method

We have divided into two modules in our method. The first module described the
test pattern generation of single-input bridging faults. After generating the test
patterns, we have derived these patterns for further use of single-input stuck-at
faults. Also, we have introduced fault description list (FDL) in our work. The
detailed discussion has been given below.

3.1 Fault Description List

Fault description list contains all the possible faults which are generated by the
test vectors based on the position of the binary bit sequence present in that test
vector. Using the fault description table, we have checked that which test vector
is covered by a maximum number of faults and combined the minimum number
of test vectors such that it covers all the possible faults in the given reversible
circuit.

The construction of ATPG and fault description list (FDL) flow is shown
in Fig. 1. In Fig. 1, step (a) extracts all the possible single-input bridging and
stuck-at faults in the given reversible circuit. Step (b) generated all the possible
test pattern from our proposed method (ATPG). All the faults are stored in the
fault list which is generated by test pattern mentioned in step (c). In step (d),
each individual test pattern of corresponding faults adds to the test set. Now,
we have checked that fault list is covered all the faults, if not then take another
combination of test patterns and continue the same process. If some selected test
set is able to cover all the faults, then that test set is the final one for detecting
all the faults; it has mentioned in step (e) and also this test set is minimized
form because the combination of test vectors is growing in increasing order.

3.2 Test Set Generation Algorithm for Single-Input Bridging Fault

In this section, we have arranged our proposed method into two algorithms.
Algorithm 1 has explained initially how to extract all the test vectors (TV)
based on the bridging faults property. To obtain the binary bit sequences, we are
starting from n = 3, where n is the number of input lines of the reversible circuit.
In Algorithm 2, the FDL has ensured that which test vector(s) is capable of
detecting all single-input bridging faults (l1, l2), (l1, l3) . . . (li, lj), where i < j ≤ n
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and (li, lj) ∈ FBi
in the given circuit. Finally, select the minimized fault detecting

test set TB of N number of input lines in a reversible circuit.

Algorithm 1: Extracting the TV from bridging fault property
Input: S is the set of all binary sequences of 3-input lines.
Output: T is minimized form of test vectors (TV).
Step 1: List out all the opposite logic value of two-bit binary sequence
for n=3 from set S and P is the set of opposite logic values.
Step 2: Assign ‘X’ at missing bit position in P and replaced X by 0 and 1.
Step 3: P with duplicate terms then removes until no duplicate terms are
exist and then remove complement terms at P.
Step 4: P is the set of final minimized binary sequences and T← P.
Step 5: return T.

Algorithm 2: Complete test set generation for detecting single input
bridging faults
Input: A set of test vectors T from Algorithm 1.
Output: Final minimized fault detecting test set TB using FDL.
Step 1: Compute TB , initially empty.
Step 2: All the faults FB1 ,FB2 , FB3 . . . . . . FBi

are assigned to FB in a
given n-input reversible circuit.
Step 3: Each test vector of T is identified single input bridging faults FB

using the binary bit position.
Step 4: FDL stores the information of each fault identified by TV in T.
Step 5: Choose the increasing order combination of test vectors in T.
Step 6: If T is cover all the faults FB using FDL then TSB ← T and
return TB, otherwise continue from Step 5 until covers all the faults.
Step 7: Update the value of n = 4, 5, 6, . . . . . .
Step 8: Appending the “0” or “1” at the LSB of each test vector in TB .
Step 9: T ← current TB for n-input lines.
Step 10: Continue the same process from Step 2.

Lemma 1. Detecting single- and multiple-input bridging faults in a given n-
input reversible circuit, the (�n/2�) number of test vectors are sufficient.

Proof. Here, each of the input lines can be set to both opposite logic values 0
and 1. The test vector TVi=(〈b0i b1i b2i . . . b(n−1)i〉), where 1 ≤ i ≤ �n/2�,
b(n−1)i is the (n−1)th bit of ith test vector and b(n−1)i ∈ {0, 1}. As explained in
Algorithm 1, the test set T={TV1, TV2, TV3} is the test set for n = 3-input lines
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(initially) in the given reversible circuit, where no duplicate and complement
test vectors are present. The total single-input bridging faults are C(n, 2) = 3 in
the three-input reversible circuit. In the binary bit position for three-input lines,
any one of the test vectors is capable of detecting the number of faults C(n, 2)/2
or more than C(n, 2)/2 of the total faults but only one test vector is unable to
detect all the faults. Because at least one logic value for each test vector is similar
to the other logic value, to maintain the opposite logic value for each test vector,
the test set TB has exactly produced �n/2� test vectors. Therefore, according
to Algorithm 2, we formed the test set TB = {TV1, TV2} that is capable of
detecting all the faults in the given three-input reversible circuit. If we go for
(n + 1), i.e., four-input lines in the reversible circuit, then adding extra input
line is created new faults (l1, l4), (l2, l4), (l3, l4). For detecting new faults, we are
adding 0 or 1 to the least significant bit (LSB). We have only checked the new
form of faults because existing faults are automatically covered by the existing
test vector (for n = 3). Hence, �n/2� test vectors are required to detect all the
single-input bridging faults.

3.3 Test Set Generation Algorithm for Single-Input Stuck-at Fault

In this section, we have introduced our algorithm for detecting single-input stuck-
at faults. Algorithm 3 extracted the test set TB which is derived from the single-
input bridging fault model and generated the final test set TS for detecting the
single-input stuck-at faults.

Algorithm 3: Test set generation for detecting single input stuck-at faults
Input: TB is the current test set obtained from Algorithm 2.
Output: Test set TS for detecting single input stuck-at faults.
Step 1: Compute test set TS , initially TS = TB.
Step 2: All faults FS1 , FS2 , FS3 , . . . , FSi

of the given circuit assign to FS .
Step 3: FDL stores the information of each fault identified by the TS .
Step 4: If TS is covered all the faults of FS from FDL then return TS

else goto next Step.
Step 5: Complement of any one test vector of TS and update TS with
adding new complement test vector and goto Step 3.

Lemma 2. Detecting all the single- and multiple-input stuck-at faults in a given
n-input reversible circuit, the (�n/2�) + 1 number of test vectors are sufficient
enough.

Proof. In Lemma 1, it has proved that test set TB = {TV1, TV2} is capable of
detecting all the single-input bridging faults in three-input reversible circuit. Any
combination of test vectors (excluding complement of test vector), at least one-
bit position, is occurred with same logic value. Due to this fact, it is unable to
cover either one (or more) stuck-at-0 or stuck-at-1 fault(s). If we are introducing
new test vector which is the complement of any test vector (e.g., TV1 or TV2),



Mixing Test Set Generation for Bridging and Stuck-at Faults 107

then that bit position of complement test vectors must occur at least one opposite
logic value. Therefore, extra one more test vector is needed for detecting the
single-input stuck-at faults in our proposed method, i.e., the test has required
exactly (�n/2�) + 1 number of test vectors.

Example 1. Consider the reversible benchmark circuit ham3 consisting of three-
input and three-output lines as shown in Fig. 2a. The number of single-input
bridging faults is C(3, 2) = 3. Algorithm 1 generated the minimized test vectors
in T = {001, 010, 011}. Then, using Algorithm 2, the final minimized test set
TB = {001, 010} with the help of FDL, which is the complete test set in a ham3
benchmark circuit for detecting the input bridging faults. In this circuit, the total
numbers of single-input stuck-at faults are 3 × 2 = 6. It has observed that the
test set TB is not capable of capturing all the single-input stuck-at faults. Hence,
we apply Algorithm 3 and generated the complete test set TS = {001, 010, 110},
where “110” is the complement form of “001”. The test set TS covered all the
possible single-input faults in ham3 benchmark circuit.

Example 2. In this example, we are considering mpsk 4 49 13 reversible bench-
mark circuit consisting of four-input and four-output lines as shown in Fig. 2b.
The number of input bridging faults is C(4, 2) = 6. The Step 9 in Algorithm 2
generated the minimized test set TB = {0011, 0101} with the help of FDL,
which is the complete test set for detecting the single-input bridging faults in a
mpsk 4 49 13 benchmark circuit. Now if we consider the single-input stuck-at
faults of this circuit, then a total number of single-input stuck-at faults occur
4×2 = 8. Similarly, the test set TB is not capable to detect all the input stuck-at
faults. Therefore, Algorithm 3 is generated the test set TS = {0011, 0101, 1100},
where “1100” is the complement form of “0011”. The test set TS is the complete
test set for detecting single-input stuck-at faults in mpsk 4 49 13 benchmark
circuit.

Fig. 2. a ham3 benchmark circuit b mpsk 4 49 13 benchmark circuit

4 Experimental Results

The proposed algorithms are generating the mixing test vectors applied to var-
ious reversible benchmark circuits [12] with NCT and GT models. The test
sets are generated by our proposed method that is compared with the existing
method [11] which is shown in Table 1. It has observed that the proposed method
gives good performance in both the fault models and also covered 100% faults.
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5 Conclusion

This paper observed that there is a close relation between stuck-at and bridging
faults in the reversible circuit. This paper concludes that (�n/2�) test vectors are
generated at first for detecting the input bridging faults and reconstructed the
test vectors from the bridging fault model such that adding only one test vector
is sufficient to detect input stuck-at faults in the n-input reversible circuit. There
will be a possibility to design a technique such that similar type of test vectors
can be detected which may be some other fault models. This may lead to the
future work.
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1 Introduction

The human system is known to exhibit morphological as well as functional bilat-
erality with respect to the sagittal plane [1]. However, exact measurements taken
from a great number of cadavers and living subjects have established that the
two halves of the human body are not exactly symmetrical.

Researchers have studied the bilateral symmetry for health-related charac-
teristics [2], specially to investigate human performance [3] and also human infir-
mities [4]. Indices like BSI [5] and BBSI [6] have also been proposed to study
the bilateral symmetry of brain signals.

One characteristic feature of the brain cells, as well as all living cells, is the
control of the flow of specific electrically charged ions across the cell membrane
[7]. In this sense, it is well established that biological processes should be viewed
as electrodynamic processes, as in the cases of ECG, EEG, and EMG, to name
a few [7].

The active or passive electrodynamic phenomena that can be observed in or
on the skin is termed as electrodermal activity (EDA) [8]. The endosomatic-type
EDA measurement technique [8] has been adopted for the present study. In this
technique, no external current is used for stimulation. Instead, only potentials
originating from the skin surface are recorded. The signals have been acquired
from identical locations on the left and right hands of the subjects. Thereafter,
the qualitative as well as statistical characterization of these signals has been
performed in order to compare and contrast these signals and to determine
whether any bilateral relationship exists within them.

The paper has been organized as follows. In Sect. 2, the scheme of recording
the biopotential signals has been described. In Sect. 3, the data analysis has
been presented and a new parameter has been defined. The conclusions have
been stated in Sect. 4.

c© Springer Nature Singapore Pte Ltd. 2018
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Paradigms, Lecture Notes in Electrical Engineering 475,
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2 Acquisition of Biopotentials

The schematic of the instrumentation system used to acquire the biopotentials
has been shown in Fig. 1.

Fig. 1. Schematic diagram

The sensor used for acquiring the biopotential from each hand comprises a
pair of silver (Ag) electrodes, which have been connected to the intermediate
phalanges of the middle finger and the forefinger. So, the biopotential acquired
from any one hand is the differential voltage recorded from this pair of electrodes.
As the fingers are situated far away from the major biopotential generating
organs like heart, brain, etc., it is expected that these acquired biopotential
signals would not reflect the information of any specific organ.

The data was recorded in the form of dc voltage signals from the two hands
simultaneously for a time span of 2 min. Two digital multimeters (Make: Rishabh
Instruments, model-RISH Multi 18S) [9] were used for simultaneously recording
the biopotential data from both hands. Two adapters (RISH Multi SI232) [10]
were attached to the RISH Multi 18S multimeters for direct online transmission
of the measured data to PC in data logger format using Rishcom 100 software.

These multimeters have a resolution of 10µV, which is known to be the typi-
cal minimum value of biopotentials [11]. Since the typical bandwidth of the EDA
signals is known to be 0–3 Hz [8]; hence, the sampling frequency has been set to
20 samples/s in this study. It is known that more than 5mA of current is harmful
for human beings [12]. The inbuilt optical isolation between the multimeter and
the adapter helps to avoid any such electrical hazard to the human body. These
features justify the use of current acquisition system for the present study.

The recorded data is directly acquired into the PC without any filter or filter-
ing technique. Systematic static calibrations have been performed with a digital
millivolt calibrator (Make: Libratherm, Model-LC-05), followed by dynamic cal-
ibrations using a function generator (Make: Agilent, Model: 33210A LXI). These
ensure that the recordings are noise free, while keeping all the biological infor-
mation intact.

A total number of 426 sets of biopotentials were recorded from 23 human
subjects, who were between 23 and 58 years and from both genders, over a period
of 7 months. The recording was done as follows. Each set of data was recorded
while the subjects were in lying condition. For each subject, one set of data was
recorded in a day and this procedure was repeated at regular intervals over a
number of days. It is to be noted that in all the cases, the subject was allowed
to settle down for about a minute in calm, temperature-controlled environment
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before recording the data. The lab conditions were maintained almost the same
as far as possible for all the recordings. All the subjects chosen were generally
healthy.

3 Analysis of Acquired Potentials

3.1 Raw Biopotential Signals

Biopotential data recorded from left hand and right hand are henceforth denoted
as LH and RH biopotentials, respectively. It is observed that no two simultaneous
recordings are identical or exactly symmetrical to each other, although they are
quite similar in most cases. This characteristic has been observed for all subjects,
and also for the data recorded from the same subject on different days.

In order to study the bilateral relationship of these dynamically changing
human biopotentials, the simultaneous records of both hands have been consid-
ered as a pair of signals, as shown in Fig. 2. It is observed that all the patterns
possible for such a pair of signals exist in the various recorded data, namely
converging, diverging, crossover, and parallel. The basis for this classification is
the difference, or gap, between the LH and RH data at the start and end points
of the set. If the gap decreases over time, the signals are classified as converging,
while the reverse scenario is classified as diverging. If the gap remains within
±4 mV for the total duration, then these signals are considered as parallel. In
the crossover pattern, as the name suggests, the gap between the LH and RH
biopotentials initially reduces and then increases in the reverse sense.

Fig. 2. Patterns observed for the pair of LH and RH biopotentials



A Comparative Study of Biopotentials Acquired from Left 113

0 400 800 1200 1600 2000 2400
-200

-100

0

100

200

Number of samples

Po
te

nt
ia

l i
n 

m
V

0 400 800 1200 1600 2000 2400
-200

-100

0

100

200

Number of samples

Po
te

nt
ia

l i
n 

m
V

(a) (b)

Fig. 3. Time plots of 426 sets of a LH and b RH biopotentials

It is observed that the converging patterns (38.26%) are the most prevalent,
followed by the parallel (33.80%) and then the diverging (22.77%) patterns.
Crossover is detected only in a few specific cases (5.16%). A further analysis
shows that the individual signals may be increasing, decreasing, or constant.
However, in the plot of all the 426 sets of data recorded for the LH and RH
biopotentials shown in Fig. 3, the signals appear to be parallel. This is due to the
fact that the setwise mean values of the individual signals vary over a much larger
range, from −165.59 to 141.50 mV for LH biopotentials and from −180.58 mV to
111.06 mV for RH biopotentials, while the corresponding standard deviations of
the individual signals are much smaller, typically within ±0.03 mV to ±9.06 mV
for LH biopotentials and ±0.02 to ±13.64 mV for RH biopotentials.

Histograms of the overall LH and RH biopotentials for bin widths of 20 mV
are shown in Fig. 4, while their standard statistical parameters have been tabu-
lated in Table 1. It is observed that the distributions of both LH and RH biopo-
tentials are unimodal, with slight left-skewed natures.

However, the ranges, mean (μ), and standard deviation (σ) are different for
LH and RH biopotentials. For an almost normal distribution, the skewness lies
within ±0.5 and the kurtosis value is very close to 3. It is observed that while
the skewness of the LH biopotentials lies within the range, the corresponding
value of the RH biopotentials lies beyond the range. Furthermore, the kurtosis
of RH is higher than that of LH. Since these are unimodal distributions, it
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Fig. 4. Histograms of a LH and b RH biopotentials
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Table 1. Standard statistical parameters of the acquired biopotentials

Parameter Range in mV μ in mV σ in mV Skewness Kurtosis

Min Max

LH −169.68 144.29 14.89 50.01 −0.02 3.34

RH −189.64 115.31 −10.87 43.11 −0.87 5.12

can be inferred that in comparison to the LH biopotential distribution, the RH
biopotential distribution exhibits an increased peakedness with an associated
long tail.

3.2 Bias of the Biopotential Signals

The previous observations indicate that the nominal gap between the LH and
RH biopotentials can be used to characterize their bilateral relationship, since
the signal deviations are significantly smaller. In order to do so, the bias, or
central tendency, of an individual data set has been considered to be the mean,
in this case, the time average, of the set.

Plots of the cumulative distribution function (cdf) of the mean values of the
LH and RH biopotentials are shown in Fig. 5b. It is observed that these plots
are almost identical to the cdf plots of the raw LH and RH biopotential signals,
as shown in Fig. 5a. So, in this case, the bias of the signals, hereafter denoted
as μLH and μRH , respectively, can be considered to be representative of the
actual signals. Chi-square goodness-of-fit tests have been performed with 5 and
10% significance levels to check the normality of the signal mean values. The
test results, stated in Table 2, show that neither μLH nor μRH is distributed
normally.
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Fig. 5. Cumulative distribution function (cdf) plots of a LH and RH biopotentials and
b mean of LH and RH biopotentials
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Table 2. Chi-square goodness-of-fit tests for μLH and μRH

Hypothesis H0: μLH is normally distributed H0: μRH is normally distributed

HA: μLH is not normally distributed HA: μRH is not normally distributed

df = 15 χ2
0.10 χ2

0.05 χ2
0.10 χ2

0.05

Theoretical 22.307 24.996 22.307 24.996

Experimental 39.704 39.704 85.465 85.465

Conclusion H0 rejected H0 rejected H0 rejected H0 rejected

Table 3. Standard statistical parameters of μdiff

Parameters Range in mV μ in mV σ in mV Skewness Kurtosis

Min Max

μdiff −189.05 284.37 25.76 54.58 0.16 4.15

3.3 Differential Bias (µdif f )

The nominal gap between the LH and RH biopotentials has been quantified
using the difference between their mean values. This is being proposed as a new
parameter, which is termed as differential bias (μdiff ). Thus,

μdiff = μLH − μRH (1)

In order to characterize the differential bias, its statistical parameters have
been tabulated in Table 3. The corresponding cdf plot and quantile–quantile plot
(QQ plot) are shown in Fig. 6, while the chi-square test results for normality are
tabulated in Table 4.

Table 4. Chi-square test for μdiff

Hypothesis H0: μdiff is normally distributed

HA: μdiff is not normally distributed

df = 11 χ2
0.975 χ2

0.95 χ2
0.05 χ2

0.025

Theoretical 3.816 4.575 19.675 21.920

Experimental 3.639 3.639 3.639 3.639

Conclusion HA rejected HA rejected HA rejected HA rejected

As shown in Fig. 6a, the nature of cdf of μdiff shows a normal-like distri-
bution. From this figure and the chi-square test results, it can be seen that the
data lies within the 97.5% confidence limit for the total range. It is to be noted
that in comparison with the mean and median of the parameters μLH (14.89 mV
and 18.29 mV, respectively) and μRH (−10.87 mV and −5.52 mV, respectively),
the mean (25.76 mV) and the median (23.20 mV) for μdiff are very close to each
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Fig. 6. a Cumulative distribution function (cdf) and b quantile–quantile (QQ) plots
of differential bias

other. The QQ plot also shows that till the second quantile, the data almost
follows the normal probability fit line. Therefore, it can be said that the param-
eter μdiff is a valid statistical parameter, which varies within 25.76±109.16 mV
for 95% of the generally healthy population considered in this study. Hence, it
can be said that in a healthy person, the dynamically changing LH and RH
biopotentials will not be identical. This is typically characterized by a nonzero
differential bias.

4 Conclusions

An endosomatic EDA-based technique has been adopted to acquire biopotential
signals from both hands of 23 human subjects. Total 426 sets of data from each
hand, which have been acquired over a period of 7 months, have been analyzed
to determine their similarity and dissimilarity.

It has been observed that the pairs of signals exhibit all four characteristic
patterns possible, namely converging, diverging, crossover, and parallel. Of these,
the converging pattern is observed to be most prevalent, followed closely by the
parallel and then the diverging patterns, while crossover patterns occur rarely.
However, since individual signals do not have large deviations, these patterns
can be ascribed to differences in the bias of the underlying signals.

Using various statistical tools, it has been established that these raw biopo-
tentials have unimodal distributions that are left skewed and more peaked than
an almost normal distribution. Thereafter, it has been established that neither
the signals nor their mean values, which can be considered to be representative
of the signals, are distributed normally.

A new parameter, termed as differential bias (μdiff ), has been proposed in
this work to characterize the nominal gap between the pairs of signals in terms
of the difference between their mean values. It has been found that μdiff follows
a normal distribution with 97.5% confidence bound. Chi-square test performed
on this data confirms the same and the corresponding QQ plot shows linearity
for the ±2 quantile.

In view of these findings, it can be said that these LH and RH biopotentials
are related to each other in terms of the differential bias, which is typically
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nonzero for a healthy person. However, it remains to be investigated how different
infirmities cause a change in this parameter. Various filtering techniques might be
used and/or developed for this purpose. Since the electrodynamics of the human
system is a complex phenomenon, hence, more such parameters can possibly be
determined in order to characterize the system dynamics further. Investigations
are being done in order to explore both these aspects.

5 Declaration

An informed consent has been signed by the participants. The study is totally
noninvasive, passive, and optically isolated. Therefore, there is no known risk
associated with the research. Confidentiality of subjects has been made as per
protocol.
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1 Introduction

The object detection is a computer technology related to computer vision and image
processing that deals with detecting instances of semantic objects of a certain class in
digital images and videos. The involvement of the computer vision is rapidly increased
around us and also used for many purposes like pedestrian detection [3–5], vehicle
detection [6], traffic signal recognition [7], fire detection [8], etc. The computer vision
technology [9] is also being used with the robots to sense the environment and per-
form tasks accordingly. We are working on to develop a robot to serve a water bottle at
the desk of person in the office to minimize the human affords that is basically object
detection problem [10]. The bottle is to be detected and classified from a video feed
from a nonstationary camera mounted on the top of the robot.

Owing to its age, this problem has a lot of literature published. Two of the most
important approaches include using HAAR wavelet descriptors [11, 12] as input
parameters or using part-based method containing detectors for various objects. An
extension of this algorithm can be seen as the skeleton modeling done by Kinect using
RGBD images. The approach we propose to implement is much simpler than the
abovementioned methods and is proven to provide significantly higher performance in
the real world.

The basic idea behind this approach is capturing the object appearance and shape
by characterizing it using local intensity gradients and edge directions. The image is
densely divided into small special regions called cells (Fig. 1).

For each cell, a 1-D histogram of gradient directions/edge directions is computed
and later all cell data is combined to give a complete HOG descriptor of the window.
The variety of colors and illumination in the surrounding make normalization inevi-
table. We further describe the normalization technique as a part of our approach later in
the report. In their work, we make our own dataset for training purpose, which has a
sufficiently large negative set by sampling out patches from bottle-free images.
Figure 2 shows the direction information in each cell and next picture shows the feature
descriptor information per block.
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2 Problem Statement

We aim to implement an object detection system for detecting and marking one or
more bottles in a scene. This project is to serve the purpose of bottle detection and
classification in a video feed captured by a robot in the office to serve the needs of
person. This will help in automating the servant work and reduce human involvement
as well as dependency.

3 System Overview

3.1 Database

There is no standard dataset for bottles. The dataset has been prepared by capturing the
images in the office. The positive and negative images (samples) were captured at the
same time, which includes 500 positive and 500 negative pictures. Entire pictures have
been normalized in 64 � 128 dimensions.

Fig. 1. Histogram of oriented gradients

Fig. 2. Image gradients and spatial orientation binning
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3.2 Preprocessing

We preprocessed the images in the grayscale space as the paper by Dalal and Triggs [3]
gives no distinct advantage of using the RGB or LAB color spaces. Apart from that, we
apply gamma normalization to improve the intensity of the image. This has been done
as images clicked from camera devices that have low illumination.

3.3 HOG Feature Extraction

The following sections describe the HOG feature extraction procedure from scratch as
implementation given by Dalal and Triggs [3]:

A. Gradient Computation
To compute the gradient of the image, we simply apply the point discrete derivative
mask in both horizontal and vertical directions. This method requires filtering the
intensity data of the image with the kernels [−1 01] and its transpose in both horizontal
and vertical directions, respectively.

Fig. 3. Calculating the gradient direction and magnitude of the image and storing them in a
vector
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B. Orientation Binning
A cell histogram is created by weighted quantization of the orientation of each pixel of
the cell into predefined orientation-based bins. The cells are usually square in shape
(for convenience we will stick with rectangular) but they can be rectangular or circular.
The weighting of the orientations can be either using the gradient magnitude itself. To
calculate gradient magnitude and direction, we use

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g2x þ g2y
q

h ¼ arctan
gy
gx

;

Fig. 4. HOG visualization of a bottle

Fig. 5. Histograms calculation of each block
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where gx and gy are the Sobel directional vectors. The gradient magnitude and direction
are calculated by the given formulas and then stored in different vectors. Figure 3
shows the magnitude and direction information (Fig. 4).

C. Block Division and Normalization
The cells must be grouped together in order to factor in the changes in illumination and
contrast. The complete HOG descriptor is then the vector of the components of the
normalized cell histograms from all of the block regions as shown in Fig. 5. These
blocks are normalized by four prominent methods: L1 norm, L1 norm square root, L2
norm, and L2 norm followed by clipping (L2 Hys). We experimented and choose the
one that works best. Figure 4 shows the HOG visualization of a bottle.

The following formula is used for normalization of the blocks of the image:

f ¼ v
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vk k22 þ e2
q ;

where “v” be the non-normalized vector containing all histograms in a given block,
is its k-norm for k = 1, 2, and e is a small constant.

D. Calculation of HOG Feature Vector
The final step collects the HOG descriptors from all blocks of a dense overlapping grid of
blocks covering the detection window into a combined feature vector for use in the
window classifier.We calculate the final feature vector for the entire image patch, and the
36 � 1 vectors are concatenated into one giant vector. There are 7 horizontals and 15
vertical positions of the 16 � 16 blocks making a total of 7 � 15 = 105 positions. Each
16 � 16 block is represented by a 36 � 1 vector. So when we concatenate them all into
one giant vector, we obtain a 36 � 105 = 3780 dimensional vector. Training the clas-
sifier: Based on the literature survey done, we chose a linear kernel SVM for the classi-
fication purpose. SVM is one of the best classifiers used for the computer vision area.

E. Feature Dimension Reduction
HOG method produced a high-dimensional feature vector which needs more memory
and computational power. So we reduced the feature using principal component
analysis (PCA) which has been widely used for the feature reduction. PCA helps us to
reduce features 3.7–1 K.

3.4 Sliding Window

To detect the bottle in a given image, we applied a sliding window approach to predict
the presence of a bottle in a window which kept sliding over the complete image as
shown in Fig. 6. The window has been shifted with a step length equal to the length
and width of the block size, respectively, in the vertical and horizontal directions. This
process is computationally heavy, given that the gradient magnitudes and orientations
for each patch needs to be computed for each window during sliding. To speed up the
process, we divide the whole image into the blocks of the given block size, and
compute gradient histograms over them before applying the sliding window. Thus,
after computing these histograms beforehand, now while applying sliding window,
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we just need to consider the subset of blocks which belong to the window and con-
catenate their histograms to get our feature vector (Fig. 7).

4 Experimental Results

Our target is to detect bottles from an image taken from a camera. 100 experimental
images were taken for the testing of the system. The images were processed on Intel(R)
i5 processor at a clock speed of 1.60 GHz. During the calculation of HOG features, we
tried several variations in its parameters.

First, we varied the number of bins used in the HOG descriptor. We used the values
5, 7, and 9 for the number of bins. With the bin number 5, the 180° gradient orientation
range was divided into five segments of around 36° each. Out of the 100 test images, 85
successfully detected the bottle. The 7-bin system divided the 180° gradient orientation
range into equal segments of around 25° each. This had a very good detection rate at 93
out of 100 bottles. The 9-bin system was tested. It divided the range into 9 segments of
20° each and detected 91 out of 100 bottles as shown in Table 1.

Fig. 6. Sliding window over the image

Fig. 7. HOG descriptor representation

Table 1. Variation of accuracy with the variation of the bins

Bins Block size Cell Size Overlap (%) Accuracy (%)

5 2 � 2 8 � 8 50 85
7 2 � 2 8 � 8 50 93
9 2 � 2 8 � 8 50 91
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Next, we changed the block overlap to 0%, which meant the blocks did not have
any cells in common. The observation of this variation was very poor as many objects
lay partly in multiple blocks, and they did not get detected. As shown in Table 2, the
detection rate was 75 out of 100, whereas with 50% the detection rate was 93 out of
100. Lastly, we varied the cell size. We changed the cell sizes as 2 � 2, 8 � 8,
16 � 16, and 32 � 32 and calculated the HOG feature with 50% overlap. The results
are shown in Table 3. The HOG value of each block is accumulated into a single value;
here, HOG value of each block was too muddled to detect the bottles accurately. The
8 � 8 cell size provided a much better detection rate as compared to other cell size.

5 Conclusions

The computer vision is rapidly involving every sector owing to the security and the
vision power as human being. This paper primarily focused on the water bottle
detection to reduce the human involvement and dependency on him. We used the HOG
features for this purpose and got the satisfactory results. We also found that the HOG
feature works well with the cell overlap and performed badly without it. We considered
the water bottles of different colors, sizes, and shapes that why the accuracy is around
93. Our future work will be in the same direction to improve the detection rate and also
toward the experiment with other object detection approaches to make an independent
hardware for the robot.
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1 Introduction

Since the last decade, the world is developing at a pace like never before. An important
factor behind this evolution is the recent advancements in the field of the energy
generation technology. With the growing energy demands, the need for technology
which must be economically, environmentally, and socially compatible has also
increased. The energy-generating technologies can be classified as conventional and
nonconventional [1]. The conventional energy sources have been in use since a long
time. These include petroleum, coal, wood, etc. These types of sources have proved to
be very beneficial for the human race development but still they have many disad-
vantages. Most of them cause environmental pollution and also are costly as the energy
is needed to be transmitted over long distances after conversion into electricity. On the
other hand, there are nonconventional energy sources like wind, solar, and thermal
energies. These are inexhaustible and environment friendly but still need to be
developed more to be conventionally used. Solar energy as a nonconventional energy
source is a very good option for not only bulk electricity production but also for the
off-grid purposes. They are also helpful in avoiding the long-distance transmission
costs [2, 3].

There are many emerging technologies which have been discussed in this paper.
Classification in the PV technology is explained in Sect. 2. Different conventionally
used material technologies are described with different structures in Sect. 3. In Sect. 4,
modern different emerging PV technologies are clearly explained. Finally, Sect. 5
concludes this paper.

2 Classification

The solar cell technology can be characterized into three eras. Figure 1 shows the
different types of the PV technologies based on different types of the materials used.
First, generation cells were based on silicon wafers. Silicon is the second most
abundant element present on earth and its nontoxic nature makes it suitable for the
widespread use in the PV industry [4].
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However, due to its high cost an alternative path was required, so second-generation
thin-film modules were invented. These modules reduced the material used and hence
reduced the cost, but the efficiency was also less as compared to crystalline Si. The
third-generation polymer technology is scotch as well as lightweight. It is helpful in
meeting concerns regarding the environmental problems. But even this technology has
lower efficiency as compared to Si-based ones. Hybrid technology involves the com-
bination of both the crystalline and thin-film modules [5, 6].

3 Conventionally Used Material Technologies

3.1 Crystalline Material

This technology is considered to be the first generation of photovoltaic technologies.
Modules are made by combining different silicon cells or GaAs cells. The crystalline
silicon-based cells are as yet driving the PV market. The conversion efficiency of
single-crystal silicon cell has hit the mark of 26.3% at STC (Standard test conditions,
i.e., 25 ºC and 1000 W/m2 sunlight intensity) [7].

3.1.1 Monocrystalline Silicon
It is the most prevalent material in PV modules. It utilizes a p–n junction for its course
of action. The front of the cell is encrusted with a blanket of micrometer-sized pyramid
structures. Solar cells based on this technology have immensely phosphorous-doped
n+ section stacked over p-type boron-doped substrate to engender a p–n junction.
Immensely doped p+ field (BSF) sections are framed on the back facade of the silicon
substrate; its aim is to curtail the recombination of minority carriers. Its structure is
shown in Fig. 2. The cells based on this technology are typically 5 inches squares
[8, 9].

PV materials

Conventionally 
used

Crystalline material

Mono crystalline silicon

Polycrystalline silicon

Gallium Arsenide (GaAs)

Thin-
film

Amorphous Silicon

Cadmium telluride CdTe or 
CdS/CdTe

Copper Indium Gallium 
Diselenide (CIS/CGS/CIGS) 

Emerging

Organic/polymer 

Hybrid 
technology

Quantum dots 

Fig. 1. PV technologies classification
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3.1.2 Polycrystalline Silicon
This technology was introduced to reduce the production cost of silicon ingots. The
wafers of these cells are formed by pouring the molten silicon in a cubical mold. The
liquid silicon is then allowed to cool down and solidify. The solidified block is sliced to
form perfectly square cells [10]. Polycrystalline silicon has high packing factor.
Nowadays, new sorts of back-contact polycrystalline cells are created by different
organizations. Among these, metal wrap through (MWT) cells and emitter wrap
through (EWT) cells are mostly used for PV cells [10, 11]. The efficiency of the
poly-c-Si-based modules by Trina solar corporation at STC is found to be 19.9% [12,
13].

3.1.3 Gallium Arsenide (GaAs)
GaAs cells are having high energy conversion efficiency as compared to mono-c-Si and
poly-c-Si cells. But due to high cost, it is not commercially used. It has
high-temperature coefficient and hence is suitable for use in the space applications and
concentrated PV modules. It possesses lighter weight as compared to c-Si [14]. GaAs
can be further alloyed with phosphorous (P), indium (I), aluminum (Al), or antimony
(Sb) to improve the efficiency. The efficiency of alloying increases due to the formation
of multi-junction structure [15–17].

Fig. 2. Structure of crystalline solar cells [8]
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3.2 Thin-Film Material

This technology is considered to be the second generation of photovoltaic technologies.
Thin-film technology extensively reduces amount of semiconductor material used and
hence reduces the production costs. But due to high radiation capture losses, its effi-
ciency is lower than c-Si cells [18, 19]. Gallium arsenide (GaAs), CdS, and titanium
dioxide (TiO2) are the materials that are most commonly used [20, 21].

3.2.1 Amorphous Silicon
This material is having about 40 times superior absorptive rate of light as comparison to
mono-c-Si. Due to high efficiency, it is most commonly used material in the thin-film
cells. As shown in Fig. 3, a-Si cells due to high band gap of 1.7 eV absorb very broad
range of the light spectrum [22].

The Tel solar corporation a-Si solar cell at STC is found to have 12.3% efficient.
But when exposed to sunlight, its efficiency decreases by about 30 to 40%. This
reduction is caused due to Staebler–Wronski effect (SWE) which can be minimized by
thermal annealing at or above 150 ºC [22–24].

3.2.2 Cadmium telluride (CdTe or CdS/CdTe)
Photovoltaic solar cells based on CdTe contribute to the major part (about 5.1%) of
commercial thin-film module production worldwide. CdTe-based solar cells are the
second most normal PV innovation on the planet. The United States is the leading
manufacturer of CdTe PV. In addition to high efficiency, these cells can be quickly
manufactured and also costs low [25]. Typical CdTe thin-film deposition techniques
are shown in Fig. 4.

Fig. 3. Structure of a-Si solar cell
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3.2.3 Copper Indium Gallium Diselenide (CIS/CGS/CIGS)
It is fabricated by storing a thin layer of copper, indium, gallium, and selenide on plastic
or glass backing. CIGS is a strong arrangement of copper indium selenide (CIS) and
copper gallium selenide (CGS), having chemical composition as CuInxGa(1−x)Se2 [26].
As discussed earlier, the more suitable the band gap, the more is the range of the
wavelength to be absorbed from the solar radiation. CIGS-based solar panels are the
most elevated performing thin-film solar panels till date. These cells contain less of the
toxic material cadmium as compared to CdTe cells [27].

Photo-degeneration takes place in CIGS modules when subjected to sunlight just
like CdTe modules. Additional barrier coating is required to mitigate this problem [28].
CdS layer protects the CIGS layer from further processes. Further, the ZnO layer as the
transparent front contact is deposited by radio frequency sputtering or atomic layer
deposition (ALD) [29]. The heterojunction is formed between ZnO and CIGS layer
[30]. In June 2016, the Centre for Solar Energy and Hydrogen Research
Baden-Württemberg (ZSW) held world record for highest efficient CIGS
laboratory-sized (0.5 square centimeter) solar cell with 22.6% efficiency [31].

4 Emerging PV Technologies

4.1 Organic/Polymer Material

This underdeveloped technology is the part of the third generation of photovoltaic
technologies. The organic polymers have high light absorption coefficient, and hence
more light can be absorbed using less material [32]. The demerits of this technology
include very low conversion efficiency and less stability due to photochemical
degradation [32, 33]. Based on the junction types, these cells can be divided into three
basic categories: (1) Single layer [34–36], (2) Discrete heterojunction [35–37], and
(3) Bulk heterojunction (BHJ) [38].

Fig. 4. CIGS and CdTe solar cell diagrams [45]
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4.2 Hybrid Technology

A hybrid solar cell can be a combination of organic and inorganic materials. Due to
combination of high charge carrier mobility of the inorganic material and high light
absorption capability of organic materials, this technology got much attention in the
recent year. Following are some common hybrid technologies:

• Perovskite-based cells: This solar cell uses a perovskite-structured compound as
active layer for light absorption. The problem with this technology is low sunlight
stability of the perovskite material [39]. Shin et al. [40] using methylammonium
lead iodide (MAPbI3) perovskite as active layer and lanthanum (La)-doped BaSnO3

(LBSO) as photoelectrode materials achieved photo-conversion efficiency of 22.1%
and high photostability of about 1000 h.

• Multi-junction solar cells: These cells contain three or more p–n junctions using
materials having different band gaps. The use of different semiconductors with
different band gaps increases the range of the light spectrum absorbed by the cell
[41]. Frank et al. [42] developed a 44.7% efficient four-junction GaInP/GaAs//
GaInAsP/GaInAs tandem cell.

4.3 Quantum Dots

A quantum dot is a semiconductor crystal having size in nanometers. The band gap of
these dots can be changed by changing their size. The change of the band gap changes
the range of the solar spectrum radiation absorbed by the material. Hence, it is an
attractive technology to be used in multilayer PV cells [43]. These cells are easy to
synthesize and less costly. The highest conversion efficiency shown by quantum dots
based solar cells till date is 11.3% only [44].

5 Conclusion

Various state-of-the-art solar photovoltaic materials have been discussed in this paper.
The first half of the paper is mainly focused on the structure, efficiencies, and manu-
facturing processes of the conventionally used solar cells. Si-based solar cells still rule
the PV industry. There are many emerging technologies which have been discussed in
the later sections of the paper. These emerging technologies may prove to be competing
with the conventionally used technologies in the near future. But currently the chal-
lenges for these emerging technologies are increasing conversion efficiencies and
stability under direct solar radiation exposure. The race to develop highly efficient solar
cells with low manufacturing cost is never ending. Therefore, further improvements are
expected in the near future in the PV technologies.
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1 Introduction

Wideband technology has attracted many researchers because a wide range of future
and modern communication system has been proposed that operates over a bandwidth
of several gigahertz such as cognitive radio, software defined radio, etc. Wideband
systems are capable of transmitting data over a wide spectrum of frequency bands with
very low power and high data rates up to gigabits per second. The broadband behavior
of wideband transceivers is mainly determined by the low-noise amplifiers. Low-noise
amplifier has significant impact on the overall performance of the receivers as they are
the first block of the receiver. Therefore, to achieve good performance parameters like
ultrawide bandwidth with reasonable noise figure (NF) and good input (close to 50 Ω)
and output impedance matching across the bandwidth of interest, it poses a more
stringent requirement on the LNA.

Trade-off between voltage headroom, noise figure, bandwidth, and linearity has
been done for optimal low-noise amplifier design. Several topologies for wideband
low-noise amplifiers exit in literature such as common gate amplifiers, negative
feedback amplifiers, distributed amplifiers [1–7], and inductive source degeneration
amplifiers. The topology used for a particular application begins with requirements of
input matching. Most of the existing wideband LNAs are operated at high frequencies
only. The proposed design operates at both high frequency and low frequency so it can
be used for wideband applications and also for cognitive radio that operates in the
frequency range of 50 MHz–10 GHz.

In this paper, a low-noise amplifier is designed based on cascode structure. The
paper is organized in the following manner: In Sect. 2, wideband input matching
techniques are described. Section 3 provides concept of proposed circuit. Section 4
discusses the simulation results. In the end, Sect. 5 presents the conclusion.
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2 LNA Topologies

There are several topologies to design a wideband LNA and the choice of topology
begins with the input matching requirements, and thus the first task of LNA design is to
create 50 Ω resistive input impedance. The noise figure of LNA (about 2–3 dB of
overall noise figure of a typical receiver) directly adds to the receiver, and thus the LNA
should be designed in a way that it adds minimum noise in the input signal path. The
input matching topologies used for LNAs have several forms such as inductively
degenerated common source (CS) stage, gain stage with resistive feedback, common
gate (CG) stage, and combination of CS and CG stages [8, 9]. Figures 1 and 2 shown
below are inductively degenerated common source stage and common gate stage,
respectively. The CS LNA has superior noise performance because inductive degen-
eration is ideally noiseless and the RF input signal is pre-amplified by the input matching
series resonant network, whereas the CG LNA uses a parallel resonant network to match
the input impedance at resonance ( 1gm) to 50 Ω [9]. Also, CG LNA provides a wideband

input match that is less sensitive to the input parasitic capacitances.

The inductive source degeneration topology provides perfect matching without
adding noise and without imposing any restriction on the transconductance [10]. To
obtain the perfect matching, two inductors Ls and Lg are used as shown in Fig. 1. The
circuit proposed in the paper is designed using inductive degeneration. Figure 3 shows
the small signal equivalent circuit of the inductively degenerated CS stage.

Since for a low-noise amplifier the input impedance is an important parameter and
is set to be 50 Ω, we will find the expression for input impedance. The input impedance
of the circuit shown in Fig. 3 is capacitive and is given by

Fig. 1. Inductively degenerated common source
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Zi ¼ Vg

Ig
¼ IgRg þVc þ jxIsLs

� �
Ig

; ð1Þ

Fig. 2. Common gate stage

Fig. 3. Small signal equivalent circuit of inductively degenerated CS stage
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where

Vc ¼ Ig
sCgs

; Is ¼ Ig þ gmVc ð2Þ

Using (2) in (1), we get

Zi ¼
IgRg þ Ig

sCgs
þ s Ig þ gm

Ig
sCgs

� �
Ls

Ig
ð3Þ

Putting s = jx and on solving (3) we get

Zi ¼ Rg þ Lsgm
Cgs

þ j xLs � 1
xCgs

� �
ð4Þ

For MOSFET, value of Rg is chosen as zero. Hence, the input impedance has only
two components. For a low-noise amplifier, the input impedance should be resistive;
hence, another inductance Lg is added to the gate terminal so that the capacitive effect is
canceled out at resonant frequency, i.e.,

j xLs � 1
xCgs

� �
¼ 0 ð5Þ

3 Proposed Circuit

The proposed circuit using cascode inductive source degeneration topology is shown in
Fig. 4.

In this, M1 and Ls form a CS inductive degeneration amplifier which is the input
stage of cascode circuit driven by the input signal source Vin. This input stage drives
the M2 transistor act as common gate amplifier with output signal Vout. M2 reduces the
Miller feedback capacitance Cgd of M1 by providing low input impedance to M2,
thereby reducing voltage gain of M1. Thus, by introducing M2, isolation and
low-frequency gain improve. However, the gain, linearity, and noise figure at high
frequency degrade due to the parasitic capacitances of M2. To overcome these
degradations, inductor LD is used in between M1 and M2. LD partially cancels the
parasitic capacitance at the source of cascode transistor M2. The noise contributed by
LD remains less than that of M1 even at relatively high frequencies. M3 and L2 are
used to bias the transistor M1. RD is the load impedance of M2.
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4 Simulation Results

The proposed circuit is designed using 180 nm CMOS technology and simulations
were carried out using EldoRF tool. The proposed circuit consumes 10.2 mW power
from 1.8 V supply.

Figure 5a shows that the input return loss S11 is less than −10 dB over all the
bandwidth. Figure 5b shows the gain versus the power curve where power ranges from
−20 to 10 dB. The noise figure of the circuit is shown in Fig. 5c which lies between 2.45
and 2.62 dB. The noise figure of the proposed circuit is close to the desired noise figure of
2.5 dB. Figure 5d illustrates the third-order intercept point which is less than −14 dBm.
The performance of the proposed LNA and comparison with the existing circuits are
summarized in Table 1.

Fig. 4. Proposed LNA
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5 Conclusions

Table 1 above helps to draw a conclusion that the present work offers better gain
(22.2 dB) as compared to existing works, and also the power consumption (10.02 mW)
and noise figure (2.64 dB) are competitive to the existing works. Further, these
improvements occur for a wider frequency band (0.05–4 GHz).

Fig. 5. a Input return loss (S11). b Gain versus power. c Noise figure. d IIP3 versus power

Table 1. Performance summary and comparison with different wideband LNAs

References Frequency
(GHz)

Gain
(dB)

NF
(dB)

IIP3
(dBm)

Power
consumption (mW)

Process
technology (nm)

Supply
(V)

Hidayov
et al.[1]

0.7–2.7 17 2.5 1.5 13.5 180 1.8

Guo et al.
[2]

0.1–2 17.5 2.9–
3.5

10.6–
14.3

9.7 180 2.2

Liao et al.
[3]

0.5–3.5 17–22 2.68 – 32.8 180 1.8

Ma et al. [4] 0.1–1.45 16.9 2.5 5.5 9.3 180 1.8
Ito et al. [5] 0.8–1.8 13.4 2.7 −7 6.5 180 1.8

Wang et al.
[6]

0.47–3 13.6 2.5 −3.5 27 180 1.8

This Work 0.05–4 22.2 2.64 −14.2 10.02 180 1.8
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1 Introduction

Digital elevation models (DEMs) are considered as one of the most important data used
for geospatial analysis, as the detailed information we are getting from it. Thus, ele-
vation modeling has become important for geospatial analysis. The large-scale map-
ping system is the result of development of remote sensing technology.

Cloud computing provides a solution to create, store, retrieve, and analyze data.
Implementation of cloud computing is a transformative paradigm that enables scalable,
convenient, and on-demand access to a shared pool of configurable computing and
network resources for efficiently delivering applications and services over the Internet.
Cloud computing involves provisioning of computing, networking, and storage
resources on demand. Geographic information system has huge data and same is
increasing day-to-day. CARTOSAT-I and II are the first two satellites of ISRO
designed to provide high-resolution stereoimagery of earth’s surface for the purpose of
cartographic applications including generation and updation of topographic maps.
CARTOSAT-I and II provide stereoscopic data with spatial resolution of 2.5 m and
0.8 m, respectively, and are uniquely designed with a high radiometric resolution of 10
bits and spectral bandwidth of 500–850 nm. In local language, the word Mizoram
means “The land of highlanders”. Basically, Mizo hill dominates the majority of the
topography. The steep hills are separated by rivers flowing on either direction of north
and south, creating gorges between the hills. Hence, high spatial resolution data is to
enhance the capability of identification of best possible detail of features on image,
improve accuracies and cartographic quality of mapping, produce accurate digital
elevation models of the terrain, and extract relevant terrain parameters from DEM.
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2 Objective of the Study

• The objective of the study is to reconstruct DEM using stereogrammetry and
radargrammetry techniques on stereopairs of CARTOSAT 1 and RADARSAT 1
data products and subsequently the accuracy assessment using the available refer-
ence SRTM DEM.

• The objective is to attain the above result and to store huge data storage, processed
data, and spatial data analysis, and is to develop the new application by imple-
menting the Cloud Computing technologies.

3 Terrain Characteristics of the Mizoram

Mizoram is situated between 21° 58′ and 24° 29′ north latitude and 92° 29′ to 93° 22′
east longitude. It shares its geographical borders with Assam, Manipur, and Tripura
extended over, respectively. The present investigation falls in the north Mizoram which
is located nearly 30–35 km away from Aiwal, the capital of Mizoram (Fig. 1). The
corresponding toposheets are 84A/9, 84A/13 and part of 84A/10, 84A/14, 83D/12,
83D/16 [1]. The geographical coordinates of the test site are as follows.

92° 27’ 40.52’’ E 24° 03’ 28.01’’N, 92° 59’ 42.27’’ E 24° 03’ 28.01’’N

92° 27’ 40.52’’ E 23° 38’ 52.45’’N.92° 59’ 42.27’’ E 23° 38’ 52.45’’N

Fig. 1. Study area, North Mizoram
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4 Methodology

The methodology adopted in the present study can be categorized into two parts:

• Reconstruction of DEM and
• Accuracy assessment.

4.1 DEM Generation Using OPTICAL Data

Using PCI Geometica software, the automatic DEM extraction module allows you to
create digital elevation models (DEMs) from stereoimages (CARTOSAT Data). Pro-
cesses involved are as follows:

• Data input: A project file has been created with specified math model (Rational
Function) and projection parameters (UTM, 43S D000). B and A and B and F along
with its RPC (Rational Polynomial Coefficients) files are used for registration
process.

• GCP/TP collection: Tie points were located carefully to compute transformation in
order to improve the fit between two images, i.e., B and A and B and F. In the
present investigation, 79 GCP/tie point and its RMS error are collected.

• Epipolar pair generation: Epipolar image reprojects the left and right images to a
common orientation and the common features of the images to the same axis. B and
F were selected as left image and B and A as right image.

• Automatic DEM extraction: Once the epipolar pair was constructed, then DEM
has been extracted specifying the input parameters such as minimum and maximum
elevation value of the region, failure and background value with the desired pixel
spacing of the DEM. However, in this analysis, 100 and −150 are considered as the
default failure value and background value, respectively. As the spatial resolution of
the raw data is 2.5 m, hence, the spatial resolution of the reconstructed geo-coded
DEM of 20 m can be obtained.

4.2 DEM Generation Using Field GCP

DGPS data are used to rectify the flight path/geometric error for scene no 5 data
products. In order to achieve online positioning with high accuracies, the GPS is used
in differential mode or differential GPS (DGPS). Since the field area is thick vegetation
and undulation, the transmitting signals and line of sight are the major problems in real
time, so data has been taken in static mode. Base station was established at Assam rifle
camp, Seling [2]. This is nearly 30 km s from Aizwal city. Info/details of base station
are
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Job: 031106,
az Point ID,
ref: 1 antenna height 1100, and
GDOP: 2.3.

DGPS survey was carried out from Tuiaini suspension bridge to Darlawn. Total 34
GCP were collected which are homogeneous and well identifiable on the ground and
records its location using the GPS receiver. These locations were plotted over an image,
and DEM has been reconstructed as mentioned earlier.

4.3 Mosaic

Six scenes of CARTOSAT DEMs have been mosaic Using Ortho Engine of PCI
Geomatica. Mosaic file had been defined and then by adding adjacent products.

4.4 DEM Generation Using RADARSAT 1 Data

The reconstruction of stereo-DEM has been carried out using the stereopairs of
RADARSAT images with the help of Radar Mapping Suite of ERDAS imaging
software for the overlapping regions of the two images: correlation image and con-
structed DEM.

4.5 Data Fusion or Merging

Scene no 3 (path/row no 0611-0286) has a huge cloud cover area; DEM has not come
properly, and hence RADARSAT data has been used to mask the cloud cover area to
get better DEM. Data merging or fusion procedure is as follows:

Cloud covered area has been masked using bitmap layer in which bitmap layer acts
as a graphical layer having the same pixel and line dimensions as the image data. The
masked region is assigned by value 1. Three new image channels, CARTOSAT
(Bitmap), RADARSAT (translate data), and merge of both the data (EASI), were
created, respectively. Translate utility is used to translate RADARSAT (.img) sup-
ported file format to CARTOSAT (.img) file from a geo-gateway format. While
translating file, geo-referenced source and destination files are defined and then the
layer information between the two files is shared.

The Engineering Analysis and Scientific Interface (EASI) is a full-featured
interpreted programming language. EASI supports control structures such as for, while,
and if statements, the definition of variables and structures, the definition of functions
taking any number of arguments and providing a return value, and a powerful set of
built-in intrinsic functions [3]. For present data fusion, small program has been used:

if %1 = 1 then
%3 = %2
end if
if %1 > 1 then
%3 = %1
end if
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Here, %1 represents CARTOSAT product, %2 represents RADARSAT product, and
%3 represents fused product.

5 Architecture of the New Application

To deploy this, application will not take more time and the application can be used for a
more number of users in a short. SaaS model due to its varied advantage is quite
attractive to enterprises. SaaS cloud is the latest model in deployment of software,
where a GIS application is hosted as a service provided to customers across the Internet
[4]. It is defined as a software application delivery model, where the same is deployed
and hosted on a cloud platform for its customers to operate the application [5]. This
innovative technology gives a full access to GIS tools such as creation of data, analysis
of data, editing, and visualizing the data. When we compare the conventional GIS
software with cloud, application has some unique features, i.e., this application hosted
as web application and not being installed on-premise as it does not require the
deployment of a large infrastructure at the client’s location [6]. For the integration of
SaaS, web services have become a widely adopted interface. SaaS applications rep-
resent their functions through web services, so that they can be easily accessed by
on-premise applications and the same can be accessed from outside [7] (Figs. 2 and 3).

Fig. 2. Shows multiuser SaaS model
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6 Flow Diagram for the Application

See Fig. 3.

7 Result and Discussion

In order to check the accuracy of the reconstructed DEMs with respect to the reference
SRTM DEMs, an accuracy assessment scheme is developed in-house. The validation
of constructed high-resolution CARTOSAT DEM and SAR DEM was done with
respect to SRTM DEM as “Reference DEMs” [7], using ERDAS Imagine s/w. The
pixel spacing of the reference DEMs was resampled from 90 to 20 m to match with the
spatial resolution of the reconstructed DEMs. Subsequently, the difference images were
generated for common area, which are the product of pixel-to-pixel change detection of
reference image from the corresponding subset of the target image under evaluation.
When the height error is plotted against frequency of observation as histogram, it is
observed that the histogram peak is shifted by few meters. This is because of datum
shift as no external GCP was used in the initial images for registration. Hence, the plot

Fig. 3. Flow diagram of application
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was shifted in X direction to account for highest number of pixels at 0 height error.
Moreover, a correction factor was given to the reconstructed image based on the
regression analysis results to scale the image with respect to “Reference DEM” and
histogram was plotted based on the new difference image data. Subsequently, the error
estimation was carried out on the difference images with respect to relief, slope, and
slope-aspect categories. In below figure, the pixel deviation shown in red color has
huge cloud patches. After replacing cloud patches with SAR data, the deviation has
been improved which is represented in blue color (Fig. 4).

8 Conclusions

The extracted elevation values are compared with a derived topography of DEM
available with DTRL and SRTM DEM [8]. While comparing all the possible combi-
nations of the stereo-DEMs and CARTOSAT DEM, it is observed that the elevation
results are better with less error in comparison with reference DEM using stereopairs of
CARTOSAT data and the error standard deviation is consistently lesser for all types of
terrain and slope conditions such as relative relief, slope, and slope aspect. The analysis
of accuracy assessment revealed that the quality of DEM marginally degrades with
increase in height of the terrain (SD 22.18 m, 31.13 m, and 33.41 m, respectively, for
low, moderate, and high relief terrain). Comparison of DEM with reference to slope
categories indicated that higher the slope, the poorer the results (SD 5.50, 19.93, and
19.66 m for Gentle, Moderate, and Steep Slope) although it demonstrated better results
than absolute height ranges. The orientation of slope also plays a role in generation of

Fig. 4. Error histogram of CARTOSAT and SAR stereo-DEM
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DEM [9]. The DEM of the region facing NW-N and W-NW has the most accurate
pixels with least deviation (SD 9.59 and 11.52, respectively) from the reference height
values, whereas S-SW and NE-E oriented slopes could generate least accurate DEM
and their mean standard deviation in the difference image are 31.59 and 27.09,
respectively. Better DEM can be achieved using field GCP, when compared to man-
ually GCP/tie points collected. Comparative study of DEM accuracy shows more
accurate that can be achieved using field GCP with respect to elevation and slope.
Different data products can be used to remove bad data using data fusion/ merging
techniques. Fusion of RADARSAT DEM with CARTOSAT DEM gives better result.
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1 Introduction

The ultimate goal in the design of an integrated circuit is meeting some timing con-
straints. Through identification of critical paths, this goal can be achieved. The presence
of false paths makes it very difficult to find true critical paths. If these false paths are the
longest path in a circuit timing analysis tools estimate the maximum path delay based
on these false paths. Hence, the resulting analysis reports would be too optimistic. This
causes degradation in system performance. Several algorithms exist for the detection of
false paths [1–3]. In order to detect false paths, each method has a particular sensiti-
zation condition. Static sensitization and dynamic sensitization are the main sensiti-
zation methods.

The two properties that timing analysis algorithm should satisfy are correctness and
robustness. The property that a path sensitization method does not depreciate the
longest path delay is correctness, which means true path should not be treated as false
path. Robustness is defined such that once a sensitization condition detects a true
critical path X in a slower die, there should not be any other path Y in any other faster
die which is having delay more than the detected true critical path delay. Since timing
properties vary from die to die, there can be some long paths in smaller dies which are
true paths. Normal corner-based analysis fails to detect these paths.

Viability analysis [4] method which satisfies both correctness and robustness
properties is one of the most appropriate false path detection methods so far. Since the
analysis uses only the worst-case timing values, some of the essential timing infor-
mation is missed while considering process variations. As the process parameter
deviation increases, the circuit delay variation also increases. This gives pessimistic
timing values using traditional static timing analysis (STA). This can be overcome
using a statistical distribution of gate values while considering process variations.
Statistical static timing analysis [5–8] (SSTA) is one of the fields where researches are
going on from the last few years. Several algorithms exist to extract false path statis-
tically [9]. However, in order to extract false paths under delay variations [10], only
few works are present.

A method for false path detection and timing analysis using SSTA has been pro-
posed by the authors of [11]. This consists of two phases. In the first phase, it removes
all false path problems using the conventional false path filtering methods in [4]. In the
second phase, it performs SSTA. In the first phase, it uses only worst-case values for
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false path filtering. Hence, the results are still pessimistic. The viability analysis method
[4] is enhanced to use under delay variation which can handle statistical gate delay
distribution. It is used in this work. This method is able to identify true paths and false
paths. Also, it gives the probability that a particular path being true or false under delay
variation. The major application of this viability analysis technique is statistical timing
analysis by considering the false paths under delay variations.

For further optimization of circuit delay, gate sizing is used. Based on the criticality
of a particular gate to be in longest path, a set of gates is selected for sizing. In the
existing works of gate sizing, the concept of false paths is not considered. Sizing
without considering false path does not meet the actual yield expected. In this work,
true critical paths are identified through viability analysis and gates for sizing are
selected from these true critical paths.

2 False Path Detection

2.1 False Path

False paths are defined as paths through which signals cannot propagate through it. By
identifying such paths and performing the timing analysis of a design after false path
filtering gives the set of timing constraints for a circuit to be met, as shown in Fig. 1, in
the path {a, v, w, x, z}, in order to propagate signal v to w, b = 0, to propagate w to x, c
= 0, and to propagate x to output z, y = 1. But since b = 1 and c = 1, the output of y will
be always 0. Therefore, the path under consideration {a, v, w, x, z} is not excited. This
path is an example of false path.

2.2 Static Sensitization

Static sensitization is carried out by considering that all signals are stable. The signals
from the input should propagate to output without getting masked by side inputs. For a
path P = {f0,…, fm} to be a true path, when the value in fi changes, then the value of fi+1
should also change. This condition can be expressed as a Boolean expression: dfiþ 1

dfi
¼

fiþ 1fi ^ fiþ 1�fi
� All nodes in a path should satisfy this condition. Static sensitization may

violate the property correctness by underestimating the critical time path delay. The
method explained above is static sensitization.

Fig. 1. Example for circuit containing false path [2]
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2.3 Dynamic Sensitization

While static sensitization checks the condition dfiþ 1
dfi

statically (i.e., t = ∞), dynamic
sensitization checks this condition at the actual time in which signal flows through the
circuit. Consider Fig. 1, in which the values written inside each gate are its delay.
Initially, b and c are 0 and at time t = 0, it changes to 1. Then, the value of y = 1 from
t = −∞ to 10 and y = 0 after t = 10. Also, when the input “a” changes, it takes 9 (1+4
+4) unit time to reach x. Since y = 1 till t = 10, x could be propagated to z from t = 9 to
t = 10 (i.e., z changes from t = 13 to t = 14). Therefore, the path {a, v, w, x, z} is true
path under this method.

From this, it is clear that static sensitization violates correctness property. Dynamic
sensitization follows correctness but it may violate robustness. Consider the circuit in
Fig. 2.

When “a” changes from 0 to 1 at t = 0, we have u = 1 from t = −∞ to 3, and x = 0.
In the time period t = 2 to ∞, w = 1, again x = 0. As a result x = 0 all the time and thus
z = 0 all the time. Now, when “a” changes from 1 to 0, y is 0 from t = 0, as a result z = 0
always. Hence, as per dynamic sensitization, there are no paths that can be sensitized in
this circuit.

While considering delay variation, there can be faster die in the wafer where the
circuit is fabricated. Assume the buffer shaded in Fig. 2 is having delay of 0 units. When
a changes from 0 to 1 at t = 0, u = 0 from t = 1. Also, w = 0 from t = −∞ to 2. Therefore,
x = 1 in the period t = 3 to t = 4. Also, during t = 2 to t = 4, y = 1. Thus, the output z = 1
during t = 5 to t = 6. It can be concluded that there can be slower paths in a circuit
containing faster chips. Hence, dynamic sensitization fails to follow robustness property.

2.4 Viability Analysis

Viability analysis is the most accurate method for path sensitization which satisfies
both correctness and robustness. In Fig. 2, the path {a, v, w, x, z} is not using static
sensitization. However, this path can be sensitized through dynamic sensitization. The
basic idea of viability analysis is as follows; if the side input having delay greater than
path under consideration is presented to a particular gate, this input might sensitize
f0, …, fm that gate which is driving the signal. The input which can propagate through
the circuit is obtained by finding a set of path through viability analysis, which contains
the paths through which the input vector Ɣ can propagate. Such paths are viable paths.

Fig. 2. Circuit to show robustness failure [2]
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The conditions for a path P = {f0, …, fm} to be viable when an input vector Ɣ is
applied are such that for every fi and for every g! = fi−1 it is either of the following [4]:

1. g is set to its sensitizing value by Ɣ or
2. g terminates a viable path under Ɣ of delay length at least the delay length of partial

path {f0, …, fi−1}.

The viability function which is in the form of logic equations [4] uses dynamic
method, which improves the accuracy of viable path identification. This function is
modified so as to get the viable paths under delay variation. The notations for AND and
OR operations in viability functions [4] are replaced with statistical min and max
operations, respectively. While considering delay variation, the equations for viability
are as follows.

up ¼ minmi¼ 0 u
fi
p; ð1Þ

where

ufi
p ¼ maxU�S fi;Pð ÞðSU

dfi
dfi�1

�ming2U ug; si�1Þ ð2Þ

And ug; t is

ug;t ¼ maxQ2PgðminðuQ; d(Q)� t)) ð3Þ

Pg represents those paths ends in g, while d(Q) and t are timing distributions, such
that d(Q) is the delay of the path till Q. It can be defined that under delay variation,
viability of path is the probability of up to be greater than zero. Viability of a path
depends on the input vector applied. Thus, viability of a particular path under all
possible inputs in (Ɣ0, …, Ɣn) can be expressed as

Prob [( (Ɣ ) >0]
ð4Þ

Algorithm for fast viability analysis [2]

Function Evaluate (Circuit Ckt, Input Vector Ɣ) 
1: for every gate g Ckt do
2: if visit[g] = false then
3: Depth First Search (g,Ɣ);

Function Depth First Search (Gate g, Input Vector Ɣ) 
4: for every gate i input[g] do
5: if i≠ a primary input and visit[i] = false then
6: Depth First Search (i);
7: for every gate i input[g] do
8: for every path do
9: update (Ɣ)
10: visit[g] ← true; 
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3 Gate Sizing

Gate sizing is a promising method used for timing optimization from many years ago.
In order to meet the slack, gates in critical paths are upsized so that its delay reduces.
Through this method, required timing constraints could be met. The major work in gate
sizing is the selection of gates for sizing. Previous works have taken statistical timing
approach for gate selection [11, 12]. However, concept of false paths is not taken care.
This results in pessimistic timing values. Viability analysis gives the probability which
can be directly related to the criticality of paths. Those gates in the long paths with high
viability are the best candidates for upsizing. Gate sizing algorithm is as follows [11]:

1: Set all gates ←minimum size. 
2: G = selected gates for sizing 
3: for g  G
4: Set, Sbest = 0, gbest = 0 
5: for each cell sizes g
7: Calculate reduction in delay ∆delay
8: Calculate increment in cost (area and power) ∆cost
9: S = ∆delay/ ∆cost
10: if Scur>Sbest then
11: Sbest= S ,gbest = g 
13: end if 
14: end for 
15: Increase size of best gate.

4 Results

The viability algorithm is implemented in C++, and the program is run on a Linux
machine with Intel Core i5 processor (3 GHZ) and 8 GB RAM. This viability tech-
nique is experimented on ISCAS’85 benchmark circuits. Cell characterization has been
done using Monte Carlo simulation. Statistical min and max operations are used for
evaluating viability in Algorithm 1. Table 1 shows the timing distribution after SSTA
and the number of critical paths. Critical paths are those paths having µ+3r delay more
than the µ−3r delay of longest path. The results obtained through viability analysis are
compared with SSTA after false path filtering using static sensitization. Table 2 shows
these comparison results. It is clear that the results obtained in static sensitization
violate the correctness property. Thus, it shows less number of true critical paths
compared to viability analysis.

Gates for sizing are selected after doing viability analysis. The candidate gates
which give best slack variation with less power and area variation are selected for
sizing using Algorithm 2. Table 3 shows the improvement in delay after sizing.
Reduction of delay in the range of 5–13% is obtained with a slight increase of power
0.4–1.3%, and an area overhead of 0.4–1.7%.
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Gate sizing without false paths under consideration reduces the actual yield
obtained. Without false path analysis when the gates in the longest paths are upsized,
the result obtained in the actual true longest path is lesser than the expected result.

Table 1. SSTA results

Circuit Total paths µ (ns) 3r (ns) Critical paths

C432 83926 102.274 0.145077 1944
C880 8642 303.103 7.28919 84
C1908 729057 97.8307 2.98984 23296
C2670 679960 67.307 297982 9504
C3540 28676671 296.86 5.94956 2156
C5315 1341305 139.843 4.381595 98304
C7552 726494 136.419 2.390519 6144

Table 2. Comparison of viability with static sensitization

Circuit Static sensitization Viability analysis
True critical
paths

µ (ns) 3r (ns) True critical
paths

µ (ns) 3r (ns)

C432 1462 94.02 1.6784 1506 94.02 1.6784
C880 71 267.56 2.3256 73 270.23 3.6545
C1908 19689 79.89 6.0564 20654 79.89 5.0564
C2670 7902 59.98 2.1045 8232 62.05 2.6548
C3540 1645 257.23 4.3656 1720 269.36 6.0125
C5315 67532 128.23 4.6547 70102 130.88 4.0023
C7552 4954 124.66 2.3256 5203 131.66 2.6545

Table 3. Gate sizing results

Circuit Delay reduction (%) Power
increase (%)

Area
overhead (%)

C432 13.6 0.89 1.71
C880 13.05 1.29 1.38
C1908 6.79 0.75 0.59
C2670 10.99 0.65 0.63
C3540 12.19 0.79 0.80
C5315 5.14 0.41 0.39
C7552 10.7 0.34 0.37
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5 Conclusion

The timing analysis of VLSI circuits under delay variation is done using viability
analysis. This method with SSTA framework is the best method for timing analysis by
considering false paths. Analysis is carried out on ISCAS benchmark circuits, and results
are compared with the values obtained by false path filtering using static sensitization.
From the results it is clear that, while static sensitization underestimates true paths,
viability analysis is the best method which satisfies both correctness and robustness.
Using the criticality results obtained through viability, gate sizing is done. Through gate
sizing up to 13%, delay reduction is obtained with very small power (1.3%) and area
overhead (1.71%). In future, this viability analysis could be used for false path elimi-
nation in design, and thus area and power could be optimized. Also, similar to gate
sizing, this analysis can be used for multiple threshold voltage assignment.
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1 Introduction

In the age of big data analysis, the analytical techniques of data get changed.
Data mining and web mining are the related computing processes of data treat-
ment in large data sets involving the methods capable of applicability over large
data sets. A number of techniques are available which are amalgamation of arti-
ficial intelligence, machine learning, statistics and database systems [1]. The
techniques developed being an interdisciplinary product are applicable to com-
puter science as well. In computer science, such techniques are collected within
the larger set of data mining and web mining methodologies. Data mining is used
to extract information from a large data set (may not be big data) and deriva-
tion of newly revealed facts with using comprehensive structure. Data mining
process involves a raw analysis step prior to taking care of database and data
management requirement, data preparation and data preprocessing, correspond-
ing model and interface generation, metric of interest complexity (polynomial
or exponential both) consideration and post-processing for suitable inference
according to the applicability in the discipline. Visualization of the inferences
drawn and further assumption of the newly generated knowledge into history
database, etc. are further derivation. Data mining particularly relates the ana-
lytical procedure which includes knowledge discovery in database (KDD) [2]
process, or KDD (Fig. 1). The data mining methods are typical analytical treat-
ment for generation of new knowledge from previously understood patterns after
identification. At times, the processes may not be fully automatic but practition-
ers and scientist have to satisfy themselves with semi-automatic analysis of data
giving interesting patterns of utility. The patterns can be a group of data having
similar features as obtained in cluster analysis or some data that do not fit into
any cluster or association between various data records as obtained in case of
association rule mining, sequential pattern mining, etc. The techniques of spa-
tial indices are used in data mining just like the database technique of spatial
indices.
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Fig. 1. Evolution of data mining [3]

In large data set, patterns are generally unidentified, resulting in the irrele-
vant output even when input data sets are correct. The data patterns are known
for their repetitiveness, conditional occurrences and divergence of inference of
interest. The patterns in a way are summary of input data for a particular
preposition. The preposition proved using data mining techniques can further
be applied in data mining and web mining. Such kind of pattern analysis may
take machine learning and predictive analytical treatment of data. Identifica-
tion of various clusters of data can go through the process for further refinement
resulting in a prediction that may be utilized by a decision support system (DSS).
The total process involves the stages such as data collection, data preparation,
inference drawn from results and report generation. However, these stages are
not the parts of the core data mining process though, and they contribute to the
process of knowledge discovery of databases (KDD).

The term data mining was used and discovered in 1990s. The methods of data
mining evolved through a number of processes resulting in pattern generation [4]
of a field with a long history. Generation of patterns can be obtained by applying
various techniques such as Bayes theorem (1700s), regression analysis where
data follows a continuity [5]. The ever-increasing computing power contributed
a lot towards optimized data collection, storage and processing. Data sets get
enlarged with addition of newer dimension and become complex having multiple
dimensions, analysis of data sets by hands-on direct processing. The automatic
and semi-automatic data analyses become a part of data processing. Slowly
analytical attempts were made through new data mining analytical techniques
including the techniques of neural network, cluster analysis, genetic algorithm
which evolved in 1950s, decision tree that involved in 1960s and support vector
machine evolved later [6].

The generation and capturing of data for such experiment requires special
mention. Amarjeet Singh Cheema et al. in the design of Blood Bank Management
System discussed one of the challenges of data capturing in a uniform manner
[7,8]. Creation of health records has been taken care for a cloud-based generic
medical equipment interface [9]. After the introduction of the field of problem,
Sect. 2 divulges different parameters of decision support system (DSS) in health
care and their prediction capability. Section 3 proposes the actual DSS based
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on various techniques already available; rather an intelligent assembly of the
techniques has been proposed after running several experimentation to obtain
the maximum probability of true predictive results.

The proposed system also contains the system and software used and total
experimental setup. Section 4 is used for concluding remarks and future direction
of work.

2 Background Study of Decision Support System (DSS)
in Healthcare Prediction

Data mining extensively used in different kinds of predictive analysis, health care
being one of the present sources of information gathering from 1990s. The tech-
niques applied are support vector machine, neural network, regression analysis,
naive Bayesian classifier, etc. and the patient databases are collected from all
over the world [10]. The patient databases are aggregated as a matter of prepa-
ration and formats are processed in order to be consumed by all such techniques.
In short, the databases are aggregated in nature and different authors identified
different parameters from database for training and testing for supporting their
propositions. The error function is also generated by various methods and com-
pared. Xing et al.’s [11] survey of 1000 patients provided a pertinent result. They
used SVM and obtained an accuracy of 92.1%. The same database while under-
going through ANN and decision trees produce accuracy of 91% and 89.6%,
respectively. The parameters used are TNF, IL6, IL8, HICRP, MPOI, TNI2,
sex, age, smoke, hypertension, diabetes and survival rate. A similar comparison
of techniques has been conducted by Chen et al. [12]. They considered SVM,
ANN, Bayesian classification, decision tree and logistic regression over a data
set of 102 cases. The accuracy rates are 90.5%, 88.9%, 82.2%, 77.9% and 73.9%,
respectively. Such comparative analysis is not very uncommon for the purpose of
selection of best method to be applied to get best support for decision-making.
Thus the level of automation of decision-making remains confined to decision
support rather than automated decision-making [13]. Data mining is also known
by the process of knowledge discovery that comes from analysing large data sets
having different dimensions and in other one way summary information that
can also be used for proposition testing such predictive analytic capabilities.
Data mining is desired predictive component in all the aspects related to human
life. The hidden patterns in such aggregated data sets are identified. Supervised
and unsupervised learning techniques in classification classify items into prede-
fined class label. The total process allows to build classification models from an
aggregated data set revealing future data trends.

The present paper considers different data mining applications and classifica-
tion algorithms for treatment analysis in health care for finding the efficiency of
algorithm and improves upon the performance by applying data preprocessing
and minimization of error function. Minimization of error function is inherent in
all the methods of data mining and has been considered earlier. The prediction
of new class level helps in the healthcare decision support system for further
investment of efforts and resources by the authorities.
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Following concepts are useful for understanding the algorithms and the work-
ing of knowledge generation from the designed DSS of healthcare prediction.

2.1 Information Gain

A large data set of patient record is partitioned into finite number of classes C1,
C2, C3, . . . , Ci. These classes are the application of some categorical attributes
for identification. The information needed to identify the class of an element of
a partitioned set S is given by the formula:

I(S) = −(P ↓ (1log ↓ 2[P1+])P ↓ (2log ↓ 2P2) + P ↓ (3log ↓ 2P3)......P ↓
(ilog ↓ 2Pi))

Pi denotes the probability distribution of the partitions Ci. From such informa-
tion of the entropy can be calculated as

n∑

i=1

Pi = |Ci|
|S| Ci

This is accurate information gain in performance while branching with
attribute A. A can be calculated with equation:

Gain(A) = I(S) − E(A)

where S is the complete set and A is that distributional category.
The data preprocessing techniques applied in the healthcare database is not

novel, and it comes from computing the information gain for contribution deci-
sion tree, i.e. the part of proposed healthcare decision support system [14]. The
data obtained after running the algorithms and various types of gain factors for
sepal length and width are 0.44 and 0.0 and for petal 1 and 2, respectively [14].

Depending on the type of output generated, there are two types of algorithms
in classification problem in data mining:

1. Class output: SVM and KNN typically create class outputs. A binary clas-
sification generates output either 0 or 1. The class output can be converted
to probability output though its acceptability is questionable.

2. Probability output column: Generation of probability output column is an
outcome of logistic regression, random forest, gradient boosting and Adaboost
technique. Probability output can be easily converted into output by detecting
a suitable value of threshold probability and providing discrete value for class
output.

2.2 Area Under the ROC Curve (AUC ROC)

Calculation of the area under ROC curve is one of the interfacing metrics used in
various decision support systems. The proposed paper also makes use of metrics
for the training and testing of healthcare data set. The ROC curve is always
independent of the change in proportional of responders. As long as the set of
responders grows, proportionality of the decision support system proposed will
generate a suitable predictive analysis.
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Receiver operating characteristic (ROC) curve can be understood with the
help of a probabilistic model having confusion matrix. In case of confusion matrix
applicable in case of a probabilistic model, different values for each metric can
be obtained from the same large data set. The occurrence of such confusion
matrix may be because of the equal number of false positive and false negative
which are difficult to determine using the designed error functions. Therefore,
such sensitivity and different specificity are required by building designing error
function. The sensitivity and specificity vary as follows (Figs. 2 and 3).

Fig. 2. Confusion matrix

Hence, for each sensitivity, a different specificity is obtained. The sensitivity
and specificity vary as presented by the following curve:

Fig. 3. ROC curve

The ROC curve is the typical plot between sensitivity and (1-specificity).
1-specificity is also known as a false positive rate, and sensitivity is also known
as false negative rate. Knowing of such false positives and true positives is not
difficult in case of training data set. The same can be translated into false nega-
tive and true negative in case of training data set. The data set that is organized
is capable of giving the results in similar manner with the testing data set. The
error function determined in a training data set will continue to give results in
case of the testing the data. Therefore, the minimization of error function is
not only a necessity but also efficiency of DSS depend on optimal value of error
function.
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3 Proposed Healthcare Decision Support System

The predictive analysis can be applied in healthcare system especially in case
of prediction and monitoring. The data regulated and generated are again a
feedback to the system producing required decision support in realizing health
condition for working professionals. A medical camp is considered to take care
of the stressful work life and other negligence to health issues by constant mon-
itoring of health-related data and providing healthcare guidance on the basis of
the decision support made available from the DSS installed at the medical camp
that runs as a not-for-profit organization.

The basic structure for data modelling and extracting inferences can be
understood as below (Fig. 4).

Fig. 4. Activity structure

Different types of machine learning algorithms for healthcare prediction are
surveyed for their applicability and evaluated the individual performance by
comparison. A comparative analysis of the performance has been obtained. The
various algorithms that are used are presented below:

1. GLM (generalized linear model): GLM, as the name suggests, is a gener-
ation of linear regression [15]. Linear regression considers response variables
after data preprocessing. Therefore, this stage can be considered very much
under data preparation. These response variables are having error distribu-
tion models. The error distribution models may vary, but never becomes a
normal distribution. The GLM considers the linear model to be related to
the response variable. The establishment of relation uses a magnitude link
function. Each measurement is allowed to have magnitude of variance as a
function of its predicted value. The authors of the paper [15] proposed an
iterative re-weighted least square method for maximum likelihood estimation
of the model parameters. Many statistical computing packages use maximum
likelihood estimated method such as GLM.
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2. GBM (gradient boosting model): Gradient boosting [16] is a machine
learning method. GBM has been widely used in regression and classification
problems. The prediction model resulted from GBM is an ensemble of a num-
ber of weak prediction models. These weak prediction models are obtained
by the method of decision trees. From the earlier comparative study, it was
shown that decision tree produces the lowest level of accuracy. Thus, the weak
prediction from these models can be understood. GBM contrue the model for
usage in data mining in stage-wise manner and further generalizes it by using
the optimisation gradient boost of an arbitrary differentiable loss function. It
typically prepares the data set for minimal collection of false positive and false
negative. Leo Breiman [17] observed the gradient boosting and he interpreted
that boosting can be considered as an optimization algorithm with respect to
a suitable cost function. The functional gradient view of boosting has been
utilized in many boosting algorithms used in machine learning and statistics.
The scope of use is not limited to regression and classification. GBM happens
to be less accurate.

3. XGBoost: XGBoost [18] is an open-source library based on the above con-
cept that provides gradient boosting framework for popular high-level lan-
guages and platforms. It supports distributed processing frameworks such as
Apache Hadoop, Apache Spark and Apache Flink. Traditionally, it is slower
than GBM.

4. Deep learning: The mechanism of deep learning consists of a number of
machine learning algorithms known by its class. Together, they are known as
deep structured learning. The depth of deep learning comes from the uses of
a number of layers cascading one after another of non-linear processing units
that are typically used for feature extraction. They are also used in case of
required transformation [19]. Each layer uses the output of an earlier layer
as an input successively. The technique is applicable in both supervised and
unsupervised learning. The unsupervised learning gives interesting results in
case of such pattern analysis. Even in case of supervised classification, deep
learning is able to produce one of the higher rank predictions, and high-level
features can be extracted from the low-level feature forming a hierarchical
representation in case of deep learning.

5. Ensemble model: Ensemble model is not a single model but an assembly
of models to generate an optimal model for a specific database. However, the
assembling of models in one way is not an ultimate for all designed DSS;
rather, it leaves a wide scope of assembling in a variety of ways adhering
to the specificity of DSS requirements. Ensemble modelling can improve the
performance of any model if a number of models taken together are paired and
ordered in an optimized fashion. The built up of ensemble model is depends
on the function of aggregation using the model in order to find empirically the
well-ranked assembly of models. Ensemble models are used in competitions
like Kaggle and there was obvious benefit from its usage. Ensemble modelling
is the art of collecting an assembling diverse set of learners (individual model)
together so that there can be stable model capable of generating improvement
with specificity and sensitivity of an application. Such DSS supported by
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ensemble modelling has been used in the proposed methodology of the paper.
The derivation of an interesting assembly of learning models in the proposed
DSS is one of the prominent outcomes of the paper.

3.1 Experimental Setup of Proposed DSS

1. Software used for the development of DSS: R Studio is the platform
for obtaining experimental results and implementation. R Studio is a free and
open source integrated development environment. For R, a programming lan-
guage for statistical computing and graphics is available. R Studio is written
in C++ language and uses the Qt framework for its graphical users interface.

2. R Studio setup: The setup was installed in windows platform along with
Java runtime environment and Java Development Kit (JDK). The different
types of packages were installed from tools in R Studio for different algorithms
such as Random Forest, deep learning, h2o, etc.

3. Data collection: All the real data have been collected from analytics Vidya
Knockobter-2016 [20]. It was training data set and test data set. The link of
the website from which database is collected:
https://datahack.analyticsvidhya.com/contest/knocktober-2016/ [20].

3.2 Implementation of Decision Support System

Following are the depiction of the running of the experiment and the results
obtained. The parameters used in the DSS are start data difference, category,
next data difference, count patient, end data difference, donation flag, previous
data difference, age, count patient data, education score, city type and income
that is already being shown by a screenshot (Fig. 5).

Fig. 5. The parameters used in the DSS

https://datahack.analyticsvidhya.com/contest/knocktober-2016/
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Several sets of experiments are run, which are not presented here. The algo-
rithms such as deep learning and GLM have not been utilized for the purpose of
experimentation. However, an ensemble model can also be created using these
models. The present paper presents the success scenario with the help of perfor-
mance analysis using various techniques described earlier such as XGB, GBM
and ensemble models of XGB and GBM.

In DSS with the help of XGBoost Algorithm, the above result shows that
in Y-axis (i.e. Health campID) in between 6550 and 6590, a number of patients
have visited for the maximum number of times. It also shows the probability to
visit in respective camps is higher while patients with health camp ID except
the range are not having more interest or willingness to attend the health camps
as indicated by the probability of the learner (weak models) (Figs. 6, 7 and 8).

Fig. 6. Healthcare prediction performance using XGBoost

Fig. 7. Healthcare prediction performance using XGB + GBM
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Fig. 8. Healthcare prediction performance using GBM

In DSS having the capacity to run different algorithms with the help of
ensemble model of XGB+GBM Algorithm, the result shows that in Y-axis (i.e.
Health campID) in between 6560 and 6580, a number of patients have visited
for the maximum number of times.

In the designed DSS with the help of GBM Algorithm, the experimentation
run, result shows that in Y-axis (i.e. Health campID) in between 6540 and 6580,
number of patients have visited for the maximum number of times.

The different machine learning algorithms are chosen. The selection of the
algorithm is considered on the basis of a number of rudimentary experimentation
on combination. Only the results successfully obtained are reported with the
success combination.

3.3 Comparative Analysis

The screenshots and results for comparative analysis are displayed using graph
technique (Figs. 9 and 10).

Fig. 9. Comparative analysis of healthcare prediction

The first predictive model and two XGBoost models are used where the
models differ on the set of parameters. The weighted average of the results
obtained is equal to 1 (0.48 + 0.52) which is maximum probability output. The
second predictive model uses GBM algorithm and is not ensembled in any other
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Fig. 10. Comparative analysis of healthcare prediction in bar chart

algorithm. The third model is a pure ensemble model of XGB and GBM, and
the weighted average is 1 (0.50 + 0.50) which is again maximum but percentage
accuracy is lower than the earlier ensemble model of probability output 1 (first
model).

The comparative analysis of the healthcare prediction shown is able to achieve
a result that is all-time high when compared to the study of the algorithms such
as GBM, XGB and their ensemble models, and thus proved to be useful for
healthcare prediction.

4 Conclusion and Future Direction of Work

Decision support system for healthcare prediction [21] using various data algo-
rithms has gone through tremendous advances from the last few years but is
yet to be practically implemented in an efficient manner. Hence, the individual
and ensemble model performances of decision support system for healthcare pre-
diction using various data algorithms such as GBM (gradient boosting model)
and XGBoost are calculated, displayed using available visual techniques for easy
understanding and compared. A comparative analysis of decision support sys-
tem for healthcare prediction using different algorithms is able to show that
ensemble modelling of XGB and XGB (well known for preventing overfitting of
predictions) algorithm gives the best result as its time complexity is very less as
well as the accuracy is comparatively higher in comparison to other algorithms
and can be used as a premier technique in healthcare prediction as a decision
support.
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1 Introduction

Rapid advances in health sciences have resulted in the spooling of a huge amount
of data, clinical information, and generation of electronic health records [1].
Machine learning and data mining methods are being used to perform intelli-
gent transformation of data into useful knowledge [1]. Application of machine
learning in medical imaging has become one of the most interesting challenges
of the researchers. In the medical domain, description of a set of diseases in
terms of features is supplied to the machine learning classifiers as knowledge
base. Depending on the supplied training set, the classifier has to identify the
disease for a test set. Performance measures specify the correctness of the clas-
sifier in identification of disease from an unknown situation. In this research
work, signs of the diseases at different stages of Diabetic Retinopathy (DR) are
considered as classes. The first stage of DR is silent in nature as no such clear
symptoms are noticeable. The starting of DR includes deformation of retinal
capillary resulting in very small spots known as microaneurysms (MA). The
next stage contains hard exudates (HE) which are lipid formations from the
fragile blood vessels. As DR advances, cotton wool spots (CWS) are formed
which are micro-infarcts caused by obstructed blood vessel. Hemorrhages can
also occur with further progression of the disease when blood vessels leak blood
into retina causing hemorrhages (HAM). Due to poor oxygen supply, new ves-
sels are formed in this state, which challenges the patients eyesight. These stages
of DR which comprise the different classes of a machine learning classifier are
referred to as Non-proliferative Diabetic Retinopathy leading to Proliferative
Diabetic Retinopathy. This is a supervised learning problem owing to the fact
that the number of objects to be classified are finite and predetermined [2]. The
research aims to find the significance and acceptability of Random Forest clas-
sifier to the semiautomated detection of different cases of Diabetic Retinopathy.
The performance of the classifier is calculated in terms of number of correct and
incorrect classification, and the average accuracy is 99.275%.

c© Springer Nature Singapore Pte Ltd. 2018
S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Lecture Notes in Electrical Engineering 475,
https://doi.org/10.1007/978-981-10-8240-5_19
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2 Related Work

Machine learning can be classified as supervised and unsupervised. In supervised
machine learning, every input field is associated with its corresponding target
value. On the contrary, unsupervised machine learning deals with only input
fields. We use Random Forest, a supervised machine learning technique, to clas-
sify the different signs (i.e., lesions) of DR. Random Forest (RF) also known as
random decision forests are an ensemble learning method used for classification.
This ensemble classifier is a combination of tree predictors. Each tree depends
on the values of a random vector which is independently sampled with the same
distribution for all the trees of the forest [3]. A number of such decision tree
classifiers are applied on subsamples (with same size of original input sample
size) of the dataset and averaged in order to improve the predictive accuracy
as well as controlling overfitting. A scheme of fusing ill-focused images using
Random Forest classifier is proposed in the research work of Kausar et al. [4].
The well-organized images are useful for image enhancement and segmentation.
This work aims to generate all-in-focus images by Random Forest classifier. Vis-
ibility, spatial features, edge, and discrete wavelet transform are considered as
features for machine learning. This scheme outperforms previous approaches like
principal component analysis and wavelet transform. Saiprasad et al. [5] used
Random Forest classifier to classify pixel-wise an image of abdomen and pelvis
into three classes: right adrenal, left adrenal, and background. For this purpose,
a training set is formed with a dataset of adrenalin gland images. Manual exam-
ination and labeling of a radiologist are used as ground truth. The classification
phase is combined with the histogram analysis phase for more accurate result.
A Random Forest-based approach for classifying lymphatic disease diagnosis is
developed in the report of Almayyan [6]. Segmentation and classification of very
high-resolution Remote Sensing data with Random Forests are mentioned in the
work of Csillik [7]. Random Forest has been used successfully in the classification
of Diabetic Retinopathy Diseases in one of our earlier papers [8], which concludes
Random Forest as better than Naive Bayes classifier and support vector machine.

3 Proposed Methodology

A database of 69 images containing different stages of DR is considered as input
dataset. The dataset is formed collecting the images from DIARETDB0 [9] and
DIARETDB1 [10]. These images contain bright lesions as hard exudates (HE)
and cotton wool spots (CWS) as well as dark lesions like hemorrhages (HAM)
and microaneurysms (MA). The retina image database contains 25 images of
HE, 15 images of CWS, 15 images of HAM, and 14 MA images. In Fig. 1, the
pictorial representation of the system is given.
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Fig. 1. Graphical representation of the proposed system

3.1 Feature Selection

Several consultations with retina specialists were carried out to identify the
process of distinguishing a variety of DR. According to those suggestions, nine
features among which six texture-based features and the remaining statistical
measure-based features are considered for constructing the training set for Ran-
dom Forest classifier. The texture-based features are as follows: color, frequency,
shape, size, edge, and visibility. Color feature is useful for differentiating dark
lesions from bright lesions. Among bright lesions also, for HE, it is generally
bright yellow and for CWS, it is generally whitish yellow. In dark lesion cases,
MA is normally light red in contrast to the dark red color of HAM. The fre-
quency of occurrence is also important as HE comes in large numbers compared
to CWS. Shape and size of MA vary from HAM in a significant manner. The
sharpness of edge is also significant as edge of CWS is blurred whereas the edge
of HE is sharp. Visibility in terms of human eye is considered as another feature.
HE and HAM have a high visibility compared to CWS and MA. Figure 2 shows
some variety of DR images. The texture-based features are manually extracted
from the original input image. No preprocessing is done on the original input
image before feature extraction as the texture-based features are directly acces-
sible from the input image without losing their originality. Table 1 describes the
features along with their values for different diseases. Three statistical measure-
based features are as follows: mean, standard deviation, and entropy. Mean is
the average brightness of an image. Standard deviation describes the distance
between ith pixel from mean. Another statistical measure is entropy which is
the randomness of an image to realize the texture of the image. These features
are defined in equations [1–3].
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Mean(μ) =
1
N

N−1∑

i=0

xi (1)

Standarddeviation(σ) =

√√√√ 1
N

N−1∑

i=0

(xi − μ)2 (2)

Entropy = −
∑

(p. ∗ log2p) (3)

In Eqs. (1) and (2), N is the total number of pixels in the input image, and xi

is the gray value of ith pixel. In Eq. (3), p contains the histogram counts of the
image and operator.* indicates element-by-element multiplication. In Eqs. (1)
and (2), N is the total number of pixels in the input image, and xi is the gray
value of ith pixel. In Eq. (3), p contains the histogram counts of the image and
operator.* indicates element-by-element multiplication.

The feature values of each lesion of an input image are evaluated along with
the disease type and this contributes a row for the training set. This training set
is supplied to the RF classifier. RF classifier is not used for selection of features.
Feature selection is totally based on the working principle of retina specialists
and literature survey.

Fig. 2. Various types of DR images
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Table 1. General feature values of different DR images

Disease Color Frequency Shape Size Edge Visibility

HE Yellow/bright
yellow

Many Circular/not
defined

Small/
medium

Sharp High

CWS Whitish
yellow/white

Few Not defined Medium Blunt Medium/
high

HAM Dark red Less Not defined Large/
medium

Sharp High

MA Light red Many Circular Small Blunt Low

3.2 Random Forest Classifier

In Random Forest classification technique, several trees are grown together. For
classifying a test data, the new data is added down each of the trees. Each tree
generates a class for the test data which is called voting for the class. The most
voted class is selected by the classifier as final class of the test data. Random
Forest classification is the most popular ensemble model classifier as it runs on
large database in a time-saving approach. This model is not suitable to the cases
dealing with completely new data.

Random Forest classifier with percentage split (66%) is used for machine
learning. Two-third data of the total dataset is selected as training dataset which
helps the growing of tree. Cases are selected at random with replacement, that
is, the case considered for a tree can be reassigned to another tree. Generally,
the square root of total number of feature variables is selected at random from
all the prescribed feature values. This value remains fixed during the growth of
the forest. The best split on these selected feature variables is used to split a
node. The remaining 1/3 data is considered as test dataset. This dataset is called
out-of-bag (OOB) data. For each test data, each tree generates a class that is
counted as the vote for that class of the test data. The class with maximum votes
is assigned to the test data. The term Random is associated in two ways with
this classifier: random selection of sample data and random selection of feature
variables. It is the characteristic of Random Forest classifier that it needs no
separate test dataset. The OOB data is used for calculating the error internally
at the time of construction. When each tree of the forest is grown, then OOB
cases are put down the tree and the number of votes for the correct class is
calculated.

3.3 Algorithm of Random Forest Classifier

Step 1: Initialize total number of classes to L and total number of feature vari-
ables to M.
Step 2: Let m be the number of selected feature variable at a node (generally
m =

√
M ).

Step 3: For each decision tree, randomly select with replacement a subset of
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dataset containing L different classes.
Step 4: For each node of a decision tree, randomly select m feature variables to
calculate the best split and decision at this node.

4 Results and Analysis

The performance analysis of Random Forest classifier is carried out with the
basis of confusion matrix. In Weka 3.7 [11] machine learning classifier, Random
Forest model is selected for analyzing the input dataset. The database contains
69 images. As Random Forest classifier automatically selects 2/3 data as train-
ing set and the rest as test set, 46 data are treated as training dataset, and 23
data are considered as test set. After analyzing the dataset, a confusion matrix
is generated by the classifier itself.

TPi (True Positive): number of members of class Xi correctly classified as class
Xi,

FNi (False Negative): number of members of class Xi incorrectly classified as
not in class Xi,

FPi (False Positive): number of members which are not of class Xi but incor-
rectly classified as class Xi,

TNi (True Negative): number of members which are not of class Xi and
correctly classified as not of class Xi,

Accuracy (Acc): the ability of the classifier to correctly classify a member

Acci =
TPi + TNi

TPi + TNi + FPi + FNi
× 100 (4)

Sensitivity (Sn): the ability of the classifier to detect the positive class

Sni =
TPi

TPi + FNi
× 100 (5)

Specificity (Sp): the ability of the classifier to detect the negative class

Spi =
TNi

TNi + FPi
× 100 (6)

F-measure: statistical test of prediction accuracy of the classifier in terms of
Precision and Recall
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F − measurei =
(2 × Precisioni × Recalli)

(Precisioni + Recalli)
(7)

where Precisioni = TPi

TPi+FPi
and Recalli = TPi

TPi+FNi
.

Mathew Correlation Coefficients (MCC): estimate of over prediction and under
prediction

MCCi =
(TPi × TNi) − (FPi × FNi)√

(TPi + FPi) × (TPi + FNi) × (TNi + FPi) × (TNi + FNi)
(8)

MCC generates three different types of values: −1, 0, and 1. The value −1 means
the classifier’s prediction is incorrect, 0 means random prediction, and 1 means
fully correct prediction. In Table 2, TP, TN, FP, and FN are calculated using the
values of confusion matrix. Table 3 represents different performance measures for
each class. For each class, receiver operating characteristic (ROC) is plotted. An
ROC curve is plotted with false positive rate along X-axis against true positive
rate along Y-axis. Figure 3 shows ROC for class CWS.

Table 2. Calculation of TP, TN, FP, and FN

Class Total TP FP TN FN

CWS 15 14 0 54 1

HE 25 25 1 43 0

HAM 15 15 0 54 0

MA 14 14 0 55 0

Table 3. Performance measures

Class Sensitivity (%) Specificity (%) Accuracy (%) F-measure MCC

CWS 93.33 100 98.55 0.966 0.957

HE 100 97.73 98.55 0.98 0.969

HAM 100 100 100 1 1

MA 100 100 100 1 1

Average 98.33 99.43 99.275 0.986 0.98
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Fig. 3. ROC for class CWS

5 Conclusion

In this research work, Random Forest classifier is used for determining different
stages of retinal abnormalities due to DR using machine learning techniques.
Being an ensemble classifier, Random Forest constructs several decision trees at
training time and generates the classification for each tree. In this research work,
a dataset containing several retinal images having abnormalities is formed. The
images are collected from various sources like DIARETDB0 [9] and DIARETDB1
[10]. A set of nine features including three statistical features and six texture-
based features are selected for the machine learning. For each input image, the
feature values are calculated, and thus, a dataset is formed for 69 images. In
Weka 3.7 [11], the dataset is supplied as input to the Random Forest classifier.
Performance measures like accuracy, sensitivity, and specificity are calculated
depending on the classification result. The accuracy of HAM and MA classes is
100% each as the feature size distinctly separates these two classes. The size of
HAM is considered to be medium to large while MA is very small. In future, a
collection of large database with more features can be added to the feature set,
and the number of images can be increased to get more complex training set for
the classifier. The average accuracy is 99.275% which is promising.
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1 Introduction

A typical architecture of an AMI network is shown in Fig. 1, which is composed
of three main blocks: (1) the local data collection units, (2) the communica-
tions network, and (3) the management and control center, the energy company.
According to Fig. 1, communication networks constitute the “backbone” of an
AMI architecture in which AMI is the core device and acts as a gateway between
Home Area Network (HAN) and Neighborhood Area Network (NAN).

With the rapid deployment of smart meters into the AMI networks; M2M in
LTE, relying on cellular networks imposes overload issues, the network conges-
tion, increases delays, packet loss, and even causes service interruptions [2].

In this paper, we investigate on the performance of LTE communications
for smart meter traffic, in the presence of LTE background traffic such as VoIP,
HTTP browsing, FTP, video streaming, and gaming. We assume a public, shared
LTE network for data transfer; therefore, the amount of background traffic has a
big impact on the latency of the smart metering traffic and background Internet
traffic. A series of experiments were conducted with the increase in number smart
meters and LTE background traffic applications to verify the quality require-
ments as specified in [3]. The performance metrics for LTE such as throughput,
packet loss ratio, and point-to-point (P2P) delay are investigated using network
simulator version 3.

The remainder of the paper is organized as follows: In Sect. 2, we describe
the related work in the literature followed by AMI component models and LTE
Internet traffic models implementations in NS-3. In Sect. 4, the results obtained
from these simulation experiments are presented, followed by implications of the
findings and future work.
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Fig. 1. Architecture of an AMI network [1]

2 Related Work

Reviewing the literature on the subject, we found similar works focusing on
the evaluation of the performance of communication schemes and protocols for
measurement reading networks or AMR (automated meter reading)/AMI imple-
mented on the communication technologies through PLC (power line communi-
cation) [4], cellular [5], and the DMLS/COSEM protocol. In [6] the performance
of ZigBee, LTE, and WiFi under different sizes, node layouts, and different
transmission sequences is investigated to compare the maximum distance for
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transmitting data between DCU and AMI devices under log-distance channel
propagation of three wireless technologies. In machine-to-machine (M2M) net-
works, a scheme is proposed in [7] which dynamically partitions and allocates
the random access channel (RACH) resource to overcome the overload problem
caused by random access requests from massive M2M devices defined by the
Third Generation Partnership Project (3GPP).

To improve the accuracy of routine that simulates the LTE random access
channel (RACH) was proposed in [8], which was subsequently used in our work to
assure the QOS requirements are satisfied for the video services. So authors have
realized that so far, there was no real attempt has been made to study the impact
of background traffic on the performance of smart meter functions and vice versa,
especially in public, shared LTE networks. Therefore, present work is an attempt
to evaluate the mutual impacts between smart meter traffic and background
Internet traffic, and is aimed at network/mobile operators who want to know the
impact of AMI traffic through cellular communications infrastructure especially
in the presence of existing background Internet traffic.

3 AMI Component Models in NS-3

The basic COSEM model proposed by Juan M. Aranda [9] for an intelligent
electric meter with total active energy (kWh) Extended register was used. All
smart meters (Fig. 2) work behind the DCs, so we have created WiFi links with
the help of WifiHelper and lower layers are configured with the help of YansWifi-
PhyHelper and NqosWifiMacHelper. As shown in Fig. 2, the LTE stack is also
installed on the DC that allows it to connect to the MDM to relay (route) the
traffic of the smart meters from the WiFi link. The MDM host is implemented
as a node connecting to the P-GW of LTE network through a point-to-point link

Fig. 2. Implementation of the WiFi smart meter and WiFi/LTE DC in NS-3
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(using PointToPointHelper). At the application level, meter data management
(MDM) system has the functionality intended for the management of meter
reading data. Similar to the SM and MDM node implementations, the back-
ground UEs have LTE network interface, IP stack, and LTE stack installed.
After that, different applications mentioned in Table 1 are installed on the nodes
with the help of GeneralUdpServerHelper [10]. A CSMA network is implemented
with MDM host and remote hosts of different traffic types using C++ classes
CsmaHelper and GeneralUdpClientHelper.

Table 1. Background traffic mix

Application Traffic % users

VOIP Real-time 30

FTP Best effort 10

HTTP Interactive 20

VIDEO Streaming 20

GAMING Interactive real-time 20

4 Experiments and Evaluation

4.1 The Simulation Scenario in NS-3

The simulation scenario as shown in Fig. 3 was proposed to evaluate and analyze
the performance of communications for an AMI network.

The simulation experiments run on NS-3 version 3.26 and Ubuntu 16.04 LTS.
Simulation experiment assumes point-to-point connection between S-GW/P-
GW and remote hosts (including MDM). Simulation parameters defined by [11]

Fig. 3. Single cell simulation topology
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Table 2. Simulation parameters

Parameters Values

Uplink bandwidth 5 MHz

Downlink bandwidth 5 MHz

Transmission mode MIMO 2 × 2

UE transmission power 26 dBm

eNB transmission power 49 dBm

Cell radius(R) 800 m

Simulation time 2000 s

No of eNB 1

No of DC 5

DC polling time 1 min

MDM request to DC 3 min

were used in the experiments and are shown in Table 2. The proposed scenario
consists of the following:

• Five local networks of smart meters (SMs), belonging to a low voltage distri-
bution network, managed by data concentrators (DCs).

• Five DCs with a capacity of up to 1,000 SMs distributed over an urban area
(mostly residential and commercial) and with the ability to execute polling
mechanisms to request the measurements from SMs every 60 s.

• A single cell of radius R is configured with the models and parameters of
Table 2. It has the ability to simultaneously service the DCs and several fixed
users that demand Internet applications.

• A metropolitan network implemented over optical fiber, capable of transport-
ing the traffic generated by SMs and remote hosts.

• Five remote hosts (VOIP, HTTP, FTP, video streaming, and gaming) and
the smart grid control center (MDM) are connected to a router. The control
center (MDM) runs the RequestingAPP application, which is responsible for
requesting and receiving DC data every 180 s.

4.2 Simulation Results and Analysis

This section presents the simulation results and analysis for the conducted exper-
iments. All plots were drawn using GNU Octave, version 4.0.0. Three different
cases for simulation were considered.

Fixed Background Traffic and Variable AMI Traffic Clearly, it can be
seen in Fig. 4 that both the average throughput and the average point-to-point
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Fig. 4. Performance metrics per application with fixed (100 users) background nodes.
a Throughput and b point-to-point delay

delay per application are kept practically constant in the face of the increase in
the number of SMs per network.

With respect to the AMI traffic through the LTE network, it is observed
that the average throughput in the DC and control center (DC -> CC) direction
increases as the number of SMs increases.

On the other hand, the total average AMI delay (Fig. 5a), i.e., the time spent
from the moment the request is issued by the control center until later receives
the data transferred by the DC, is 10.79 ms, during which time an average of
7.75 Kb was transferred for each request made by the CC (for a total of 1,000
SMs per DC) (Fig. 5b). This delay is below the limit established by the QoS
(Table 3). The packet loss ratio (PLR)for different applications including AMI
(Fig. 5c) is constant with increase in number of smart meters and offers a high
reliability for all applications. Therefore, under this scheme, a high percentage of
coverage is achieved without overloading the network and guarantees the quality
of the services offered. This fact may motivate telephone operators to offer their
telecommunications infrastructure services to AMI network operations without
much infrastructural changes.

Fixed AMI Traffic and Variable Background Traffic Figure 6 shows the
simulation results obtained for different traffic loads of mobile Internet applica-
tions. Clearly, performance metrics for video applications were deteriorated as
traffic increases within the cell, and a point was reached where it is no longer
possible to guarantee the quality requirements for the video service. With 150
users within the cell, an average point-to-point delay of more than 250 ms was
observed, i.e., the QoS requirement was not satisfied (Table 3) and a percentage
of received packets of 98%, i.e., reliability of packet transfer was reduced by 5.88%
compared to the confidence obtained in the previous scenario (Fig. 5c). Addi-
tionally, the total average AMI delay was increased to 10.85 ms (5% increase).
Therefore, by not guaranteeing the quality of service (QoS) requirements of the
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Fig. 5. Average total delay, AMI data transferred to the CC, and packet loss ratio
with fixed (100 users) background nodes. a Average total delay, b Av total AMI data
transferred, and c packet loss ratio (PLR)

video application, it is no longer possible to continue servicing more than 150
background users and 5000 SMs (1000 SMs per DC).

Table 3. Quality requirements for the applications offered [3]

Application/Parameter VOIP VIDEO HTTP FTP AMI

End-to-end delay <150 ms <250 ms <400 ms No limit <15 s

PLR <0.01 <0.1 <0.001 <0.001 <0.001

Jitter <50 ms <2 s N.A No limit N.A
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Fig. 6. Average total delay and PLR for fixed (150 users) background nodes. a Average
total delay and b packet loss ratio

RACH for Fixed AMI Traffic and Variable Background Traffic An
NS-3 patch implemented by Michele Polese [8,12] was used to demonstrate the
LTE RACH for evaluating the background traffic with fixed AMI traffic.

Clearly, the average P2P delay of 120.0741 ms (Fig. 7a) for video application
was reduced by large amount and is well within the QOS requirements (Table 3).
From Fig. 7b, AMI total delay (11.2514 ms) is also within QOS requirements.

0 50 100 150 200
0

500

1000

1500

2000

2500

No of backgound applications

A
ve

ra
ge

 P
2P

 D
el

ay
 (m

s) VIDEO
VIDEO - RACH

(a)

0 50 100 150 200
0

2

4

6

8

10

12

No of backgound applications

A
ve

ra
ge

 P
2P

 D
el

ay
 (m

s)

(b)

Fig. 7. Average delays for video and AMI applications using LTE RACH. a Average
P2P delay comparison for video applications and b average total delay for AMI

5 Conclusions

This paper presents the results of performance evaluation of a communication
scheme for an AMI network as well as H2H applications when they coexist inside
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a public, shared LTE network using the NS-3 network simulator. The scenarios
with large numbers of simultaneous Internet users (along with 1000 SMs per
DC) within the cell (up to 150), it was observed that the quality requirements of
the video services (streaming) were affected. An LTE RACH procedure has been
successfully demonstrated to restore the same. The authors have uploaded the
entire NS-3 source code of the simulation experiments including Octave scripts
for plotting to Github, a global supporting community for developers.1

5.1 Future Work

As a future work, it is proposed to carry out the simulation experiments using
6LowPAN and LR-WPAN in NS-3 for AMI networks.
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1 Introduction

We come across many issues regarding the safety and security in day-to-day life.
“Arakshaka dal”, what we call as police force which is only meant for the protection,
security, and safety of citizens. If the unsafe situation like this type is known to police
like force, then only they can give protection to needy women. Unfortunately, nowa-
days the scenario is quite different; after the incident happens, such forces come to
know. As such, cases are increasing day by day; what a woman can do in such kind of
situation? Making phone calls to her well-wishers for help. Constraint is distance of her
well-wisher from her place. If the place is unknown, the identity of place is also the
constraint. Moreover, in trouble (unsafe situation), it is difficult to call anybody for
help. Even a woman may be unaware of the place where she is and cannot give place
identity.

In recent days, the incidents like physical harassments are more common. As one of
the solutions to this problem, this proposed system is being developed using the VR
(voice recognition) technology. Voice recognition could more generally be called as
speech recognition or sound recognition, which is used to identify words and phrases in
spoken language. At the same time, it converts them to a machine-readable format.
This technology was first used in 1952 to convert spoken words into machine-readable
format digit by digit using the ASR (automatic speech recognition) algorithm. The
performance of this technology is measured by accuracy and speed. It is easy to handle
and comfortable.

This paper is organized as follows: The second section briefs the related work, i.e.,
problem statement, motivation, and objectives. The third section presents the materials
and methods. The fourth section describes the results and discussion. Section 5 con-
cludes this paper and highlights some further work.

2 Literature Review

Koss et al. [1] studied the change in the memory pattern of physically abused women.
A study was conducted on women working in medical centers and universities, etc.
Results proved that after the harassment, the victim memory is affected: “clarity” and
“alertness”. Authors portrayed that post-harassment, physical symptoms and mental
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pressure are high. Mezey [2] published a paper on treating mechanism for harassment
victim. Psychological post-harassment effect includes depression, anxiety, and sexual
dysfunction. Hence, the aim of the author is to recover the health of the victim to the
normal condition. The authors conclude saying that mental health professional can be
aware of the history of past physical abuse and chattering. Sudderth’s [3] study is based
on qualitative analysis of interview with 30 rape survivors, who had been harassed by
men. The core of this survey is that the victim people are more feeling negative while
discussing their bitter moments that they faced in harassment. They feel hesitant to
share their experience with others. Lots of surveys say that a victim person, especially
younger victims, does not go and complaint in police station. Even they do not feel
good when shares their experience till considerable time. The ultimate purpose of this
research is “recovery process”. Victimizing survivors avoid exposing inducing emotion
connected with harassment. Victim people hesitate to share their experience because of
stigma attached to being a harassment victim.

The objective of the research by Shipherd and Gayle Beck [4] is to overcome
post-traumatic stress disorder because of harassment. The survey report says that the
people become more anxious, depressed, and distressed throughout. They are not able
to get rid of harassment related thoughts. This study by Brad Ford (2000) says that
people who had experienced child abuse are more depressed alcohol abuse and dating
stress. In the survey by Campbell et al. [5], 102 harassment survivors were interviewed
about social reaction and family and friends support post-harassment. The support from
society and friends are negligible. Instead of giving care and help regarding physically
and mentally, they (society and friends) lead them into misery by giving negative
complaints and blaming. The survey concludes that the support from society as well as
the friend and family did not adequate. The main purpose of Schewe (2002) study is
developing cocurricular from Middleware School to high school. Wasco [6] high-
lighted the limitation of trauma response and applications of post-traumatic stress in
people who are harassed. The study by Sochting [7] enforced to provide harassment
prevention programs for girls. Most of the North American Universities give priority to
change women attitude, by educating them about harassment prevention techniques.

2.1 Problems in Existing System

The drawbacks of all these applications are able to intimate their beloved once but are
that loved once are able to protect them from that harassment? Probably, they need to
ask help from some protecting force like police, etc.; in addition, their functioning is
restricted to a particular city or town, so our application is the only solution for this
drawback.

2.2 Motivation

A woman is a symbol of love, purity, knowledge, sacrifice, etc. peace and prosperity lie
in the society where a woman is happy and honored. Remembering the goddesses you
bow down to in the same house where you raise your hand at the actual goddess of
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your home. The universal truth is that in a house, all the deities are pleased, where
women are honored and no meritorious deed will not yield any result where they are
abused. Crime against women is a crime against humanity. One-third of the women
may suffer from abuse and violence in her lifetime. Such incidents are more common in
recent days, which motivated us to this proposed system. This proposed system will be
helpful to all the women’s around the globe which will not require any extra efforts for
carrying the device.

2.3 Objectives

This paper summarizes current safety device available for women’s self-protection.

• By implementing and using our proposed system, not only safety of women but also
valuable things will be just a click away at cheaper rate.

• The device will be activated through the voice commands.
• The panic switch can be used as an alternative to the voice commands.
• Buzzer will be used to alert the surrounding people in emergency situations.
• The details of the victim will be stored in the device, which will also be mailed

along with the location and captured images.

3 Materials and Methods

Personal safety has become an important issue for everyone, but especially for women.
The current women safety device in the market has to push the button to send a
message. It is difficult to press buttons in critical situation when the keypad is locked.
This paper deals with recognizing voice of victim and converting it into text to send
email. The email consists of the following details:

a. stored details of the victim such as image of the victim, parent/guardian’s contact
no, and address of the victim,

b. surrounding captured images, and
c. GPS location information about the victim along with longitude and latitude.

The device gets activated once the voice kit is enabled through voice commands.
Email can be sent even if the keypad is locked. Many embedded systems have sub-
stantially different designs according to their functions and utilities. In this proposed
system, structured, modular design concept is adopted, and the system is mainly
composed of a single microcontroller (RL78), LCD, Bluetooth, panic switch, voice kit,
light source and buzzer, and Android smart device.

The microcontroller placed at the center of the unit forms the control unit for the
entire device. Embedded within the microcontroller is a program that helps the
microcontroller to take action based on the inputs provided to it.

The attack by the victim is indicated through the voice commands, when the voice
commands provide through voice kit the unit will get activated, as an instant protection
light source is used to give electric shocks to the person who is harassing her and
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buzzer is activated to alert surrounding people. A command is sent to Android device
through Bluetooth and as it receives the command, the app is activated and captures the
victims face and surrounding image, GPS location, and stored details which are fetched
from the SQLite database and are sent as email to police and sms to parent/guardians. If
the system fails to recognize the voice command, then an alternative way to activate the
system by pressing the panic switch through which the police and their guardians are
altered. The system architecture is shown in the Fig. 1.

4 Results and Discussion

Table 1 shows the relationship between input and corresponding output parameters,
which deal with the proposed system. The input is either voice signal or panic switch
signal. The outputs are buzzer, light source, sms alert to parent, and email alert to
nearby police station.

Voice Kit

Buzzer

Renesas Microcontroller

Light Source 

No

Police unit

Android App

Bluetooth (HC05)

Panic Switch

SQLite 
Database

If 
voice?

Activates
Voice Input

Yes

SMS Alert

Email Alert

Creates Interface

Fetch Data

Alerts People

Family Recipient

GSM

Fig. 1. System architecture

Table 1. Input and output parameter

S.no Input Output

1 Voice signal Buzzer, light source, sms, and email alert
2 Panic switch Buzzer, light source, sms, and email alert
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Table 2 shows the efficiency of the proposed system, which deals with different test
cases.

In general, results are the outcome of the paper after the complete work is being
carried out. These results can be shown individually from the start of the work to the
end how the paper works. Here, the results are shown in the form of snapshots and
explained in brief.

A login is the screen which takes the details of the username and the password to
log in. After creating the interface between the controller and the application, the
application being developed is opened and the login screen appears. To log in to the
application, the necessary username and the password are to be entered and if
the entered input is valid, a pop-up box comes with the message login success. Once
the login is successful, the application moves to the registration. In this screen, the
victim provides the details like email id of any one person for whom the mail con-
taining the message help, victim’s details like her name, phone number, parent phone
number, and the current fetched location address. As the name indicates, this is the
screen where all the important activities of this paper will be carried out. After reg-
istering, the user can enter into this screen which is used to create interfaces between
the hardware tool and the Android application. Before connecting to the Bluetooth
component, this screen shows the message connect. After enabling the Android
Bluetooth device, the screen displays the available devices to get connected with. As
we have incorporated the HC-05 hardware, Bluetooth device within the microcontroller
the screen displays the device name to connect. After the pairing is done, the message
HELP, which is to be sent to the person, is being sent and received will be displayed on
the screen.

Table 2. Efficiency of different test cases

S.no Input No. of cases Output occurrence Accuracy (%)

1 Voice 10 Buzzer—yes 95
Light source—yes
SMS—delay
Email—delayed due to N/W

2 Panic switch 10 Buzzer—yes 95
Light source—yes
SMS—delay
Email—delayed due to N/W
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When the voice kit and the Android application get activated, the GPS of the
Android mobile should be enabled in order to fetch the location of the victim’s when
she is in some unsafe situation. This screen shows the message as fetching location
once the device starts to fetch the location which is to be sent to the person who
approaches toward her to paper. The above screen displays the latitude and longitude
once the GPS of the mobile is enabled, which will be sent as the messages to the person
who can approach her and help her. After the latitude and longitude of the current
location are fetched through the GPS module, the current location address of the victim
is fetched and displayed.

When the voice is recognized by the voice module, the voice kit gets activated and
instantly buzzer and laser get activated and display the message. Instantly, GSM gets
activated as shown in Fig. 2. The SIM is correctly inserted into the appropriate port of
the GSM hardware. Later, when the interface is being created between the hardware
and the application, GSM gets initialized and helps in sending the normal message
containing the information of latitude and longitude along with the help message.

Fig. 2. GSM activation and initialization

Fig. 3. Training of the voice kit
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Fig. 4. Successfully trained

Fig. 5. Providing the voice input
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Initially, the voice recognition module must be provided with the power supply to
train the voice which may be any of the following: characters, words, or numbers. Once
it is trained, it must be loaded to the voice kit as shown in Fig. 3. It remains in the kit
till the module is reset. Whenever a woman is in danger, she spells the trained voice,
when the yellow light is blinking as shown in the Fig. 5. It will be matched with the
loaded voice as shown in Fig. 4. If the match occurs, then the LED in the kit glows
indicating that the match is found as shown in Fig. 6.

Fig. 6. LED glows when the voice matches

Fig. 7. Pressing the panic switch
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Fig. 8. LCD displaying help message

Fig. 9. LCD displaying data sent message
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When the voice command given does not match with the trained voice, as an
alternative to the voice kit, panic switch is pressed to give as input to the microcon-
troller which similarly acts as the voice module (Fig. 7). The last step in designing is
generating the output of the system either through the voice kit or the panic switch
following output actions occurs simultaneously, buzzer buzzes a sound and the laser
emits the light. The request for help will be sent to the Android application through the
created Bluetooth interface and that is displayed on the LCD as shown in Fig. 8.

Once the request is received, the application fetches the current location of the
victim through the enabled GPS of the mobile and also dynamically captures the sur-
rounding location images. And then, the stored image of the victim along with the
current location, dynamically captured image, and the data that is stored in the database

Fig. 10. Laser emitting light

Fig. 11. Snapshots of the email and SMS
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will be sent to the control room through the previously saved email id and phone
number to make them aware that a woman is in danger and to help her faster. When the
data is sent, the notification of the message is displayed on the LCD as shown in Fig. 9.

The last step in designing the output of the system either through the voice kit or
the panic switches, simultaneously the following two, i.e., the buzzer and the laser get
activated and the laser starts to emit the light as shown in Fig. 10. Using the developed
application in smartphone, email is sent to the police unit and then via GSM alert, the
message is sent any other recipient as shown in Fig. 11.

5 Conclusion

As one of the solutions to this sexual harassment, this proposed system is being
developed using the VR (voice recognition) technology. Voice recognition could more
generally be called as speech recognition or sound recognition, which is used to
identify words and phrases in the spoken language, and then it converts them to a
machine-readable format.

The proposed design is used to solve the critical situation with technologically
sound equipment’s and ideas by the women. This system can give the self-confidence
to the women to face the incident which is against her safety and security. This paper
attempts to deal with a community concern that has been destroying the lives of
uncountable individuals and their families. A device like this improves the level of
safety of women and girls. As technology is advancing, there are better means
of getting on hand information about unsafe women. The unit testing and integration
that were performed clearly indicate that the system provides security to all the women
across the globe without any major complications. Since this device is smaller in size,
all the women can carry it without much effort. The main purpose of the proposed
system is to save the women before any intolerable incidental occurs, and this is
achieved through this work.
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1 Introduction

The day by day reduction in size of MOSFETs has made them prone to several short
channel effects [1, 2] such as drain induced barrier lowering (DIBL), surface scattering,
velocity saturation, impact ionization, and hot electron effect. Introduction of tunnel
field effect transistor (TFET) has made it possible to overcome these effects and
achieved low OFF-state currents and low subthreshold slope (SS). In spite of all these
merits, TFETs has its own side effects like low ON-state current due to poor
band-to-band tunneling (BTBT) efficiency at source–channel junction. Several reme-
dies have been proposed to overcome this deficiency of TFETs like low band gap
materials, use of high-k dielectrics, strained silicon, nanowires, use of dual material
gate work functions, formation of N+ source pockets [3, 4], etc. However, the use of
high-k dielectric increases the effect of ambipolar current. One important short come of
TFET is its variation in performance due to random dopant fluctuations (RDFs) [5]. In
an attempt to overcome these effects of TFET, a novel device using charge plasma
technique has been introduced [6]. Since the obviation of dopants to form source and
drain regions made it a doping-less concept, namely, doping-less TFET (DL-TFET).
The use of different work function metal electrodes ensures the formation of electron
and hole concentrations using charge plasma technique. Thus, obviating the need of
dopants not only avoids the effect of RDFs but also made it an easy way to realize low
thermal budget TFETs. However, the DL-TFETs shown low ON-state current similar
to that of doped TFETs, this is due to the nature of lateral electric field which is related
to BTBT rate (low) exponentially. To improve BTBT rate, a TFET with N+ source
pocket is formed which modulates the energy band profiles and increases ON-state
current by reducing tunneling width and is known as PNPN TFET.

Similar technique of formation of N+ source pocket to enhance the ON-state current
is applied in DL-TFET by using dual material gate concept [7]. This again avoids the
use of ion implantation by ensuring the unusability of dopant atoms in DL-TFETs. In
this paper, we present a low bandgap Si0.5Ge0.5 DL-PNPN TFET which is designed
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by using two gate materials with different work functions to form PNPN regions. As an
addition, to enhance the performance of the device hetero-gate dielectric is also used.
As compared to Si DL-PNPN TFETs, Si0.5Ge0.5 DL-PNPN TFET provides enhanced
ON-state current and reduced SS.

2 Device Structure and Simulation Parameters

The schematic shown in Fig. 1 depicts a hetero-gate dielectric DL-PNPN TFET. The
parameters used in the simulation are shown in Table 1.

Fig. 1. Hetero-gate dielectric DL-PNPN TFET

Table 1. Simulation parameters

Parameters DL-PNPN TFET

Film thickness (Si, Si0.5Ge0.5) (nm) 10
Film length (nm) 250
Dielectric thickness (nm) 3
Length of HfO2 (nm) 25
Length of SiO2 (nm) 25
Main gate length (LMG) (nm) 46
Short gate length (LSG) (nm) 4
Main gate work function (eV) 4.4
Short gate work function (eV) 3.9
Channel doping (NA) 1 � 10−15 cm3
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The film thickness is chosen to be 10 nm to avoid effects of thin film. The charge
plasma technique is used to design a DL-TFET by using electrode work functions of
3.9 eV (Hafnium), 5.96 eV (Platinum) and 4.4 eV (Metal) to form drain, source, and
gate, respectively. To improve the performance of DL-TFET more tunneling width is
required. To increase the tunneling width, an N+ source pocket needs to be formed to
have an abrupt junction which enhances the performance of TFETs. In case of
DL-TFETs, it may be attained by using a different gate material with a work function
similar to that of drain electrode (3.9 eV). Thus, two gates, namely, main gate
(LMG) and short gate (LSG) form a DL-PNPN TFET. Two gate dielectrics SiO2 and
HfO2 are used. The high-K dielectric (HfO2) is used on source side of gate to reduce
ambipolar effects. The spacers of SiO2 are inserted between gate-source and gate-drain
interfaces. The length of spacer L_(gap,S) between gate and source electrode is 3 nm.
The length of spacer between gate and drain electrode is 15 nm. To avoid silicide
formations at source/drain electrodes, an oxide thickness of 0.5 nm SiO2 or 3 nm HfO2
is used. The DL-PNPN TFET is developed using the SDE EDITOR tool of Synopsys
Sentaurus TCAD Version J2014.09.

3 Results and Discussion

Using charge plasma technique, the carrier concentrations are induced in source and
drain regions. These induced carrier concentrations are same as that of conventional
TFET doped carrier concentrations. Figure 2 shows the thermal equilibrium electron
carrier concentration of Si and Si0.5Ge0.5 DL-PNPN TFETs at a gate and drain

Fig. 2. Thermal equilibrium electron concentration in the Si DL-PNPN TFET and a Si0.5Ge0.5.
DL-PNPN TFET at 1 nm below the Si–SiO2 interface
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voltages of zero volts. The plot is taken along Si-SiO2 interface cross section of 1 nm.
It can be seen from Fig. 2 that there is a short peak between source–channel interfaces.
This peak is due to the use of short gate (LSG) with different metal work function than
main gate (LMG), forming a small N-type region between source–channel interface.
Thus, forming a DL-PNPN TFET. The energy band diagrams of Si and Si0.5Ge0.5
DL-PNPN TFETs are shown in Fig. 3 under bias conditions of (a) OFF state, where
gate to source voltage is at zero volts (VGS = 0 V) and drain to source voltages is at
one volt (VDS = 1 V) and (b) ON-state, where (VGS = VDS = 1 V). From Fig. 3a, it
can be seen that a notch is present at source–channel interface which is key to modulate
the energy band profile of DL-PNPN TFETs. We can also observe that the notch in
conduction band of Si0.5Ge0.5 DL-PNPN TFET is closer to the valence band than the

Fig. 3. Energy band structure of Si and Si0.5Ge0.5 DL-PNPN TFET in a OFF state
VGS ¼ 0 andVDS ¼ 1Vð Þ and b ON state VGS ¼ VDS ¼ 1Vð Þ
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Si DL-PNPN TFET. Thus, achieving reduced tunneling width than Si DL-PNPN TFET
and leading toward the enhancement of ON-state current of Si0.5Ge0.5 DL-TFET. The
transfer characteristics of Si and Si0.5Ge0.5 DL-PNPN TFETs are shown in Fig. 4. The
results of Si DL-PNPN TFET are replicated for comparison of Si0.5Ge0.5 DL-PNPN
TFET in terms of Ion, Substhreshold Swing and Ion/Ioff ratio Table 2. The Si0.5Ge0.5
DL-PNPN TFET due to its reduced tunneling width shows 74.3% enhancement in
ON-state current and increment of 64.2% in Ion/Ioff ratio than Si DL-PNPN TFET.

4 Conclusion

In this paper, we presented hetero-gate dielectric Si0.5Ge0.5 DL-PNPN TFET. All the
simulations were carried out using Synopsys Sentaurus TCAD. The proposed device
shows enhanced performance than Si DL-PNPNP TFET in terms of ION and ION=IOFF

Fig. 4. Transfer characteristics of Si0.5Ge0.5 DL-PNPN TFET compared with Si DL-PNPN
TFET

Table 2. Comparison of proposed device with Si DL-PNPN TFET

Si0.5Ge0.5 DL-PNPN TFET Si DL-PNPN TFET

IOFF 4:66� 10�16 3:19� 10�16

ION 7:2� 10�4 1:78� 10�4

ION=IOFF 1:54� 1012 0:55� 1012

Subthreshold swing 20mV=decade 25mV=decade
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ratio. Nevertheless, a DL-TFET is free from doping problems which makes it a highly
suitable candidate for future low-cost low-power applications.

References

1. Seabaugh AC, Zhang Q (2010) Low-voltage tunnel transistors for beyond CMOS logic.
Proc IEEE 98(12):2095–2110

2. Sunny A, Chauhan SS (2016) An enhancement mde GaN MOSFET with AlGaN/GaN hetero
structure. In: IEEE international conference on microelectronics, computing and communi-
cations (MicroCom2016), Jan 23–25

3. Krishnamohan T, Kim D, Raghunathan S, Saraswat K (2008) Double gate strained Ge
heterostructure tunneling FET (TFET) with record high drive currents and < 60 mV/dec
subthreshold slope. IEDM Tech Dig, 947–949

4. Gopi C, Chauhan SS (2016) Double-gate Ge, InAs-based tunnel FETs with enhanced
ON-current. In: 5th IEEE international conference on communications and signal processing
(ICCSP’16), Apr 6–8

5. Leung G, Chui CO (2013) Interactions between line edge roughness and random dopant
fluctuation in nonplanar field-effect transistor variability. IEEE Trans Electron Devices 60
(10):3277–3284

6. Juyal R, Chauhan SS (2016) TCAD simulation of Ge source dopingless Tunnel FET. In:
IEEE international conference on advances in computing and communications (ICACCE’16),
Apr 8–9

7. Cui N, Liang R, Xua J (2011) Heteromaterial gate tunnel field effect transistor with lateral
energy band profile modulation. Appl Phys Lett 98, 14, 142105

Characteristics Analysis of Si0.5Ge0.5 Doping-Less PNPN TFET 203



Logical Implication to Reduce Run Time
Memory Requirement and Searches

During LZW Decompression

Subrata Roy(&)

Ghani Khan Choudhury Institute of Engineering and Technology, Narayanpur,
Malda, West Bengal, India

Subrata@gkciet.ac.in

1 Introduction

LZW data compression algorithm maintains in dictionary code for every distinct pat-
tern; this results in unnecessary searches for decoding a code during decompression.
Many authors have proposed improvements to LZW algorithm in literature for software
and hardware implementation. Authors in [1] have presented a parallel LZW decom-
pression algorithm and implemented it with the help of NVDIA’s CUDA enabled GPU.
This algorithm achieves speedup factor up to 69.4. The authors in [2] have presented
an implementation of LZW compression with the help of a CUDA enabled GPU. Two
approaches has been taken in this work: (i) an image is compressed using GPU but
written in storage through the CPU and (ii) An image is transferred to CPU, com-
pressed by the CPU and written in storage by the CPU. The authors have proved that
the first approach is three times faster than the second approach. The author in [3] has
presented two mechanisms to improve LZC variation of LZW; this results in better
compression for files of small size. Test suit size and download time of test vectors for
System-on-chip design can be reduced using LZW algorithm [4]. The authors in [5]
have presented a joint LZW and LDBP data compression algorithm for a congested
network. This algorithm can save at least 30% of network bandwidth when text data
transmitted. The authors in [6] have improved LZW algorithm for use with Global
Nevigational Satellite System (GNSS) data. Three approaches has been considered to
improve LZW compression: (i) increased dictionary size, (ii) efficient storage of
codeword and (iii) using hash function to find and match strings. The OLZW algorithm
[7] assigns optimal variable-length codes to patterns. In this technique, the LZW adds a
symbol to the dictionary only when it is required. This algorithm shows higher per-
formance for small size files as compared to other variations of LZW known as LZW12
and LZW15V. The authors in [8] have presented a modified OLZW algorithm and its
two variants that achieves better compression ratio for large files also. The performance
of LZW compression can be increased if it is applied on block sorted data [9]. The
decompressor output must be reverse block sorted to get actual output. The author
in [10] describes the working principle of LZW, its implementation issues and some of
its variants. The authors in [11] have compressed ROI medical images using LZW,
LZ78 and LZ77 algorithm. Result shows that LZW compress such images more
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efficiently than the other two algorithms and also LZW acieves higher compression
ratio. BD-LZW algorithm [12] is a parallel LZW algorithm. This algorithm decom-
poses a source file into data blocks. Each block is assigned a pair of threads. One thread
is responsible for compressing the data block from one side, the other thread from the
other side. Threads create their own dictionary. As a result, two threads compress the
same data block at the same time. The authors in [13] have improved efficiency of
LZW algorithm by efficient use of dictionary and bi-mode encoder. LZ77 algorithm is a
dictionary based algorithm [14]. It uses the previously encountered strings as dic-
tionary. A sliding window consists of search buffer and look-ahead buffer is maintained
during compression. Search for a matching pattern is performed using a length-distance
pair in the sliding window. LZ78 algorithm uses dynamic dictionary [15]. Initially, the
dictionary is empty. The encoder outputs a pointer to the dictionary and the code of
symbol. LZW is a LZ78 variant. The authors in [16] have presented an efficient
technique for implementation of LZW decompression. This technique uses a pointer
table and a code table. Efficient indexing and searching in compressed files can be done
using LZW algorithm [17]. LZW and its existing improvements in literature maintain
one code for each pattern in its dictionary and hence in memory.

However, hardly there have been attempt to reduce the total number of searches
while decoding a code during decompression and run time memory requirement of
LZW algorithm by changing the standard LZW pattern encoding scheme (the way
codes are assigned to patterns).

The MSED technique uses logical implication to construct LZW dictionary.
In MSED technique, dictionary organization of LZW decompressor is different from
that of compressor. However, LZW compressor and decompressor agree on the way
they form and encode patterns. We have proved in this work that when we use logical
implication to encode patterns, we need to store in dictionary (hence in memory)
effectively one code for two consecutive patterns. Thus, only 50% of the actual number
of codes is maintained in its dictionary by LZW with MSED technique as compared
to standard LZW algorithm. As a result, MSED technique reduces both required
number of searches to decode a code during decompression and memory requirement
of LZW algorithm.

Organization of the rest of the paper is as below. We define the necessary notation
and propositions needed for MSED technique in Sect. 2. We present the MSED
technique with an example in Sect. 3. We prove improvements in standard LZW
algorithm due to MSED technique in Sect. 4 and conclusion is given in Sect. 5.

2 Notation and Propositions

Following notation and propositions form the basis of MSED technique.

2.1 Complement Operation

The complement operation denoted by * (tilde) inverts every bit in a binary number
from 0 to 1 and 1 to 0.
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2.2 Logical Implication for Encoding and Decoding Patterns

Logical implication denoted by X ! Y says that if X is true then Y is also true. For
instance, consider two sets X and Y, and y 2 Y, then, {y 2 Y ^ y 2 (X \ Y)}! y 2 X.

Proposition 1 For a set C of N-bit (N > 0) binary codes when we perform C � C,
where � is the Cartesian product operation, then there exists a relation Rcode on C � C
such that 8 (x, y) 2 Rcode, {(x = *y) ! (y = *x)} holds.

Proof. We know that with N-bits we have a set of 2N binary codes. Let us call this
set S. Out of these 2N codes, 2

N

2 codes have most significant bit (MSB) value 0. Let us

call this set S0 (S0 � S). Rest of the 2N
2 codes have MSB value 1. Let us call this set S1

(S1 � S). We can build a set C (C �S) consisting of n number of codes (2 � n � 2N

and n is even) with the elements of S0 and S1 such that there exists a relation Rcode as
Rcode = {(x, y) | x 2 S0 ^ y 2 S1, ^ y = *x ^ x = *y}. For example, consider we
want to construct set C with six 4-bit codes. With 4-bits, we have set S0 = {0000, 0001,
0010, 0011, 0100, 0101, 0110, 0111} and set S1 = {1000, 1001, 1010, 1011, 1100,
1101, 1110, 1111}. One possible selection of set C from the elements of S0 and S1 is
C = {0000, 0001, 0010 1101, 1110, 1111}. This gives us Rcode = {(0000, 1111),
(0001, 1110), (0010, 1101)}. Relation Rcode can be constructed for any even value
of n over a set of N-bit codes. Since 8 (x, y) 2 Rcode, {(x = *y) ! (y = *x)} holds,
this proves Proposition 1. Therefore, we conclude that 8 (x, y) 2 Rcode, given any one
between x and y, the other can be determined unambiguously.

Let us now extend this concept to encode and decode patterns. Consider we have a
non-empty set M of n (consider n is even) number of distinct patterns {P1, P2, …, Pn}
to encode. Also consider, for every ordered pair of adjacent patterns (Pk, Pk + 1) | k = 1
to n, Pk is the previous pattern of Pk+1 and a pattern appears only in one ordered pair.
Let us logically decompose set M into two subsets Modd containing odd-numbered
patterns as Modd = {P1, P3, …, Pk | k = 1, 3, …, n−1 ^ |k| = n

2} and Meven containing
even-numbered patterns as Meven = {P2, P4,…, Pm | m = 2, 4,…, n ^ |m| = n

2}, where |
k| and |m| are number of elements in Modd and Meven, respectively. Since n is even,
therefore |k| = |m| and |k| + |m| = n. Now, we define a relation Rpattern on Modd �Meven

as below.
Rpattern = {(Pk, Pm) | m−k = 1 ^ any Pk or Pm appears exactly once in Rpattern}
An ordered pair (Pk, Pm) 2 Rpattern can be encoded with another ordered pair of

codes (x, y) 2 Rcode as below:

Code Pk½ � ¼ x
Code Pm½ � ¼ y

This implies that an ordered pair of patterns (Pk, Pm) 2 Rpattern, when encoded as
above, then, Code[Pm] can be uniquely determined from Code[Pk] with the help of
Proposition 1 and the vice versa. We define Proposition 2 as below.
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Proposition 2 An ordered pair of patterns (Pk, Pm) 2 Rpattern encoded with an ordered
pair of binary codes (x, y) 2 Rcode as Code[Pk] = x ^ Code[Pm] = y, results in {(Code
[Pk] = * Code[Pm]) ! (Code[Pm] = * Code[Pk]), 8 Code[Pk], Code[Pm]) 2 Rcode

^ (Pk, Pm) 2 Rpattern}.
Hence, maintaining only one between Code[Pk] and Code[Pm] in both LZW

compressor’s and decompressor’s dictionary (hence in memory) is sufficient.

3 The MSED Technique

In this section, before we discuss the MSED technique, we present modifications in
dictionary organization of LZW compressor and decompressor. An example of the
MSED technique is given later in this section.

3.1 Modified Dictionary of LZW Compressor

Considering N-bit fixed length codes, the compressor generates a dictionary that can
hold 2N entries. For simplicity, let us consider N = 2. With 2-bits, we have set S = {00,
01, 10, 11}. Proposition 1 gives us {(00, 11), (01, 10)} 2 Rcode. The dictionary can
hold four entries. Consider we want to store patterns: ‘Sh’, ‘hi’, ‘iv’ and ‘va’ in
dictionary. We have sets Modd = {Sh, iv} and Meven = {hi, va} and the two ordered
pairs are {(Sh, hi), (iv, va)} 2 Rpattern. Proposition 1 and Proposition 2 allows us to
maintain only one code for one ordered pair of patterns in dictionary. Consider we
maintain in dictionary Code[Pk] for every ordered pair (Pk, Pm). We call Code[Pk] an
rpattern_code and Code[Pm], a cpattern_code (since Code[Pm] = *Code[Pk]). We
call Pk a regular pattern or rpattern in abbreviated and Pm a complementary pattern or
cpattern in abbreviated. Thus, an ordered pair of patterns in dictionary is <rpattern,
cpattern>. Proposition 1 and Proposition 2 gives us the dictionary as in Table 1 below.
Binary values of codes are given inside parentheses.

3.2 Modified Dictionary of LZW Decompressor

Dictionary of the decompressor is similar to that of compressor except it has one extra
2-bit field called recent. The recent field has four possible values: 00, 01, 10 and 11.
Each dictionary entry is a quadruple of the form <rpattern_code, recent, rpattern,
cpattern>. The recent value 00 indicates absence of meaningful rpattern and cpttern in
a quadruple. The recent value is 01 when a quadruple has meaningful rpat-
tern but meaningful cpattern is missing; it is 10 when meaningful rpattern and

Table 1. Compressor’s dictionary

rpattern_code rpattern cpattern

0 (00) Sh hi
1 (01) iv va
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cpattern is present. The recent value 11 represents that a quadruple has meaningful
cpattern but meaningful rpattern is absent.

A meaningful pattern is a pattern discovered by the compressor and hence also
discovered by the decompressor. When n is odd (n � 1) there will be exactly one
rpattern which will not form any ordered pair. We call such a pattern an isolated
pattern. An isolated pattern can be grouped with a dummy pattern. A dummy pattern
may be any pattern that indicates the absence of a meaningful pattern. The absence of a
meaningful pattern will not affect the correctness of the algorithm. During compression,
the code of a dummy pattern will never be output by the compressor. During
decompression, the recent information will tell us whether a meaningful rpattern or
cpattern exists in a quadruple or not.

3.3 Example of MSED Technique

We shall consider the same example string as in [18]. Let us consider an alphabet
A = {a, b, c} and the string to be compressed be ababcbababaaaaaaa. Let us build the
LZW compressor’s dictionary considering 4-bit codes as per MSED encoding tech-
nique as above.

With 4-bits, we have Rcode = {(0000, 1111), (0001, 1110), (0010, 1101), (0011,
1100), (0100, 1011), (0101, 1010), (0110, 1001), (0111, 1000)}. The first ordered pair
(a, b) of alphabet characters is encoded with (0000, 1111) as per Propositions 1 and 2.
The final alphabet character ‘c’ is encoded with the first code 0001 of code pair (0001,
1110). The first pattern ‘ab’ of the input string is encoded with 1110 of the code pair
(0001, 1110) and so on.

After processing the entire input string, the compressor will generate the dictionary
shown in Table 2 below.

We have the compressed string: 0 15 14 1 2 12 0 11 5 0.
Let us now discuss decompression. Table 3 below shows codes assigned to the

alphabet characters.

Table 2. Dictionary for compression of string: ababcbababaaaaaaa

rpattern_codae rpattern cpattern

0 (0000) a b
1 (0001) c ab
2 (0010) ba abc
3 (0011) cb bab
4 (0100) baba aa
5 (0101) aaa aaaa
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The decompressor reads the first code 0 (0000) from compressed string and finds
the MSB to be 0. Thus, code 0 is an rpattern_code. Next, decompressor finds code 0 in
the quadruple <0, 10, a, b> with recent value 10. Thus, meaningful rpattern and
cpattern are present in <0, 10, a, b>. Decompressor outputs the rpattern entry ‘a’. The
next code to be decoded is 15 (1111). Decompressor determines 15 as cpattern_code.
Hence, decompressor performs *15 to get rpattern_code 0. Decompressor finds code
0 in <0, 10, a, b> and recent value is 10. Thus, decompressor outputs the cpattern
entry b. The new pattern ‘ab’ is inserted in <1, 01, c, dummy> as cpattern_code and
recent value is updated. This is shown in Table 4 below.

The codes 14, 1 and 2 are decoded in similar fashion. Table 5 below shows the
dictionary up to this time.

The next code to be decoded is 12 (1100), a cpattern_code. Thus, decompressor
performs *12 to get 3 (0011). Decompressor finds 3 in <3, 01, cb, dummy> but the
recent value is 01. Thus, the cpattern entry in <3, 01, cb, dummy> is not a meaningful
pattern. This special case of LZW occurs whenever a string of the form KwKwK
appears as input during compression. Therefore, the decompressor will generate the
appropriate cpattern ‘bab’, output it and will insert it into the dictionary in <3, 10, cb,
bab>. We may encounter this exception for rpattern also. However, the absence of
only a meaningful rpattern in a quadruple for any rpattern_code will be indicated by

Table 3. Initial dictionary for decoding of 0 15 14 1 2 12 0 11 5 0

rpattern_code recent rpattern cpattern

0 (0000) 10 a b
1 (0001) 01 c dummy

Table 4. Dictionary after insertion of pattern ‘ab’

rpattern_code recent rpattern cpattern

0 (0000) 10 a b
1 (0001) 10 c ab

Table 5. Dictionary after decoding of 0 15 14 1 and 2

rpattern_code recent rpattern cpattern

0 (0000) 10 a b
1 (0001) 10 c ab
2 (0010) 10 ba abc
3 (0011) 01 cb dummy
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recent value 11. This way, the entire compressed string is decoded. The final dictionary
is given in Table 6.

Comparing Table 6 (decompressor dictionary) with Table 2 (compressor dic-
tionary), we see that all patterns and their corresponding codes are identical.

4 Improvements in Standard LZW Algorithm

In this section, we prove two possible improvements of standard LZW algorithm due to
MSED technique: (i) reduced memory requirement of LZW and (ii) reduced total
number of searches in order to decode any code during decompression. Let us prove
(i) first. Number of bits required for rpattern and cpattern will be same for both
standard LZW and LZW with MSED. Therefore, we compare the two approaches
based on rpattern_code, cpattern_code and recent information. For N-bit fixed length
code, we have 2N entries in dictionary. Total number of code bits stored by LZW with

MSED technique during compression is 2N
2 � N

� �
. During decompression, 2N

2 � N
� �

rpattern_code bits and 2N
2 � N

� �
recent bits are stored. Thus, total 2N

2 � N
� �

þ 2N
� �

bits required for rpattern_code and recent information. As against this, standard LZW
will store (2N � N)-bits for codes during compression and decompression. For instance,
consider N = 12. LZW with MSED technique will store 24,576-bits for codes during
compression and 24,576 + 4096 = 28,672-bits during decompression. As against this,
standard LZW will store (212 � 12) = 49152-bits for codes both during compression
and decompression. Therefore, LZW with MSED technique saves 49,152–
24,576 = 24,576-bits during compression and 49,152 − 28,672 = 20,480-bits during
decompression. For practical values of N used in LZW, (2N � N) is greater than
2N
2 � N

� �
and 2N

2 � N
� �

þ 2N
� �

. Therefore, it is proved that LZW with MSED

technique uses memory more efficiently as compared to standard LZW algorithm.
Let us now prove improvement (ii). Let us consider that by time t during

decompression, L out of n (0 � L < n) distinct patterns has been discovered by the
LZW decompressor with MSED technique and the next code to be decoded be CODEi.
To decode CODEi, the decompressor will first find the type of CODEi (rpattern_code
or cpattern_code). If CODEi is a cpattern_code, it will be complemented and searched.
If CODEi is an rpattern_code, it will be searched only. In both cases, the decompressor

Table 6. Final dictionary for decoding: 0 15 14 1 2 12 0 11 5 0

rpattern_code recent rpattern cpattern

0 (0000) 10 a b
1 (0001) 10 c ab
2 (0010) 10 ba abc
3 (0011) 10 cb bab
4 (0100) 10 baba aa
5 (0101) 10 aaa aaaa
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has to search over a set of L
2 codes. As against this, standard LZW decompressor will

search over a set of L codes in order to decode CODEi. For any positive value of L, L2 is
less than L. This proves that the total number of searches required by LZW decom-
pressor with MSED technique in order to decode any CODEi is 50% less than the total
number of searches required by standard LZW decompressor.

5 Conclusion

We have presented a new pattern encoding and decoding technique called MSED. We
have proved that Logical Implication reduces the overall run time memory requirement
of LZW algorithm and it also reduces the total number of searches during decom-
pression by 50%. The MSED technique is also applicable for variable-length LZW.
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1 Introduction

Schizophrenia (SZ) is a chronic and persistent brain disorder with onset in late
adolescence. It is characterized by disintegration in perception of reality and cognitive
domains, which leads to loss of intellectual functions and impairs quality of life in
humans. Positive symptoms are hallucinations, delusions disorganized speech, and
disturbed behavior. Negative symptoms are associated with disruptions to normal
emotions and behaviors. Cognitive symptoms include problems related to attention,
working memory [1]. Currently, the diagnoses of psychiatric disorders such as SZ are
made on the basis of clinical manifestations and related psychosocial disturbances [2].
However, still, there is instability in diagnose of psychotic patients at an early stage of
illness.

Magnetic resonance (MR) imaging is used to examine the anatomical change in the
brain and examine the underlying neuropathology of SZ. Recently, machine learning
techniques are used to classify SZ based on the structure of various regions in MR brain
image. Structural findings show reduced cerebral volumes and enlarged ventricular
volume in schizophrenic subjects [3–5]. The identification of imaging biomarkers
enables early diagnosis, treatment, and track of illness progression in such disorders.

Diagnosis of schizophrenia is challenging one as its heterogeneous pattern that is
analogous to other psychosis. Ventricle enlargement is a sensitive biomarker of neu-
ropathological change associated with SZ [6, 7]. The ventricle is located in the center of
the brain. Hence, any change in the surrounding structures affects its shape. Hence,
segmentation of ventricle region is needed to identify the disease condition in SZ, as it
is one of the biomarkers.

The segmentation of ventricle from brain MR images is a tough task. This is
because of the existence of noise, the irregular intensity between tissues and bound-
aries. Edge-based methods suffer from blur and uncertain boundaries [8]. Recent lit-
erature shows that different methods such as multiphase level-set model and
multiplicative intrinsic component optimization are used for tissue segmentation [9,
10]. The bias correction and segmentation of ventricles are carried out using variational
level-set method and diffusion level set [11, 12].
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Recently, feature-based analysis is utilized in the study of complicated disorders
associated to brain. Hu moment invariants are used for pathological brain detection, to
recognize the tooth in dental radiograph and iris recognition [13–15]. The invariance
property of Hu moments describes the spread of the pixel intensities along the image.
In this work, identification of pattern change in ventricle region in schizophrenic
subjects is performed using Hu moment invariant feature. Recently, various machine
learning techniques are applied for classification. Among them, random forest is widely
used in EEG classification, dementia, and Alzheimer [16, 17]. Here, random forest
classifier is adopted for classification of normal and SZ.

In this proposed work, a study is made to interpret the anatomical and pattern
changes in ventricle using region-based energy minimization method and Hu moment
invariants. First, images are subjected to segmentation using this method for detection
of ventricles. The validation with the ground truth is done with the help of similarity
measures. The texture pattern change in ventricle region is studied and analyzed with
Hu moment invariants. Finally, the random forest classifier is used to classify the SZ
subjects and normal. These are compared with state-of-the-art methods such as the
support vector machine (SVM) with linear and RBF kernel, decision tree, logistic
regression, and linear discriminant analysis (LDA) algorithm.

2 Database

2.1 Image Database

The brain MR images used in this work are collected from the collaborative Informatics
and Neuroimaging Suite Data Exchange tool and funded by a Center of Biomedical
Research Excellence (COBRE). Each subject has the demographic description that
includes age, gender, educational qualification, and handedness [18].

3 Segmentation

The segmentation of different tissues from MR brain images is complex, due to
inhomogeneity in the tissue texture [9]. Bias field blurs the images and thus decreases
high-frequency information such as edges and contours. Hence, multiplicative intrinsic
component optimization (MICO) method is used for simultaneous bias correction and
segmentation of ventricle region in this work. Initially, the original raw images (normal
and SZ) are subjected to skull stripping to delineate the non-brain tissues using non-
parametric region-based active contour method [19].

3.1 Multiplicative Intrinsic Component Optimization (MICO)

The bias correction and segmentation of ventricle is adopted simultaneously with
energy minimization framework in this work [10]. Energy minimization approach is
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used to optimize the components bias field (B) and true image (J). The energy function
is represented as

Fqðu; a;wÞ ¼
Z
X

XN
i¼1

IðxÞ � wTGðxÞai
�� ��

2

uqi dx ð1Þ

where I is an image, JðxÞ ¼PN
i¼1 aiui with “a” as a constant and ui is the fuzzy

membership function. G(x) and w is basis function vector and optimal vector,
respectively.

The optimization of bias field and true image could be done by minimizing the
energy F with reference to u, a, and w. The optimization of a, w, and u is carried out as

ai ¼
R
X IðxÞBðxÞuqi ðxÞdxR
X B2ðxÞuqi ðxÞdx

; i ¼ 1; . . .N ð2Þ

w ¼
Z
X
GðxÞGTðxÞ

XN
i¼1

a2i u
q
i ðxÞ

 !
dx

 !�1Z
X
GðxÞIðxÞ

XN
i¼1

aiu
q
i ðxÞ

 !
dx ð3Þ

ui ¼ ðfiðxÞÞ
1

1�q

PN
j¼1 ðfiðxÞÞ

1
1�q

; i ¼ 1; . . .N ð4Þ

where fiðxÞ ¼ IðxÞ � wTGðxÞaij j2.
In this work, the number of iterations considered for the contours to converge at

ventricle boundaries is 20. The ventricle is extracted from the other tissue structures
using connected component analysis.

4 Validation Measures

The segmented ventricle area is correlated with the ground truth. The degree of likeness
between the ground truth and the segmented ventricle regions are quantitatively vali-
dated with the similarity measures. The dice similarity (DS), Tanimoto coefficient (TC),
Jaccard coefficient (JC), and volume similarity (VS) are used to validate the degree of
correspondence between ground truth and segmented ventricle images [20]. All these
measures range from low (0) to high (1).

5 Hu Moment Invariants

Moments and the related invariants are investigated to distinguish the structure in
images. Hu developed six absolute and one skew orthogonal invariants. The zero-, first-,
and second-order moments reveals the area, center of mass, and axis length and its
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orientation angle, respectively. The higher order describes the image fine details [13].
Hu moments describe the pixel intensities and their locations. Hu moments are repre-
sented as a statistical expectation of variable [15]. These rotation invariant moments
extract the characteristic attribute of the image.

6 Random Forest Classifier

A random forest (RF) classifier is an ensemble classifier that consists of many decision
trees. It is a mixture of tree predictors, and the tree relay on random vectors that are
individually sampled [21]. The simplification error depends on the solidity of the
distinct trees and their correlations in the forest. The ensemble of trees is constructed by
two levels. In the first level, based on bootstrapped form of the training samples each
tree is grown-up. In the second level, the best split is chosen by tree predictors in a
random manner at each node. If the forest is constructed, the allocation of a new
instance to a class is done by linking the trees, with a majority voting. The low
correlation of trees is guaranteed by bagging and selected random variable [16]. The
algorithm is as follows:

T: Training set consists of (X1, Y1), (X2, Y2), …(Xn, Yn). Here X and Y are the
input features and the labels.

N: number of trees.
M: number of variable for separating every node.

1 For i = 1:N // Training Task
2 The bootstrap sample (X) is drawn from the training set data T
3 RF tree is grown by repeating the procedure for every terminal

node, until the least node is attained.
a. Pick M variables randomly and determine the best split.
b. Split the node into two daughter nodes

4 Classify by majority of voting between the N tress by aver-
aging the predictions

Here, M is considered as the square root of the number of input variables. The
number of trees is selected as 200.

7 Results and Discussion

The MR images (normal and SZ) in axial view are considered for this study. Here, 110
(50 normal and 60 abnormal) images were considered from COBRE database. The
segmentation of ventricle region is implemented using MICO algorithm. The results
based on MICO segmentation method for ventricle segmentation from normal and SZ
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subjects are shown in Fig. 1. The skull stripped normal and SZ subjects are represented
in Fig. 1a, b. The segmented and bias-corrected image is shown in Fig. 1c, d, e, f,
respectively. Then, the ventricle is extracted from tissue structures using connected
components analysis and is shown in Fig. 1g, h, and the ground truth is shown in
Fig. 1i, j. It is observed that there is an enlargement of ventricle region in SZ subjects
compared to the normal image. The segmented ventricle region is validated with the
ground truth.

Figure 2a, b depicts the correlation plot of the normal and SZ images with the
ground truth. The result implies that the segmented ventricle region highly correlates
with the ground truth for both the normal and abnormal images. This shows that the
pixels extracted from ventricle region by the MICO method are comparable with the
ground truth. The segmentation algorithm is validated using similarity measures.

Figure 3 shows the similarity measures for the segmented region. The Dice coef-
ficient, Tanimoto coefficient, Jaccard coefficient, and volume similarity are 0.967,
0.915, 0.936, and 0.983, respectively. This shows the efficacy of the algorithm in
segmentation of ventricle region.

The Hu moments were extracted from the segmented ventricle region. These
features are analyzed with translation along the vertical direction with an increment of
2 in the range of (−8, 8), scaling in the range (0.8, 1.20) over an increase of 0.05, and
angle of rotation (−120, 120) with the increase of 30. The validation of Hu moment
invariance with translation, scaling and rotation is shown in Fig. 4. The errors are
reduced with no transform by keeping translation and rotation as 0 and scaling as 1.
The Hu moment invariants such as H3, H5, and H7 show lesser error for no
transformations.

Fig. 1. Segmentation using MICO method (first and second rows are normal and SZ): a,
b normal and SZ image; c, d segmented regions; e, f bias field estimation; g, h segmented
ventricle; and i, j ground truth

Detection of Schizophrenia Disorder from Ventricle Region 217



This could be due to the capturing properties with axis and the angle of alignment
along the principal axis. In addition, the higher moments outline the fine information of
an image. The translation error lies in the range of 34–40% for all the Hu invariants. In
H3, the maximum error for scale and rotation is 32.73% and 33.64%, respectively. In
H5 and H7 the error for scaling is 36.36 and 30%. The rotation error for the same is less
than 30%. In total, the Hu moment invariants of the image that is transformed are
closely comparable to the original image.

Then, the classification performance measure such as accuracy, sensitivity and
specificity are measured for the individual feature and entire feature set. The classifi-
cation results using Hu moments with random forest classifier is shown in Table 1. The
feature such as H3, H5, and H7 shows better accuracy. The classification accuracy
(82.73%) is improved considerably for the entire feature set compared to the individual
feature set. The sensitivity and specificity are 82% and 83.33%, respectively.

Fig. 2. Correlation plot for segmented normal ventricle image: a normal and b abnormal image

Fig. 3. Similarity measures for segmented ventricle region
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Figure 5 shows the ROC of Random forest classifier with Hu moment invariants.
The area under the ROC is 0.827. Figure 6 demonstrates the variation in error with
growing forest size. It is observed that the error is 17.27% with 200 trees and remains
constant beyond 300. Hence in this analysis, the number of trees (N) considered is 200
with M as 3.

The classification performance of the random forest is compared with commonly
used classifiers, such as SVM (used as linear and RBF), decision tree, logistic
regression and linear discriminant analysis (LDA). Here, the prediction with RF
classifier is evaluated using tenfold cross-validation. The comparison results of clas-
sifiers are given in Table 2. The random forest gives better results compared to other
classifiers.

Fig. 4. Validation of Hu moment invariance (HMI) with translation, scaling, and rotation

Table 1. Performance measures of Hu moment invariants (HMI) using random forest classifier

Hu moment invariants Accuracy (%) Sensitivity (%) Specificity (%)

H1 66.36 62 70
H2 67.27 72 63.33
H3 78.18 72 83.33
H4 70 70 70
H5 73.64 70 76.67
H6 69.09 66 71.67
H7 74.55 68 80
All features 82.73 82 83.33
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Discussions

Segmentation of a region from MR images becomes difficult due to overlapping
intensities present in the region. It is also identified from the results that MICO

Fig. 5. ROC analysis of Hu moment invariants (HMI) using random forest classifier

Fig. 6. Average error for different forest sizes with M

Table 2. Performance of the random forest classifier with state-of-the-art classifiers

Methods Accuracy (%) Sensitivity (%) Specificity (%)

Random forest 82.73 82 83.33
SVM-linear 70 70 70
SVM-RBF 77.27 60 91.67
Decision tree 80 70 88.33
Logistic regression 76.36 68 83.33
LDA 67.27 72 63.33
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simultaneously performs bias correction and segmentation of regions. After 20 itera-
tions the energy decreases and converges. The high correlation of 0.989 and 0.986
illustrates that the proposed method is able to extract ventricle region more precisely.
The high similarity measures such as DS, TC, JC, and VS corresponds to the closeness
factor of the delineated ventricle results with ground truth.

It is noticed that without transformation the error is low for HMI features using
random forest classifier. In addition, Hu moment invariants such as H3, H5, and H7
show a lesser error for the same. HMI with random forest method correctly predicts the
instances with an accuracy of 82.73% compared to other classifiers. The AUC was
0.827 This shows that Hu moments that are extracted from ventricle region seems to be
an important discriminating feature between SZ and normal subjects. This framework
could be used to study the neuropsychiatric disorder such as schizophrenia.

In future, this work could be extended by considering other regions such as caudate,
putamen, and thalamus from different views with more number of samples.

8 Conclusions

In this work, the classification of SZ from normal is identified using random forest
classifier with Hu moments derived from ventricle region. At the beginning, the ven-
tricle segmentation from MR brain images was implemented using multiplicative
intrinsic component optimization method. The analysis shows that a multiplicative
intrinsic component optimization method is capable to improve the bias correction and
achieve better segmentation of ventricle from the skull stripped images. The calculated
area from segmented ventricle region with ground truth shows high correlation (>0.98)
for both normal and abnormal images. The high similarity measure shows the ability of
the proposed method in segmenting the ventricle region. The Hu moment invariant
along with random forest classifier gives better results compared to conventional
methods. The classification accuracy is 82.73% for the entire feature set. The sensitivity
and specificity are 82% and 83.33%, respectively. The AUC is 0.827. Hu moment
invariant features extracted from segmented ventricle gives significant variation
between the normal and SZ subjects. Hence, the Hu moment invariants extracted from
ventricle along with random forest classifier could aid the physician in better diagnosis
of schizophrenia subjects.
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1 Introduction

The word anaemia owes its origins to the Greek word ‘ἀmailίa anaimia’, which means
‘lack of blood’. It is a condition that is characterised by a reduction in the number of
Red Blood Cells (RBCs) in the body. As per the statistics of the World Health
Organisation (WHO), 1.62 billion people are affected by anaemia globally. This cor-
responds to approximately 24.8% of the total population. Southeast Asia has the
maximum percentage of anaemic individuals [1].

Depending on the concentration of haemoglobin, anaemia is of three main types:
mild, moderate and severe. The repercussions of anaemia tend to worsen with dwin-
dling of haemoglobin concentration. While mild anaemia may result in weakness and
lethargy, severe anaemia could lead to death, if no precautions are taken. What makes
anaemia tough to diagnose is the fact that in the initial stages, it usually goes unnoticed.
It is only when the concentration of haemoglobin undergoes a substantial reduction that
people begin to notice it.

The diagnosis of anaemia is usually carried out via a blood test. This technique is
invasive in nature since it necessitates injecting surgical instruments into the patient’s
body. While this may find application in most parts of the world, there are certain
regions where this technique isn’t of much use. One such example is the remote areas
of our nation, which face acute shortage of healthcare facilities. Conducting blood tests
isn’t quite feasible in such a context. In such situations, doctors tend to rely on
non-invasive techniques. This encompasses clinical evaluation of the patient, wherein
the patient is tested for pallor in some specific regions like nailbed, tongue, palm,
conjunctiva, etc.

2 Related Work

Diagnosing anaemia by means of non-invasive techniques isn’t a recently discovered
technique. It has been used by doctors as a preliminary assessment before the actual
result is determined by means of a blood test. Several researches have been carried out
to determine which region yields the best results, and also to ascertain the accuracy of
this technique. After performing a detailed analysis of different researches, it was found
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that a common consensus, regarding the best site to check for pallor, hadn’t been
arrived upon. Also, most of these studies [2–8] were based upon children inhabiting the
developing nations, where anaemia is highly prevalent. These studies thus offer a rather
narrow view of the problem, as they focus solely on children and ignore the other
vulnerable age groups such as teenage girls and pregnant ladies. A compilation of the
findings of a few such investigations is mentioned herewith.

Butt et al. [9] conducted a study that aimed at determining the accuracy of pallor for
detecting mild and severe anaemia. The sites selected for the study were palm, nailbed
and conjunctiva. The results of the study indicate that for detecting mild anaemia
(Hb < 11.5 g/dl for females, Hb < 13 for males), pallor isn’t a reliable sign. But in the
case of severe anaemia (Hb < 7), pallor at all the three regions is accurate to a fairly
decent level. Also, the absence of pallor at the palm and the conjunctiva is sufficient to
rule out severe anaemia. The limitation of this study was the fact that anaemia was
narrowed down to just two categories (mild and severe), instead of accommodating
diversity by including three to four variants (severe, moderate, borderline and accu-
rate). While most of the studies were performed by selecting several sites to determine
the most accurate region, a few studies were based on the selection of one particular
site (e.g. conjunctiva) and determining the accuracy of the selected site in the diag-
nostic procedure [10–12].

Chowdhury et al. [13] used pallor, in conjunction with medical history and a colour
scale, to improve the accuracy of the diagnostic procedure. For this purpose, a new
colour scale, consisting of 13 hues of red (from whitish to deep pink), was developed.
The diagnosis was carried out in three steps. To begin with, the patient was examined
for pallor in nine sites. This was followed by incorporation of patient’s medical history.
The last step was to assign a colour tint that was the closest to the shade of the palpebral
conjunctiva. This technique classified patients into one of the four categories, viz.
severe, moderate, mild and non-anaemic. The findings indicate that the incorporation of
medical history improved the sensitivity and specificity to 78% and 85%, respectively.
The drawback of this approach is the fact that paramedics might require training in
order to use the colour scale effectively. The colour of the scale may fade over time, so
due care must be kept in this regard. WHO had released a haemoglobin colour scale
which was employed in a few other studies [14, 15]. The outcomes of such researches
clearly indicate that usage of the colour scale enhances the accuracy.

Owing to the advances in technological domains, digital imaging-based techniques
are also being proposed [16, 17]. Such studies use digital photography, followed by the
analysis of various parameters of the captured picture, to estimate the level of hae-
moglobin. The major drawback associated with these techniques is to take into account
various lighting conditions, as well as the properties of the camera being used for
photography.
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3 Objective

Diagnosis of anaemia, along with its therapeutic monitoring is generally carried out via
blood test. This requires the presence of skilled staff and adequate resources. Moreover,
if this process is to be repeated several times, it could be resource intensive, both in
terms of monetary cost and the amount of blood used in the diagnosis. Furthermore, in
resource-limited settings, proper healthcare facilities are scarce. This acts as a hin-
drance to the diagnostic procedure.

The objective of this study is to devise a non-invasive way of diagnosing anaemia
in which merely a picture of the conjunctival region could be scanned for pallor and the
result obtained post the image processing would be enough to diagnose whether a
patient is anaemic. The limitations associated with the previous studies were taken into
account while deciding the research methodology. The conjunctiva was chosen over
the other sites since it gives a more accurate account of the disease, irrespective of skin
pigmentations or any other factors. ImageJ tool has been used for image processing.

4 Proposed Solution

It’s a well-known fact that haemoglobin absorbs lights of smaller wavelength like green
and blue, while it reflects lights of higher wavelength, such as red. Thus, the con-
centration of haemoglobin in the body does leave an impact on the colour of the tissues
located in the conjunctival region. This seemingly trivial piece of information served as
the backbone of the proposed solution. The foremost step is to analyse the intensities of
red, green and blue colours in the palpebral conjunctival region. The palpebral con-
junctiva was chosen over the forniceal conjunctiva since the former is more erythe-
matous as compared to the latter.

Fig. 1. Diagram depicting palpebral and forniceal conjunctiva (P: palpebral conjunctiva; C:
forniceal conjunctiva)
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This is followed by the calculation of ‘Erythema Index’ (EI), based on the analysis
and calculations performed on the RGB components of the image. This index acts as a
measure of the degree of anaemia (Fig. 1).

5 Research Methodology

5.1 Research Design

A cross-sectional study was conducted in the outpatient department of a few private
hospitals in south and south-west Delhi, between August and September 2016. The
inclusion criteria were as follows: age between 15 and 65 years and haemoglobin
measured within 48 h of being photographed via a clinical laboratory test. The
exclusion criteria were: use of eye drops while the study was being carried out, par-
ticipant affected by any ocular disease, use of kajal, eyeliner or any other cosmetic that
acted as a hindrance towards the study, being subjected to blood transfusion after being
photographed but before the haemoglobin measurement was conducted, and unwill-
ingness to provide consent to be a part of the study.

5.2 Conjunctival Sample Collection

A smartphone camera was taken to collect the conjunctival samples. The rear camera of
Samsung Galaxy Grand Quattro (5 MP, 2592 � 1944 pixels) was used for this pur-
pose, by means of the default camera application. The pictures were clicked in natural
illumination or in ambient lighting, without using any flash. To ensure that the pho-
tograph obtained was of decent quality, 3–4 pictures were taken from each participant.

5.3 Image Processing

The Fiji (Fiji Is Just ImageJ) version of ImageJ was used for image processing. As
mentioned on the official site of ImageJ (www.imagej.net/ImageJ), ‘it is a distribution
of ImageJ with many plugins useful for scientific image analysis in fields such as life
sciences’.

Prior to being processed, each image was visually analysed so as to ascertain that
sufficient portion of the palpebral conjunctival region is captured in the picture. The
equation proposed by Yamamoto et al. [18] was modified to include the contribution of
the blue colour channel as well. This led to the formation of Eq. 1. Here, red, green and
blue denote the conjunctival brightness in the corresponding colour channels.

EI ¼ logðRed)� log Average Green; Blueð Þð Þ ð1Þ

To select the palpebral conjunctival region, the Trainable Weka Segmentation tool
was used. Two classes were created, the first corresponding to the region of interest, i.e.
the palpebral conjunctival region while the second corresponded to the other extra-
neous region. Traces were added to both the classes and the classifier was trained by
clicking on the ‘Train Classifier’ button. Upon the completion of the training process,
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the segmented image overlayed with the corresponding class colours is displayed. To
enhance the degree of accuracy of this process, the process can be repeated several
times, by adding more traces as per requirements, till the desired level of accuracy is
reached (Fig. 2).

Once the desired region is segmented, the image split into RGB channels. The
average of the green and blue channels is calculated thereafter, using the imageCal-
culator tool, and the resulting channel is named as average. Then, the log function is
used on the red channel and the average channel. The imageCalculator is again used to
subtract the log average channel from the log red channel. The EI is given by the
magnitude of the pixel brightness values, in the resulting image. Though the entire
process is carried out manually, one could write a macro for the same that would ease
things considerably and automate the process to some extent.

5.4 Laboratory Haemoglobin Measurement

Haemoglobin test conducted in the laboratory is used as gold standard. BeneSphera
3-part haematology analyser was employed to analyse the blood samples. The sample
tube is placed underneath the sampling needle and the aspiration key is pressed.
A WBC histogram would be generated after the sample has been tested. There’s an
option to adjust the thresholds in case of any anomaly in the threshold. Upon gener-
ation of the result, the report could be created via the print command.

6 Results

For analysing the credibility of the proposed method, 24 participants were tested over a
period of 6 weeks. The mean age of the participants was 35.625 years. Females
comprised 67% of the participants. The mean haemoglobin was 10.633 g/dL. As per

Fig. 2. Training Weka Segmentation output
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the equation mentioned in the previous section, the EI values for different individuals
were calculated. On the basis of those computed EI values, the EI cut-off threshold for
different haemoglobin concentration ranges was formulated. Table 1 illustrates the
same.

A graph depicting the relationship between the palpebral conjunctival EI and the
measured haemoglobin was also drawn. Linear regression was employed to find the
best fit, which was denoted by the equation: y = 0.0383x − 0.127 (where y represents
the EI, and x represents the haemoglobin value). The R2 value obtained was 0.9899.
The sensitivity was 87.5% while the specificity was 88.9% (Fig. 3).

7 Limitations

This study has a few limitations. The foremost limitation would be that it’s a
semi-automatic process. This necessitates human intervention for its functioning. While
the macro does automate things to some extent, it doesn’t eliminate the need for human
input. If the input given to the software isn’t correct, it may lead to anomalous result
generation. Thus, a qualified and knowledgeable individual is needed to carry out this
task. The quality of the camera being used would, in turn, affect the image quality. So a
minimum of 5 MP camera is necessary to obtain decent results. Furthermore, the
illumination while the picture is being clicked does play an important role in the
process. The best results are obtained in natural lighting, devoid of any artificial source

Table 1. EI cut-off values for different Hb values

Haemoglobin value (g/dL) EI cut-off values

Hb � 7 0.15
7 < Hb � 9 0.23
9 < Hb � 11 0.30
11 < Hb � 15 0.46
15 < Hb < 18 0.60
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Fig. 3. A graph depicting the relationship between the Erythema Index and the measured
haemoglobin
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of light such as flash. The research was tested on a limited dataset, so it might be
possible that certain modifications to the algorithm need to be made while applying this
to some other dataset.

8 Conclusion and Future Scope

A reliable non-invasive way to diagnose anaemia can be made possible by augmenting
the currently followed procedure with technologies like classification and image pro-
cessing. Such modern technologies increase the reliability and accuracy of the existing
methodologies. The limitations associated with the existing non-invasive techniques
have also been alleviated using this technique.

The study could find applications in several areas. The foremost application would
be in those regions where a major section of the population is anaemic and where there
are no proper healthcare facilities that enable its timely detection. It could also be of
great use for individuals who need to undergo periodic blood tests. Through this
technique, there won’t be any need to take blood samples each time the haemoglobin
concentration is to be determined, thereby saving some amount of blood. Another
important issue worth noticing is that blood test generally requires skilled professionals
and sterilised equipment. The absence of either of these could cause harm to the
individual who opts for the blood test. However, in case of non-invasive anaemia
detection, there is no such constraint. So individuals who are extremely particular about
the proficiency of the doctors or about the sterility of the surgical equipment being used
can surely rely on this method. In the future, a dedicated smartphone app catering to
this process could be implemented. Since smartphones have become a common
commodity, it would ensure that a large number of people could be benefitted.

Note: Prior permission was taken from the CMS of the hospital. All the patients
were duly informed about the study and only those individuals who agreed to be a part
of it were photographed.
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1 Introduction

In our body, heart is responsible for providing blood circulation continuously. A
cardiac cycle consists of one contraction (systole) and one relaxation (diastole) state of
heart. During systole state, the heart collects blood and at the end of diastole state, the
purified blood pumps out to the blood vessels. Contraction of atria starts the cardiac
cycle and the relaxation of ventricles completes the cardiac cycle of heart. One
heartbeat is one complete cardiac cycle. Heartbeat rate (HBR) can be defined as the
cardiac cycle per minute or beats per minute (bpm). Adult person can have average
HBR of 72 bpm. Normal HBR for resting adult person is in the range of 60–100 bpm.
If the HBR falls below 60 bpm, it is called Bradycardia, and if it is faster than normal
range, i.e., 100 bpm, then it is called Tachycardia. The HBR changes during sleep,
stress, anxiety, illness, physical activities, and cardiovascular disease. There are two
techniques for HBR measurement, namely: (i) electrocardiography (ECG) and
(ii) photoplethysomography (PPG) [1]. During each heartbeat, some electrical changes
occur in our body which is detectable by placing suitable sensors over some of our
body part. ECG is used to detect this changes that uses electrodes on the skin over our
chest. This method requires direct electrical connection with our body through the
electrodes. It is a commonly used method for medical purpose and requires medical
experts for operating the device. The PPG works on the optical properties. It is non-
invasive method which does not require direct electrical connection. It is a technique
which is based on the light reflection and transmission properties. It uses light source
and light detector. The PPG can measure blood volume changes in an organ, e.g.,
fingertip. In a cardiac cycle, the heart contracts and expands, which causes a change in
blood volume in the finger. Blood volume inside the fingertip increases during the
diastole state and decreases during the systole state of a cardiac cycle. Blood volume
synchronously changes with the heartbeat. The pulse of blood volume inside the fin-
gertip is directly proportional to the HBR. We can determine the HBR in bpm by
counting the number of pulses per minute. The PPG signals can be obtained in two
modes, namely: (a) light reflection mode (LRM) and (b) light transmission mode
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(LTM). In LRM, the medium is placed over the sensor system or vice versa. A pho-
todetector (PD) detects the reflected light from the medium. The medium may be
fingertip, forehead, etc. In LTM, the medium is placed between the light source and the
PD. A PD detects the transmitted light in the medium. The medium can be fingertip,
earlobe, etc. [1]. The PPG signal can be obtained by using simple electronic circuit.
Though PPG has many advantages, it has some limitations too. They are as follows:
(i) it has large DC component compared to the actual PPG signal, (ii) the PPG signal is
undetectable for reduced blood level, (iii) other sources of light affects the PD, and
(iv) the reflected light received by the PD changes due to motion.

2 Related Works

In the year 1991, Y. Iyriboz et al. had studied the noninvasive measurement of heart
rate accurately at rest and during exercise. But during heavy exercise, this method
shows some error about 9% [2].

In the year 1992, Joseph M. Schmitt et al. had proposed a noninvasive method that
can measure hemoglobin concentration and oxygen saturation continuously [3].

In the year 2008, Fezari et al. had developed a real-time heart rate monitoring
system by using microcontroller (µC). Doctor can access patient’s pulse rate file sent
through email every 24 h. Athletic persons can use this system which can read, write,
and analyze the pulse rate [4].

In the year 2009, Jubadi et al. had proposed a heart rate monitoring system which
can send the resultant HBR as SMS to a family member or to doctor. This is based on
the PPG technique which is explained above. The sensor output was processed by
using PIC16F87 µC to count the HBR per minute. An alert was given to medical
experts or family members via SMS. With the help of this system, doctors could
monitor and diagnose patient’s condition continuously and could suggest them pre-
cautions if any [5].

In the year 2012, Verma et al. had developed a system by using which patients are
able to measure their own heart rate and body temperature. Health professionals can
examine the status of the patient through messages sent by GSM module connected to
the system along with time, date, name of the patient, location of the patient, etc. [6].

In the year 2012, D.J.R. Kiran Kumar et al. had developed a health monitoring
system and necessary data acquisition system to study remotely the parameters of
health of the patient like heart rate, ECG, body temperature, blood oxygen saturation
level, and blood pH level. Using this system, a doctor can monitor a patient on PC
using Zigbee wireless module [7].

In the year 2012, Chi Kin Lao et al. had proposed a portable pulse rate detector
system. In this system, the heart rate was calculated from the PPG signal and trans-
mitted to computer or smartphone by using radio frequency (RF) transmitter section.
To view the HBR on smartphone, they have also developed an Android-based appli-
cation [8].

In the year 2013, Deshmukh had developed a real-time patient monitoring system
which helps medical professionals to see status of patient’s health through website.
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This system has temperature sensor and pulse rate sensor along with a Wi-Fi module
[9].

In the year 2013, N. Singh et al. had designed sensor nodes for measuring heart rate
and temperature, which have remote monitoring capability along with wireless sensor
module. This system can transmit the sensor data wirelessly to the remote monitoring
station and to the controller by using RF transmitter and receiver module [10].

In the year 2013, Venugopal et al. had developed a centralized heart rate moni-
toring system. Here, the sensor data is collected from various patients and transmitted
over a Wireless Local Area Network (WLAN). This system can be used in medical
purposes [11].

In the year 2014, S. Saravanan had proposed a system that can monitor heartbeat of
a patient and capable to send the data by using computer communication networks,
which support Wi-Fi, Bluetooth, etc. This system can monitor ECG, pulse, blood
pressure, arterial oxygen saturation, blood glucose concentration, etc. They constructed
a peer-to-peer messaging system which can send to the doctor where the monitoring
section receives the data via Wi-Fi, Bluetooth, and Internet [12].

In the year 2014, Purnima et al. had proposed a GSM and Zigbee technology-based
health monitoring systems which can monitor and transmit ECG, temperature, and
heartbeat signals continuously. Every patient monitoring system was connected to a
Zigbee node. Doctors can receive the signals through computer or mobile via Zigbee as
well as GSM technology [13].

In the year 2014, Chandana et al. had proposed a system by using which one can
stay connected with doctor. In emergency, one can take immediate action by using this
system. This system can measure blood pressure, drug level, and HBR. This data can
be sent via GSM module to the doctor’s mobile [14].

In the year 2014, M.V.N.R. Pavan Kumar et al. had developed a GPS-based system
for health monitoring and tracking, which focuses on tracking a soldier’s location, so
that control stations can guide them in emergency. Using this system, central base
station can get information about the body temperature, heart rate, and the location of a
soldier [15].

In the year 2014, S. Bae et al. had proposed a health management system based on
self-organizing software platform that uses smart devices. One can add new devices
and services in this plug-in system without modification. They proposed a smart watch
that can measure blood pressure of the person who is wearing the watch. The blood
pressure monitor identifies the smart watch by transmitting a low-frequency signal. In
order to record the blood pressure, the data collected by the blood pressure monitor is
transmitted to the watch. Then, the watch sends this data to the router and to the main
server [16].

3 Proposed Methodology

The objective of the proposed work is to design, fabricate, and implement an HBR
monitoring system. Here, we have used one infrared (IR) light-emitting diode
(LED) (wavelength: 930 nm) as light source and one IR detector in light reflection
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mode. While we place our index finger over the IR sensor, the IR LED emits light
which can pass through our finger. A portion of light is reflected back. The intensity of
reflected light depends on the blood volume inside the fingertip. The intensity of
reflected IR wave slightly alters with each heartbeat in a harmony. The IR detector
detects this change of reflected IR signal. The pulsating reflected signal detected by the
IR detector is converted to current or voltage signal by using the sensor circuit. The
sensor output is visualized in digital storage oscilloscope (DSO: Model: Tektronix,
TD20014C) and is processed by using µC, and the recorded data is then transferred to
PC for storage. The proposed block diagram of the system is shown in Fig. 1.

4 Circuit Implementation

4.1 The Sensor Circuit

An optical sensor TCRT5000 (from Vishay Semiconductors) is used to obtain the PPG
signal in reflection mode. It consists of an IR emitter and a phototransistor. It can also
block visible light. The sensor system is connected to +5 V power source as shown in
Fig. 2. The signal detected by the sensor is fed to the amplifier circuit by using a
coupling capacitor.

4.2 The Filter and Amplifier Circuit

The heartbeat signal frequencies lie between 0.5 and 4 Hz. We have used a low pass
filter to bypass the high-frequency components above the required frequency level. The
sensor output is fed to the non-inverting terminal of the first amplifier through a
coupling capacitor. The capacitor C1 and the resistor R3 form a low-pass filter. The
cutoff frequency of the filter is calculated as

Fs ¼ 1
2pR3C1

ð1Þ

Here, the cutoff frequency is almost 2.4 Hz. An amplifier is used to amplify the
amplitude of the PPG signal. We have used IC 741 operational amplifier (OPAMP)
based amplifier in non-inverting mode. The gain for the first stage of the amplifier is
fixed at 101. We used a two-stage amplifier circuit for the system, and the overall gain
of amplifier is *104. The amplified output from the first stage is fed to the second
stage of the non-inverting amplifier as shown in Fig. 2. The cutoff frequency and the

Fig. 1. Block diagram of the system
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gain are same for the second stage filter and amplifier as in the first stage. The final
amplified output is fed to a comparator.

4.3 The Comparator Circuit

The Comparator gives a binary output signal indicating which is larger by comparing
two voltages or currents. It has two analog input terminals VIN and VREF. The output of
a comparator can be formulated as

VO ¼ 1; VIN [VREF

0; VIN �VREF

�
ð2Þ

Here, we have used OPAMP to design a comparator circuit as shown in Fig. 2. One
adjustable reference voltage is applied to the non-inverting terminal. We have used one
Trimpot (Bourns 3296) to adjust the reference voltage. The amplified sensor signal is
applied to the inverting terminal. The resistance, R9, and capacitor, C5, are used to
remove unwanted noise components from the input signal, which also increases the
stability of the signal. The comparator gives logic level output by comparing the input
signal with the applied reference voltage. The comparator output is fed to µC 8051 for
further processing and display.

4.4 Interfacing and Processing

The complete setup of the system has been shown in the Fig. 3. The comparator output
is directly interfaced to Timer 1 (pin 15) of 8051 µC. We have used timer 0 for 1 min
delay generation and Timer 1 for counting the pulse rate from the PPG signal, since the
HBR is measured as the number of heartbeats in 1 min. We have created one window
of 1 min duration to calculate HBR that occurs during this interval. The timer and
counter start from 0 and count the pulses and stop after 1 min duration. The data are

Fig. 2. Signal conditioning circuit diagram
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stored in memory location. The count value gives the HBR per minute. To display the
result in LCD, the resultant data which are in Hexadecimal code are converted to
Decimal and then the Decimal to ASCII code. Then, the data are sent to the LCD
display JHD162A through Port 1 (pin 1–in 8) of 8051 µC continuously. The DSO is
interfaced to the sensor circuit for capturing the output data. The sample output PPG
signal captured by DSO is shown in Fig. 5a. Also, an algorithm has been developed for
monitoring the HBR at the interval of 5 s.

The theoretical HBR is calculated by using the period from peak to peak of the PPG
signal. Reverse of the time period gives the frequency (f). Then, the HBR can be
calculated as

HBR ¼ 60� f bpm ð3Þ

5 System Calibration

The system has been calibrated and tested by using a test signal from function gen-
erator. Signals with different frequencies have been applied to the signal conditioner
circuit, and the data are displayed in LCD after processing through the DAQ system.
The plot of standard and measured HBR at different frequencies of the input signal is
shown in Fig. 4a. The plot of % error between standard and measured HBR versus
frequency of the input signal is shown in Fig. 4b. Now, we have applied the PPG signal
to the input of the system which can process the PPG signal and give HBR per minute.

Fig. 3. Snapshot of the experimental setup
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6 Result and Discussion

The PPG signal output and the comparator output are shown in Fig. 5a. Theoretically,
the HBR is calculated by using Eq. (3). In our experiment, the time period for the PPG
signal is 800 ms, and the frequency is 1.25 Hz. Therefore,

HBR ¼ 60 � f bpm

¼ 60 � 1:25 bpm

¼ 75 bpm

which is equal to the value calculated by using the algorithm, and the HBR is displayed
in the LCD screen as shown in Fig. 5b.
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The recorded HBR for different persons is given in Table 1.

7 Conclusion

In the proposed work, we have developed an HBR monitoring system. The system is
tested and found that it is capable of monitoring the HBR of patient and other persons
at home or during indoor activities. The system is noninvasive, because it is desired to
be used during outdoor exercise or other physical activities. The system is desired to be
run by the body power generated using piezoelectric sensor. Increasing movement of
person leads to decrement of the accuracy of HBR measurement. A proper filter should
be incorporated into the system to remove the unwanted signal components, which
affect the PPG signal during motion.
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1 Introduction

1.1 Vehicular Ad Hoc Networks

Vehicular ad hoc network is a form of ad hoc network wherein intelligent vehicles take
part in communication. Ad hoc network does not rely on infrastructure for commu-
nication with this principle; VANETs have additional constraint, highly dynamic
environment.

The architecture of VANETs falls under three categories cellular, ad hoc, and
hybrid. As shown in the Fig. 1a, the access points are used for communication among
the vehicles. These access points are installed at traffic intersections. Access points
have their own advantages and limitations, and they have a fixed range for commu-
nication; moreover, the fixed infrastructure incurs more cost and also the maintenance
cost. Best way to overcome is to have ad hoc network as shown in Fig. 1b; the vehicles
form a network and communicate among themselves. Finally, the third kind is com-
bination of both cellular and ad hoc shown in Fig. 1c; this incorporates the features of
both cellular and ad hoc architecture. Namboodiri et al. [1] proposed such a hybrid
architecture, which uses some vehicles with both WLAN and cellular.

1.2 Basic Characteristics

Vehicular ad hoc networks comprise vehicles which act as mobile nodes and also
routers for other vehicles. VANETs have unique characteristics in addition to ad hoc
networks characteristics such as dedicated short-range communication, self-organizing,
and configuring, which distinguish it from other ad hoc network. The basic charac-
teristics are as follows [2]:

1. Highly dynamic environment: The topology of VANETs changes frequently due to
high-speed movement between vehicles. For example, the link among vehicles
exists if they fall under the transmission range. In case of vehicle moving in
opposite direction with high speed, the link lasts only few seconds; this makes the
topology to break.

2. Frequent link failure: Due to high dynamic topology, the connection among the
vehicles get disconnected frequently. Especially in the low density, the probability
of link failure is higher.
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3. Communication environment: Typically, VANETs’ communication falls under two
scenarios: highway traffic and street in a city, where the communication is complex
and no direct communication as it comprises more obstacles (buildings, trees). In
the latter case, it is simple and straightforward as it has one-dimensional movement.

4. Sufficient energy and processing: VANETs have sufficient processing power and
energy compared to the small mobile handheld devices.

5. Geographical type of communication: To forward packets in geographical area,
VANETs have a new type of communication unlike other networks where multicast
and unicast are used.

6. Delay constraints: For safety applications, the messages should be communicated
within certain time. In this case, the network need not to have high throughput but
the constraint is on delay. Network should have minimum delay.

2 Related Work

In [3], author considers the vehicles which are few hops away in the network for the
routing. Considering the small-scale network with few hops, the traditional algorithm
AODV is applied. However, the routes determined by the algorithm prone to frequent

(a) Cellular (b) Ad hoc

(c) Hybrid

Fig. 1. Vehicular ad hoc network architecture
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breaks due to dynamic mobility. The author proposed prediction-based algorithms
which are PRAODV and PRAODVM; both the algorithms use acceleration and position
of the vehicles to predict the path lifetime. The simulation results of the proposed work
showed considerable improvement with respect to packet delivery ratio (PDR). The
algorithm performance highly depends on the outcome of prediction accuracy.

In [4] AODV protocols has been altered to forward the request within the zone, i.e.,
zone of relevance (ZOR). ZOR has a fixed range for the communication. The range is
determined by the nature of the application [5]. The idea is similar to that of location
aided routing [6].

In [7], the author proposed a location-based algorithm called LORA_CBF, which
uses flooding concept. In this, each node can be a gateway, cluster head, or member.
Similar to the greedy algorithm, the packets are forward. If the destination location is
not known, the source node initiates the location request (LREQ) packet. This is similar
to that of AODV route discovery phase, but in this case, the dissemination of the
packet, i.e., LREQ and LREP, is done by the cluster heads and gateway only. The
simulation results showed that performance of AODV and DSR was significantly lower
than LORA_CBF due to the constraint scalability and mobility.

3 Proposed Algorithm

In VANETs, because of highly dynamic topology, discovering and maintaining route is
a challenging task. Many routing protocols were proposed, which are classified under
the following category ad hoc, position based, broadcast, geocast, and cluster-based
routing. As stated earlier, the VANETs incorporate the features of ad hoc network. The
routing protocols like AODV [8] and DSR [9] are still applicable for VANETs, but
they are designed for general ad hoc network; the route maintenance is not done unless
it is required. However, in case of VANETs, due to dynamic topology, it is unable to
find the route quickly and also, it is difficult to update and maintain the route infor-
mation. This degrades the performance as packets are lost due to frequent route failure.
Therefore, the routing protocol must possess the following features: (1) better route
convergence time and (2) rate of link failure should be minimal.

The bio-inspired routing protocol AntHocNet [10] uses ant agents to discover and
maintain the route. The algorithm has proven its performance with respect to route
convergence time and rate of link failure for mobile ad hoc networks (MANETs). But
for VANETs, the direction and speed of moving vehicle need to be considered. In this
paper, we describe how the AntHocNet algorithm is modified to improve the perfor-
mance considering the direction of the moving vehicle.

In the proposed algorithm, two cases are considered during routing phase:
(1) destination vehicles moving in the same direction as of source and (2) destination
vehicle moving in opposite direction. Figure 2a, b shows the proposed algorithm for
destination vehicle moving in the same and opposite direction to that of source. In the
proposed algorithm, the forward ants are generated at the intermediate nodes only if the
criterion is satisfied. In case of destination moving in the same direction as of source,
the axis of moving nodes is compared with that of source; if it matches, then that node

Implementation of a Secure and Efficient Routing Algorithm 243



will take part in the routing as an intermediate node. The process continues until the
destination is reached. In case of destination vehicle moving opposite to source, nodes
moving in the direction of destination are considered to take part in the routing process
as an intermediate node.

The networks are prone to attack, which often leads to poor performance. There are
different types of attacks; few of them are attacks on identification and authentication,
attacks on privacy, attacks on availability, network denial of service (DoS), and attacks

Algorithm: Nodes moving in same direction
Begin:

Generate the ants to find the route between the pair of nodes.
If node is destination
Begin:

Generate the backward ants
Halt

End
Else if it is an intermediate node
Begin:

If the node is moving in the same lane
Begin:

Generate the forward ants
End
Else
Begin:

Discard
End

End
End

Algorithm: Nodes moving in opposite direction
Begin:

Generate the ants to find the route between the pair of nodes.
If node is destination
Begin:

Generate the backward ants
Halt

End
Else if it is an intermediate node
Begin:

If the node is moving in the opposite lane
Begin:

Generate the forward ants
End
Else
Begin:

Discard
End

End
End

Fig. 2. a Destination node moving in the same direction as of source, and b destination node
moving in opposite direction to that of source
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on data trust. In this paper, the attack on availability of the resource is described. In the
hybrid architecture of VANETs, the roadside units (RSUs) act as a communication end
point. The vehicles use the RSUs to transfer messages to other vehicles. In a safety
application and smart transport system, RSUs act as a focal point wherein the crucial
and traffic-related information are disseminated from RSUs. Therefore, RSUs act as a
crucial resource which needs to be secured from attack. As stated earlier, the attack on
availability is addressed. RSUs have the capability to process the requests that are sent
from different vehicles and meantime, it also performs its own computation.

In VANETs, vehicles have sufficient energy and processing capability. But RSUs
are devices that are installed at the road junction points to disseminate the messages
during the critical situation; therefore, we assume that it has minimal energy and
processing capacity. RSUs may get detached from the network due to low energy
during the DOS attack, as it consumes more energy to process junk requests that are
generated from the malicious nodes, which impact on the availability of RSUs.

In the proposed algorithm (Fig. 3), the minimum and maximum threshold values
for energy are defined. The algorithm periodically monitors the network; if the nodes
energy fall below the minimum threshold value, then that node is treated as victim of
DOS attack. The algorithm identifies the malicious nodes by considering the maximum
threshold values of energy and deactivates those nodes from the network. The pseu-
docode of the algorithm is shown in Fig. 3.

4 Simulation Environment

Table 1 summarizes the QualNet configuration setup under which the proposed
algorithm is simulated and evaluated its performance with respect to the existing
protocols.

The simulation is executed for 660 s, during which vehicles were configured to
move in a fixed mobility path using fixed waypoint mobility model. The density of the
vehicles is increased in the interval of 20 nodes (20, 40…). The granularity of the
movement has been varied from the range 0.1–1.0 m. The simulation has been set up
for the 2500 � 2500 urban terrain; totally, 12 RSUs were set up for the better

Algorithm: Identifying the malicious node
Begin:

Periodically monitor the network nodes
Check for nodes energy level
If energy of the node is below the min threshold value
Begin:

Identify the nodes that has energy level more than the max threshold 
value

If found
Begin:

Deactivate the node
End

End
End

Fig. 3. Identifying the malicious node
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communication at the road junction points. All the vehicles and the RSUs were con-
figured to use MAC 802.11p protocol.

4.1 Simulation Results

The proposed algorithm has been compared with the existing algorithm with respect to
varies performance metric, viz., throughput, average end-to-end delay, average jitter,
network lifetime, average energy consumption, and number of link failures, after
running extensive test cases. The primary focus of the proposed algorithm is to reduce
the frequent link failure and to defend the network during the attack on availability. The
performance of the proposed algorithm with respect to link failure and the energy
consumption with attack and without attack are described in this section.

Frequent Link Failure
VANETs are highly dynamic in nature; the topology of the network changes frequently
due to its high mobility; because of this, the communication link breaks frequently
which degrades the performance of the network.

Figure 4 shows the number of link failures under the environment of 20 nodes with
the varying granularity. It is observed that with low granularity the proposed and
existing AntHocNet algorithm has no change in the link breaks as the granularity has
been increased the proposed algorithm has better performance compared to existing
algorithm. Both the existing and proposed algorithms have better performance com-
pared to traditional AODV algorithm.

Table 1. Simulation configuration setup

Simulation tool QualNet 7.4

Terrain (dimension) 2500 � 2500
Number of nodes (vehicles) 20, 40, 60, 80
Number of RSUs 12
Granularity (in meters) 0.1, 0.5, 1.0
MAC protocol MAC 802.11p
Routing protocol AntHocNet, Proposed_AntHocNet, AODV
Simulation time 660 s
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Figure 5 shows the overall performance of the network with respect to number of
link failures under the sparse, moderate and dense environment. From the figure, it is
inferred that, when the granularity and also the number of nodes participating in the
network are low, the number of link failures is less. As the granularity increases, the
number of link failures also increased in the proposed algorithm but considerably less
compared to the existing AntHocNet. In case of high granularity and moderate envi-
ronment, the proposed algorithm has less number of link failures compared to the
existing algorithm.

From Fig. 6, it is observed that the enhanced algorithm has less delay compared to
the traditional AntHocNet. It is also observed that there is no significant change in
delay for both the enhanced and traditional AntHocNet over the network consisting of
40 nodes.

Figure 7 shows that the proposed algorithm has shown the significant difference
over the traditional AntHocNet with respect to average jitter. In the dense environment
(consisting of 80 nodes), the proposed algorithm as less jitter compared to the existing
AntHocNet.
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5 Conclusion

Vehicular ad hoc networks are particular form of wireless networks formed by vehicles.
VANETs comprise vehicles which act as mobile nodes and also routers for other
vehicles. Vehicular communication contributes to safer and more efficient roads by
providing timely information to drivers and also to make travel more convenient. In
this paper, the routing and security aspects of VANETs are addressed. Based on the
direction, the paper focused on two cases: (1) destination vehicle moving in same
direction as of source and (2) destination vehicle moving in opposite direction to that of
source. The performance of the proposed algorithm has been evaluated with existing
algorithms; the proposed algorithm has outperformed the existing algorithm with
respect to metric number of link failures, end-to-end delay, average jitter, energy
consumption, and network lifetime. The observation shows that in the proposed
algorithm, there is 18% reduction in link failures compared to the traditional
AntHocNet algorithm. With respect to jitter, compared to the existing algorithm, the
proposed algorithm has 18.5% reduction and it has less jitter compared to the tradi-
tional AntHocNet. There is 6% reduction in the end-to-end delay in the enhanced
algorithm. For future enhancement, the velocity of the vehicle can be considered to
improvise the performance of the algorithm.
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1 Introduction

The power quality aims to develop andmaintain the standard voltage and standard current
with proper frequency for the normal operation of the customer equipment. In last few
decades, usage of computers, adjustable speed drives, and process control has increased
exponentially which led to an increase in power quality problems. This research paper
states a confirmation for the current and voltage harmonic minimization induced by
nonlinear loads particularly for Electric Arc Furnace (EAF) load. A random variation in
nonlinear loads, generally large and continuous, refers mainly to electric metal-melting
arc furnaces connected directly to the transmission network. It consists of the carbon
electrodes in contact with iron having dissimilar impedances between the positive and
negative flows of current. An electric arc furnace produces a quantity of interfering
emissions, such as flicker voltage and stress wear caused by arc phenomena. Voltage
cutting complicates the construction of an accurate filter system in the 0–200 kHz fre-
quency range [1].

Here, an analysis of current and voltage harmonic issues arising from the operation
of furnace load and the applicability of the proposed systems to mitigate those problems
are being carried out.

The objective of this paper is that the Hybrid Active Power Filter (HAPF) is used to
compensate harmonic content in voltages and currents, besides Selective Reactive
Power Compensation (SVC). The proposed HAPF has the objective of up gradation of
different types of APF compensation performance [2], reduction of cost and complexity
of compensation systems, etc. From previous investigations, it seems that the electric
arc furnace issues are compensated with the help of SVC and series inductance [3–5].
In response to these hybrid/composite filter factors, one of the best options is to be
considered by reducing cost, simple design, high reliability, and better control com-
pared to other options for power quality refinement [5–7]. The impact of harmonics and
voltage flicker can occur in the electrical power distribution system in the industry and
in another power supply unit of the substation [8]. Minimization of the impact of EAFs
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can improve electric efficiency and reduce power fluctuations in the system. The
importance of mitigation devices, such as passive filters, active line filter, and hybrid
filtering, has been proposed [9]. It has been observed that Genetic Algorithm
(GA) tuned controllers give high Total Harmonic Distortion (THD) value and also,
Particle Swarm Optimization (PSO) tuned controllers take more time for specific
iterations [10]; to overcome these problems, the proposed algorithm is implemented.
This paper presents the performance optimization of the conventional PI controller and
optimized PI controller for three phase HAPF with Harmony Search Algorithm (HSA).
Harmony search method is inspired by harmony improvisation; it has two distinct
operators: one is Harmony Memory Considering Rate (HMCR) and another one is
Pitch Adjusting Rate (PAR) [11].

2 System Modeling

2.1 Modeling of Electric Arc Furnace

An EAF not only uses power strongly but also uses reactive one. The typical process in
the furnace is irregular in nature, in which one or more electrodes with the electric arc
are present between the furnace and scrap. In order to know the proper characteristics
of an arc furnace, it is needed to design an appropriate three-phase electric arc furnace
system for voltage and current harmonic analysis. The voltage drop due to reactive
power current acts by reacting to spurious flickering and into the blinking light of
fluorescent lamps supplied from the contaminated feeder [12–14]. The proposed arc
furnace model is designed in a random time-varying signal in the form of band-limited
white noise. It is used to obtain the arc furnace voltage fluctuations in terms of voltage
harmonics [9].

2.2 Vigorous Nature of Electric Arcs

The unrestrained, multivalued characteristics of an arc are determined by using an
adopted dynamic furnace model in the form of the equations derived in [13]. The arc
parameters on different phases are found in [13, 14]. For an arc, power balance
equation is as shown in (1).

p1 þ p2 ¼ p3 ð1Þ

where p1 depicts the power transferred to the external environment in the form of heat;
p2 shows the power, which enhances the inherent energy of the electric arc, and which
in turn affects the radius; and p3 is the gross power produced in the arc and transformed
into heat. An assumption is considered that the cooling effect is a function of the
electric arc radius (r). Thus, we get (2).

p1 ¼ k1r
n ð2Þ
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where n = 1 and k1 represents an arbitrary constant.
The dependence of arc on temperature may be ignored for low voltage circuits.

Thus, the arc radius r only describes the mathematical state of arc.
For n = 2, p2 is analogous to the differentiation of energy in the arc, given by (3).
Hence,

p2 ¼ k2r
dr
dt

ð3Þ

Again, from (1), we get the sum as (4). Finally,

p3 ¼ vi ¼ k3
rmþ 2 ð4Þ

where k2 and k3 are also arbitrary constants.
In (4), the resistance of the arc is considered to be varying inversely with rm, where

m = 0…2. Now, the arc differential equation is given by (5).

k1r
n ¼ k2r

dr
dt

¼ k3
rmþ 2 ð5Þ

Here “r” the arc radius is taken as a variable function instead of arc conductance or
resistance. Hence, the voltage of arc is as shown in (6).

v ¼ i
g

ð6Þ

where i is the arc current and g is conductance of arc described by (7).

g ¼ rmþ 2

k3
ð7Þ

2.3 Design of Hybrid Filter

The performance of the hybrid active filter, designed by HSA, turns out to be excellent
at eliminating the line harmonics as compared with Genetic Algorithm (GA) and
Particle Swarm Optimization (PSO). Figure 1 displays the simplified configuration of
the hybrid active power filter. The proposed technique is based on the theory of
introduction of harmonic current into the alternating current system of the same
dimensions of load current harmonics to meet the IEEE 519-1992 limits [15]. The
system configuration of hybrid filter comprises a shunt active filter with a shunt passive
filter as shown in Fig. 2.
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2.4 Controller Design

The control input receives an error wave with respect to reference voltage and the RMS
magnitude of measured supply voltage. The PI controller ensures that the incorrect
signal, generated from the desired angle to zero, i.e., the error signal which is the
difference between load RMS voltage and reference voltage, is minimum [16]. The
values of Kp and Ki are selected iteratively as discussed in the literature [17, 18] using
any of the methods available for tuning it. Here, Kp and Ki are selected arbitrarily and
iterated intuitively. The THD value minimization is considered as the objective, and the
issue becomes nonlinear due to the variation of THD with respect to various Kp and Ki

values.

2.5 Objective Function

The mean value of THD data is achieved from time-domain simulation, and the values
are passed to the harmony search solver as objective function. The Kp and Ki values are

Fig. 1. Test diagram of HAPF with furnace load

Fig. 2. Configuration of HAPF
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randomly populated, and the minimization of objective function is made. The PI
controller equation at DC link voltage control part in hybrid active power filter is
defined as shown by (8).

Iaf ¼ Kp � ðVdcref � VdcmesuredÞþKp �
Z t

0

ðVdcref � VdcmesuredÞdt ð8Þ

where
Iaf ¼ compensation current, Vdcmesured ¼ DC measured voltage at DC link, Vdcref ¼

DC reference voltage, Kp ¼ proportional constant, and Ki ¼ integral constant. The
objective function is to minimize the sum of mean values of THD as given by (9).

Objective Function ¼ Minimized
Xn
i¼0

Mean(THD) ð9Þ

where i represents the number of data samples for mean values of THD.
Subjected to

P1 � Kp � P2 ð10Þ

I1 � Ki � I2 ð11Þ

Here,
P1¼ lower limit of Kp, P2¼ upper limit of Kp, I1¼ lower limit of Ki, and I1¼ upper

limit of Ki.

3 Optimization Technique

3.1 Genetic Algorithm

Genetic algorithm was first introduced by John Holland. This is the optimization
technique which uses the natural selection procedure for calculating its parameters [10].

3.2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is an optimization technique designed by
Dr. Eberhart and Dr. Kennedy in [10]. It is an optimization technique based on the
social behavior of fish schooling and bird flocking.

3.3 Harmony Search Algorithm

The HSA is in reality inspired by the functioning principles of the harmony charac-
terization. Harmony search is a music-based metaheuristic optimization algorithm [11].
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4 Results and Discussion

The implementation of the proposed system is analyzed for its application in the
electric arc furnace load for shunt hybrid active filters. In the current study, the fifth
matched passive filter branches are taken into consideration.

4.1 Simulation Result of Shunt Hybrid Active Filter

The harmonic content of source voltage and current using the FFT (Fast Fourier
Transform) waveform analysis without any filter at the Point of Common Coupling
(PCC) and then with tuned hybrid active power filters with GA, PSO, and HSA
optimization techniques has been analyzed.

Figure 3 shows the simulation results of system without shunt hybrid active power
filter. Here, the THD in source voltage and current is 26.37% and 11.33%, respectively.
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Fig. 3. Voltage and current FFT waveforms at PCC with arc furnace load without any filter
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Fig. 4. Voltage and current FFT waveforms at PCC for HAPF with optimized PI using GA
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Figure 4 shows the simulation result of system with shunt hybrid active power filter
optimized by genetic algorithm. Here, the THD in source voltage and current is 4.03%
and 8.21%, respectively.

Figure 5 shows the simulation result of system with shunt hybrid active power filter
optimized by particle swarm optimization. Here, the THD in source voltage and current
is 4.09% and 4.39%, respectively.

Finally, Fig. 6 shows the simulation result of system with shunt hybrid active
power filter optimized by harmony search algorithm. The THD in source voltage and
current is 2.77% and 3.26%, respectively.
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Fig. 5. Voltage and current FFT waveforms at PCC for HAPF with optimized PI using PSO
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Fig. 6. Voltage and current FFT waveforms at PCC for HAPF with optimized PI using HSA
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5 Conclusion

In this paper, the issue of harmonic reduction is comparatively performed and analyzed.
PI tuning using GA, PSO, and HSA optimization method is carried out and compared
with the THD values for a shunt hybrid active power filter. It has been observed that
THD in the magnitudes of current and voltage has been reduced significantly by using
the HSA optimization as compared to GA and PSO optimized PI controllers as shown
in Table 1. Hence, the proposed analysis verifies the applicability of the optimized
hybrid power filtering method for electric arc furnace load variations.

References

1. Esfahani MT, Vahidi B (2012) A new stochastic model of electric arc furnace based on
hidden Markov model: a study of its effects on the power system. IEEE Trans Power Deliv
27(4):1893–1901

2. Akagi H (2005) Active harmonic filters. Proc IEEE 93(12):2128–2141
3. Wu C, Liu YW (2014) Reactive power compensation for unbalanced fluctuating loads by

using two-dimensional space vector and a static var compensator. Appl Mech Mater
533:397–400 (2014)

4. Surapong C, Yu CY, Thukaram D, Nipon T, Damrong K (2000) Minimization of the effects
of harmonics and voltage dip caused by electric arc furnace. In: IEEE power engineering
society winter meeting, vol 4, pp 2568–2576

5. Montanari GC, Loggini M, Pitti L, Tironi E, Zaninelli D (1993) The effects of series
inductors for eduction in electric power systems supplying arc furnaces. In: IEEE industry
applications society annual meeting, vol 2, pp 1496–1503

6. Kolagar AD, Shoulaie A (2011) Reduction of undesired harmonic components in a steel
industrial plant with DC electric arc furnaces. In: Proceeding of 2011 2nd power electronics,
drive system technologies conference, Tehran, Iran, pp 522–528

7. Peng F (1990) A new approach to harmonic compensation in power systems—the combined
system of shunt passive and series active filters. PhD thesis, Nagaoka University of
Technology, Nagaoka, Japan, Dec 1990

8. Acha E, Semlyen A, Rajakovic N (1990) A harmonic domain computational package for
nonlinear problems and its application to electric arcs. IEEE Trans events Relat Power Qual
Power Deliv 5:1390–1397

9. Ozgun O, Abur A (2002) Flicker study using a novel arc furnace model. IEEE Trans PWRD
17(4):1158–1163

Table 1. Comparison of THD with different conditions

Type of controller Kp Ki Comparison analysis of THD
Voltage THD (%) Current THD (%)

Nonlinear load connected without filter – – 26.37 11.33
HAPF with optimized PI using GA 6.854 3.1771 4.03 8.21
HAPF with optimized PI using PSO 4.231 1.695 4.09 4.39
HAPF with optimized PI using HSA 7.262 2.6833 2.77 3.26

Design and Analysis of Optimized Hybrid Active 257



10. Gowtham N, Shankar S (2016) PI tuning of shunt active filter using GA and PSO algorithm.
In: 2nd international conference on advances in electrical, electronics, information,
communication and bio-informatics (AEEICB). IEEE

11. Geem ZW, Kim JH, Loganathan GV (2001) A new heuristic optimization algorithm:
harmony search. Simulation 76(2):60–68

12. Beites LF, Mayordomo JG, Hernandez A, Asensi R (2001) Harmonics, interharmonics and
unbalances of arc furnaces: a new frequency domain approach. IEEE Trans Power Deliv
16(4)

13. Hamadi A, Rahmani S, Al-Haddad K (2010) A hybrid passive filter configuration for VAR
control and harmonic compensation. IEEE Trans Ind Electron 57(7):2419–2434

14. Collantes Bellido R, Gomez T (1997) Identification and modeling of a three phase arc
furnace for voltage disturbance systems. IEEE Trans PWRD 12:1812–1817

15. IEEE Std 519-1992 (1993) IEEE recommended practices and requirements for harmonic
control in electrical power systems. IEEE Inc

16. Verma V, Shanker S, Singh B (2009) Design and implementation of current controlled
parallel hybrid power filter. IEEE Trans Ind Appl 45(5):1910–1917

17. Dixon JW, Venegas G, Luis AM (1997) A series active power filter based on a sinusoidal
current-controlled voltage-source inverter. IEEE Trans Ind Electron 44(5):612–620

18. Singh M, Jhapte R, Patel RN (2016) Performance comparison of optimized controller tuning
techniques for voltage stability. In: IEEE first international conference on control,
measurement and instrumentation (CMI), Kolkata

258 R. Jhapte et al.



To Detect the Influencers in a Dynamic
Co-authorship Network Using Heat-Diffusion

Model

Ritam Sarkar1, Debaditya Barman2, and Nirmalya Chowdhury1(&)

1 Department of Computer Science and Engineering, Jadavpur University,
Kolkata, India

nirmalya_chowdhury@yahoo.com
2 Department of Computer and System Sciences, Visva-Bharati, Santiniketan,

India

1 Introduction

The field of Social Network Analysis (SNA) emerged from social science, network
analysis, and graph theory. With the help of SNA, we can analyze various complex social
structures and the relations or interactions among individuals or groups using the con-
cepts of network and graph theory in order to uncover the explanations for various social
behaviors. SNA has been extensively used in diversified areas like social influence
analysis in social network, social network advertisement [1], potential friend and com-
munities in social networks [2], improvement of communication flow in business
organization [3], information diffusion model of social networks [4], identification of
criminal or terrorist groups [5] etc. Growing popularity of various social networking sites
has provided the opportunity to study how a person or a community can influence other
person or community and examine the results. A large number of recent works have
focused on analyzing different research aspects of influence like influencer detection [6],
influence diffusion [7] in social network. Sara and Mckeown [8] have detected influ-
encers by analyzing the mode of interaction in various online discussion forums. Trusov
et al. [9] have determined a user as influencer when their activity has some significant
effect on other user’s activity on internet social network. Fang et al. [10] have developed
a topic-sensitive influencer detection model where several sets of influencers have been
detected based on some topics. Social networks are very dynamic in nature, since their
topologies evolve in accordance with time. Most of the aforesaid research works are not
suitable for a dynamic network. Recently, researchers have proposed various methods
[11, 12] to find influencers in a dynamic network. In this work, in order to address the
problem of detecting influencers in a dynamic social network, we have proposed a
method which is based on heat-diffusion model. Since a heat-diffusion model is time
dependent, our model can adapt itself to the evolving nature of the social network. We
have applied our proposed method on co-authorship network which has gained attention
from scholars because of certain factors like its ability to represent the evolution of
research communities with time, and it provides the opportunity to study the role of
social interactions in knowledge generation [13, 14].
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We have organized rest of the paper as follows. Section 2 presents statement of the
problem. Description of the proposed method is presented in Sect. 3. Experimental
result can be found in Sect. 4. Finally, concluding remarks and scope for the future
work are given in Sect. 5.

2 The Problem Statement

Consider a dynamic graph G ¼ fGij1� i� pg where Gi is the graph at timestamp i
which ranges from 1 to p, where p indicates the last timestamp. Moreover, Gi ¼
fVi;Eig where Vi is the set of nodes and Ei is the set of undirected edges at ith
timestamp. Each node represents an author. The co-authorship relation between two
authors has been represented by assigning an undirected edge between the corre-
sponding nodes. Here graph G1 is the initial topology and it contains the node set V1,
which includes the initial collection of authors and co-authors. Now at each successive
timestamps, new nodes and edges will be created if some new authors collaborate with
the existing authors at V1. Note that the connectivity of the nodes would change from
one timestamp to the next based on the current collaborations between the authors and
co-authors. For this reason, we have termed G as an evolving dynamic graph and its
formal definition has been stated below.

Definition (Evolved Dynamic Graph)

An evolved dynamic graph G ¼ fGij1� i� pg where Gi is the graph G at timestamp i.
Gi ¼ fVi;Eig where Vi ¼ f Vi�1 [ Vi

0j1\i� pg which implies at timestamp 1, the
node set is V1 and for ith timestamp, ð1\i� pÞ, Vi is the union of node set at timestamp
i� 1 and Vi

0, i.e., the newly introduced node set at timestamp i according to the
co-authorship relations with the node set V1 and Ei is the edge set based on
co-authorship relations among the node set Vi at timestamp i:

It seems that, there is a correlation between an author’s extent of influence and
his/her number of collaborators or co-authors, since a collaborator always wants to
collaborate with an author possessing a high level of expertise on a specific domain.
Thus, we can safely assume that a higher number of collaborations of an author implies
a higher level of influence. Given an evolving dynamic co-authorship graph
G ¼ fGij1� i� pg, our objective is to identify influential authors from V1 by utilizing
the dynamics of the authors of V1 in the graph G at consecutive timestamps.

3 The Proposed Method

Heat diffusion is the process of propagation of heat from an object having high tem-
perature to an object having low temperature. Heat diffusion has been applied on
various research fields. Belkin et al. [15] have used heat kernel for nonlinear dimen-
sionality reduction. Sun et al. [16] have proposed Heat Kernel Signature (HKS) in
order to detect the repeated structure in a single and a set of shapes. Ma et al. [17]

260 R. Sarkar et al.



have applied heat diffusion for selecting top k candidates for marketing in a static
graph. Here in this work, we have applied the heat-diffusion model based on [17] in
order to address the problem of finding influential authors in the aforesaid evolving
dynamic co-authorship network by considering the heat distribution of the authors in
each consecutive timestamps.

In order to define heat diffusion in a dynamic evolving graph, we have first
explained heat diffusion in initial static graph, i.e., G1:

3.1 Heat Diffusion in Initial Static Graph

At any instance of time t, the heat consumed by a node vj1 (vj1 2 V1) is denoted as fj1ðtÞ
and the node vj1 receives heat from another node vk1ðvk1 2 V1Þ, if there exists an edge
between vj1 and vk1. Therefore, the total heat consumed by vj1 between the time interval
ðtÞ and ðtþDtÞ from all other nodes in the network can be expressed as

fj1 tþDtð Þ � fj1 tð Þ
Dt

¼ a
X

k1: vk1;vj1ð Þ2E1

fj1 tð Þ � fk1 tð Þ� � ð1Þ

In Eq. 1, E1 is the edge set at timestamp 1, and a is the heat-diffusion coefficient
which indicates the rate at which the heat will diffuse.

Equation 1 can be rewritten to find the amount of heat consumed by node vj1 at
time instant ðtþDtÞ in matrix form as below:

f ðtþDtÞ�f ðtÞ
Dt ¼ aHf ðtÞ

or; f ðtþDtÞ ¼ ðf ðtÞþ aHDtf ðtÞÞ ð2Þ

In Eq. 2, H is the heat matrix which has been derived in the following manner:

h^j1k1 ¼
Mj1k1P

l1:ðvj1 ;vl1Þ2E1
Mj1l1

; ðvj1; vk1Þ 2 E1

0; otherwise

(
ð3Þ

In Eq. 3, Mj1k1 is the number of manuscripts that the authors vk1 and vj1 have
written together and E1 is the set of edges at timestamp 1.

Hj1k1 ¼ h^k1j1; k1 6¼ j1
�1; otherwise

�
ð4Þ

Finally, from Eq. 4, we can construct the heat matrix at timestamp 1. The intuition
is to build the heat matrix in such a way that the amount of heat diffusion depends on
the number of collaborations among authors. For instance, author vk1 collaborates with
two authors ðvl1; vy1Þ and has written three manuscripts with vl1 and five manuscripts
with vy1 at timestamp 1. In this scenario, if vk1 diffuses h0 amount of heat then vl1 will
receive ðh0 � 3

8Þ amount of heat and vy1 will receive ðh0 � 5
8Þ amount of heat according

to our Heat matrix in Eq. 4.
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It may be noted that, in this work, all the authors have been considered as the heat
source irrespective of the number of co-authors with whom they have worked.

3.2 Heat Diffusion in Dynamic Evolving Graph

At the end of timestamp 1, every node in the set V1 has consumed some amount of heat
say hm1ð0� hm1 � hsÞ, where hs is the amount of heat which has been given to source
node as input heat. At timestamp 2, the topology has been changed into G2 from G1

due to the introduction of new co-authors (i.e., �V2) and the changes in node connec-
tivity according to the changes in co-authorship relations at timestamp 2. Moreover at
timestamp 2, the old nodes (i.e., the nodes belong to V1) hold some amount of heat that
they have consumed at previous timestamp, and the new nodes (i.e., the nodes belong
to �V2) have zero amount of heat. So at this timestamp, the old nodes act as the heat
source and the amount of heat of each source node will be decayed according to Eq. 5
before applying them into G2 as input heat. Now, we can apply Eq. 2 where heat matrix
has also been updated according to the changes in topology at timestamp 2. This
process will repeat till timestamp p when the graph evolved to Gp.

If an author vki�1 (vki�1 2 Vi�1) consumes hki�1 amount of heat at timestamp i� 1,
then according to Eq. 5, bðhki�1Þ is the decayed heat and cki�1 is the total number of
co-authors of the author vki�1 at timestamp i� 1 and w is a constant greater than zero.

We have divided each timestamp into several equal time intervals Dt ð0\Dt\1Þ.
Therefore, we have repeated the process 1

Dt

� �
times at each timestamp, in order to reach

the heat diffusion into a steady state. At the end, we have calculated influence score for
each author based on the number of authors those have been influenced at each
timestamp. Influence score has been described in the following definition:

bðhki�1Þ ¼

hki�1 � hki�1
cki�1

; hki�1 � 0 and the number of manuscripts of the author is

less than average number of manuscripts among his = her co� authors at time

stamp i� 1

hki�1 � hki�1
w ; hki�1 � 0 and the author has no co� author at timestamp i� 1

hki�1 ; otherwise

8>>>>>><
>>>>>>:

ð5Þ

Definition (Influence Score)

Influence score of a node vk1 (vk1 2 V1) is used to measure the influence ability of that
node. So, the influence score of an author vk1, i.e., ISðvk1Þ has been calculated using the
following equation:

ISðvk1Þ ¼
Xp
i¼1

ðINðvk1ðiÞÞ
ni

� logð10þ iÞ
10 Þ ð6Þ

In Eq. 6, INðvk1ðiÞÞ is the number of authors which are influenced by author vk1 at
timestamp i and ni is the total number of authors at timestamp i.

262 R. Sarkar et al.



Algorithm for heat diffusion in a dynamic evolving graph has been described in
Algorithm 1. It generates the influence score for the author who has been taken as input
heat source Hs. The following section narrates the experimental results.
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4 The Experimental Results

In this section, we have demonstrated our experimental results and their evaluation to
measure the effectiveness of our proposed method.

4.1 Dataset

We have applied our proposed algorithm on a co-authorship network called DBLP-
citation-network V6 which has been taken from www.arnetminer.org. This dataset
contains 2,084,055 papers up to 29/09/2013. We have built three different dynamic
co-authorship networks of varying size, based on the co-authorship relations from 2010
to 2012. We have assumed that if an author collaborates with another author (i.e., a
co-authorship relation), then they have common interests in a research domain. This
assumption holds transitive property up to a certain predefined depth d. Initially, V1

contains the set of authors of a randomly selected paper from the year 2010. Then, we
have added some new authors to V1 based on the co-author relationship with previously
selected authors. This process is continued up to a depth d for their paper published in
2010. V2 consists of the authors from V1 and some new authors collaborated with the
authors of V1 in the year 2011. V3 has been constructed similarly for the year 2012 from
V1.

4.2 Experimental Evaluation

We have obtained the influence score of an author, considering the said author as the
input heat source Hs to our proposed algorithm, one author at a time. The influence
score depends on the number of co-authors who have been influenced by the source
author at each consecutive timestamps. If h0 is the amount of heat given to Hs, then Hs

will influence a node vki in timestamp i if the amount of heat consumed by vki is greater
than a threshold th; th ¼ h0

ni
, where ni is the total number of nodes at timestamp i.

To measure the efficacy of our proposed method, we have divided the author’s
influence score into three classes (low influencer, mid influencer, and high influencer)
as well as two classes (low influencer and high influencer). For this purpose, we have
considered the entire range as ðl� 3 � rÞ to (lþ 3 � rÞ where l is the mean, and r is
the standard deviation. We have taken the ranges for the three classes scenarios as: low
influencer (ðl� 3 � rÞ to ðlþ rÞ), mid influencer (ðlþ rÞ to ðlþ 1:8 � rÞ), and high
influencer (ðlþ 1:8 � rÞ to ðlþ 3 � rÞ) and for the two classes scenario as: low
influencer (ðl� 3 � rÞ to ðlþ 1:5 � rÞ), and high influencer (ðlþ 1:5 � rÞ to
ðlþ 3 � rÞ) for both author’s influence score and author h-index score.

We have taken the h-index as the ground truth and this has been derived from the
total citation count and the number of publications of each author. It's ranges have been
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described previously. The h-index values are not normally distributed. For this reason,
we have transformed the data by the following manner [18] as shown in Eq. 7.

In Eq. 7, c h�indexð Þ is the transformed value of h-index and k is a vector which
defines the transformation.

c h�indexð Þ ¼
h�indexkð Þ

k ; for k[ 0
log h�indexð Þ; for k ¼ 0

(
ð7Þ

As shown in Table 1, for dataset 1, the precision value of “low influencer” class is
greater than the other two classes which implies that more number of authors in “low
influencer” class have been correctly classified, out of the total number of authors who
have been classified as “low influencer” class based on author’s influence score.
Similarly, a higher recall value for “low influencer” class indicates that a higher number
of authors have been correctly classified, out of total number of relevant authors
assumed as “low influencer” based on h-index value. We have observed that the
number of authors that belong to “low influencer” class is significantly higher than that
of the other two classes. It seems that, if the number of classes is high, more data from
the rest two classes (i.e., “mid influencer” and “high influencer”) are required to obtain
the desired level of accuracy. It may be the reason that our proposed algorithm has
given an overall accuracy in the range of 0.67–0.69 (as shown in Table 1) for three
class scenarios and that for two class scenarios, it has been raised in the range of 0.90–
0.93 (as shown in Table 2) which is quite satisfactory. The confusion matrix for
Dataset 1 has been shown in Fig. 1. Due to the limitation of space, we have not shown
the confusion matrices for other datasets.

To evaluate the ranking capability our proposed algorithm, we have shown in Fig. 2
that the major portion h-index value passes through the Bollinger band of the influence
score. In this Bollinger band, lower band is (man � k � rnÞ and the upper band is
(man þ k � rnÞ, where man is the n period moving average, and rn is the n period

Table 1. Experimental results for three class scenarios

Dataset no. Class name Precision Recall Overall accuracy

Dataset 1 Low influencer 0.73 0.79 0.69
Mid influencer 0.64 0.55
High influencer 0.55 0.67

Dataset 2 Low influencer 0.62 0.76 0.67
Mid influencer 0.75 0.60
High influencer 0.58 0.64

Dataset 3 Low influencer 0.78 0.74 0.68
Mid influencer 0.53 0.59
High influencer 0.56 0.56
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standard deviation of author’s influence score which has been sorted according to the
h-index value. The values of n and k are taken as 15 and 2, respectively. We have not
shown the Bollinger band for other datasets due to the limitation of space. According to
Fig. 2, almost all the parts of h-index value pass through the Bollinger index.

5 Conclusion and Scope for Further Work

Here in this work, we have developed a heat diffusion-based method to detect
influential persons in social network. Our proposed method can handle a network
which evolves dynamically. The topology of this network constantly changes with time
by the introduction of new nodes and edges and the deletion of existing edges based on
the current topology. Our proposed method has some distinctive features. First, the heat

Table 2. Experimental results for two class scenarios

Dataset no. Class name Precision Recall Overall accuracy

Dataset 1 Low influencer 0.96 0.96 0.93
High influencer 0.58 0.55

Dataset 2 Low influencer 0.96 0.96 0.93
High influencer 0.54 0.57

Dataset 3 Low influencer 0.95 0.94 0.90
High influencer 0.55 0.58

Fig. 1. Confusion matrix for dataset 1
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matrix changes dynamically in accordance with the topology of the network at each
consecutive timestamps. Second, the amount of heat consumed by each node in Gi�1

has been considered as the heat source for the next timestamp (i.e., Gi) except the first
timestamp where the input heat is being given to the heat source externally. Third, the
method is not dependent on the amount of heat given to heat source initially, since the
threshold value will get updated according to the amount of initial input heat and the
threshold value also changes dynamically. Finally, if an author vki does not collaborate
with any other author at timestamp i, then instead of wasting the heat, the author vki will
just preserve his or her previously consumed heat and then it will get used in later
timestamp when he or she will collaborate with someone. However, our proposed
algorithm cannot deal with negative influence, since it is based on heat-diffusion model
where the amount of heat can never be negative. In addition to that, we need to know
the position of two nodes to measure the amount of heat diffuses from one node to
another node. Since it is hard to derive exact position of two nodes in a social network,
we have assumed that the graph is an underlying manifold of social network [17].

The experimental results show the novelty of our proposed approach. We can
further extend our work by predicting the h-index value of an author. We can also try to
build a model which can handle a dynamic heterogeneous network. Extracting the most
influential set of authors in a co-authorship network can also be considered as a
probable future work.
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1 Introduction

Movie industry has turned huge today, with a lot of money put at stake by the producer.
Along with this, marketing strategies can be planned and improved dynamically
according to the sentiments of the users available through their reviews on prerelease
events like trailer, music launch, and other promotions. Better marketing can guarantee
the producer at least a good opening whatever the story might be. This is where
sentiment analysis [1] becomes useful. Analyzing the sentiments of the reviews has
been worked upon since long, and the algorithms for sentiment polarity classification
used include tf-idf [2], word2vec [3], and doc2vec [4].

Doc2vec provides pretty high accuracy each time, considering the area of sentiment
polarity classification. But there are two limitations to it, namely, high space com-
plexity to store paragraph vectors and high running time. In this paper, both these
limitations are overcome by using a modified approach built on top of word2vec
algorithm, which improves the classification accuracy considerably as compared to
word2vec and gives comparable and sometimes even better results than doc2vec [4].

In this paper, in the first phase, gross is predicted by taking the attributes that the
producers have, just after finishing the shooting of the movie, which can help them to
plan the marketing strategies initially. In the second phase, sentiment analysis of the
prerelease reviews is done at regular intervals using our proposed modified approach on
word2vec and is compared with other techniques, which will help producers to plan
and change their marketing strategies later on and will guide the distributors as to
which movies are worth investing, considering the interest of people.

The rest of the paper is organized as follows. In Sect. 2, previous and related works
are discussed, which are employed in the model. In Sect. 3, the implementation of the
gross prediction is discussed followed by the implementation of sentiment analysis on
the user reviews of movies in Sect. 4. In the same section, details of our new approach
to improve the classification accuracy of word2vec vectors are given. The conclusion
and possible future work are mentioned in Sect. 5.
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2 Related Work

While a lot of work has been done in movie prediction in terms of hit or flop [4, 5],
what actually matters to the producer is the profit that he earns on the movie. The
proposed model in this paper is created using various machine learning techniques for
classification. First, the data obtained from Internet Movie Database (IMDB) [4] are
cleaned using techniques of binning, global value replacement and are combined into
one file [6]. The techniques then used for classification include decision trees [6],
random forest classifier [6], gradient boosting [6], Gaussian Naïve Bayes [7], logistic
regression [8], and linear Support Vector Machine (SVM) [7].

The second phase focuses on sentiment analysis of movie reviews. Formerly, the
major focus was on the analysis of the reviews after the release of the movie, whereas
we focus a very different practical application that helps a producer as well as a
distributor to increase their profits [5]. While sentiment analysis is done at word-level,
phrase-level, and document-level, our focus is on document-level sentiment analysis as
we want to delineate the sentiment of one entire movie review at once. For that, initially
we model the words into vectors by utilizing various vectorization techniques like term
frequency-inverse document frequency (tf-idf) [2], word2vec [3], and the latest
doc2vec [4] utilizing paragraph vectors. In this paper, the expected rating obtained by
Potts [9] is integrated on top of word2vec into the final vectors, which is utilized as
input to various classifiers used in the first phase along with neural networks [10] and
stochastic gradient descent [7]. As the expected rating obtained by Potts is signed, i.e.,
is negative for negative sentiment words and vice versa, this approach will be beneficial
to sentiment polarity classification problems.

3 Proposed Model for Gross Prediction

This section focuses on the preparation of the model before the release of the movie.

3.1 Data Collection and Preprocessing

The data are collected from the open source repositories by imdb.com. All the files are
available as X.list files, which are preprocessed and converted in the required form. The
data use the following attributes for model preparation (Fig. 1):

• Actors’ list
• Actors’ popularity
• Director’s popularity
• Genre
• Budget
• Release year
• Gross
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Gross attribute is utilized as a training element for the model. All the above data are
converted in the form of a.csv file. Next, preprocessing of the data aggregated is done.
The preprocessing workflow is shown in Fig. 2.

In addition to the workflow shown in Fig. 2, genres attribute is also preprocessed
by splitting and considering an optimized set of genres, which gives better classifica-
tion results without increasing dimensionality much. Now, the term profit is subjective
for different producers. But, one thing that the distributors as well as producers have
their eye on is the ratio of Gross attribute to that of Budget as everyone wishes to
recover what they spent and earn profit in its multiples.

Thus, using the above logic, a new attribute “Norm_Gross” is created that would
act as our target attribute to be predicted, i.e., the ratio of “Gross” attribute to that of
“Budget” attribute. This would as a result be an attribute with continuous distribution.
But it can be modified to be distributed in different classes to estimate commercial
success at the very beginning.

(1) Considering four classes

• Class 0: Range [0, 0.5)
• Class 1: Range [0.5, 1)
• Class 2: Range [1, 5)
• Class 3: Range [5, ∞)

(2) Considering three classes

• Class 0: Range [0, 1)
• Class 1: Range [1, 5)
• Class 2: Range [5, ∞)

Outliers tend to distort the model by overfitting. If the value of Norm_Gross is
greater than 5, this value corresponds to an extraordinary or overwhelming success,
which cannot be accounted for previously. Hence, these are outliers and are to be
removed before applying modeling to the dataset. Thus, class 3 can be omitted from
way number 1 of classifying and class 2 from way number 2 of classification. But just
to ensure that the removal of outliers yields better results, the accuracy of a model is
tested on it.

Fig. 1. “Gross prediction” model workflow
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3.2 Modeling

Here, we use a subset (around 5,000 instances) which is obtained from the big data split
into various X.list files. The first algorithm that was implemented is logistic regression,
followed by Gaussian Naïve Bayes’ algorithm, decision trees, random forest classifier,
gradient boosting, artificial neural networks, and support vector machine. The
parameters of the algorithms are kept as the default as obtained from the scikit-learn
library available in python. The accuracies obtained are shown in Table 1.

As evident from Table 1, random forest classifier gives the highest accuracy, both
for three classes and two classes. Also, it is easy to implement random forest classifier
in distributed systems environment which will be useful when data are very large to
analyze. Thus, the model obtained by it is considered along with its accuracy.

4 Proposed Review Model

Now, the sentiment analysis part of our technique is focused that will aid the producers
to improve their marketing strategies catering to the user requirements. The workflow
diagram is shown in Fig. 5 (Figs. 3, 4).

Table 1 Gross prediction accuracies by various classifiers

Algorithm Three classes [0–0.5, 0.5–1, 1
+] (%)

Two classes [0–1, 1
+] (%)

Decision tree 60.62 76.37
Random forest 67.72 78.74
Gradient boosting 66.14 77.95
Gaussian Naïve Bayes 50.39 62.99
Logistic regression 56.69 59.05
Support vector machine
(kernel = “linear”)

53.54 62.20

Fig. 2. Preprocessing workflow
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Fig. 3 Review model preparation

Fig. 4 Modified approach to word2vec
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4.1 Data Collection and Preparation

The review corpus is taken from Large Movie Review Dataset, available from Stan-
ford.edu [1]. It contains 25,000 labeled polar reviews for training and 25,000 for
testing. Along with this, there is also unlabeled data available for use. This data is
already preprocessed removing extra spaces and other delimiters. Emoticons are not
considered in the model for now but they may be included in future work.

4.2 Vectorization

Here, the application of various techniques used for vectorization, including tf-idf,
word2vec (both standard and modified), and doc2vec, is discussed.

For tf-idf, 25,000 rows are obtained in the co-occurrence matrix and the unique
words in the training corpus will act as features. After removing most occurring and
least occurring words (features) from the dataset, around 18,000 unique words are left,
which will be the dimensionality for each row (document). Next, doc2vec is applied.
The paragraph vectors are trained using 100 dimensions of the feature vectors. Dif-
ferent variants of doc2vec are used, i.e., the distributed bag-of-words (PV-DBOW),
averaging of the word vectors and concatenation of the word vectors. The vectors are
built using all training data, testing data, and unsupervised data as well. Now, these
vectors are input to various classifiers, and the accuracies obtained are shown in
Table 2. Followed by doc2vec, standard word2vec’s two variants [3] are applied.

Proposed approach. Traditional model of tf and tf-idf does not capture the information
about the context. Thus, they are in essence incapable of predicting any novice review
even if it uses all the words from the trained model. This becomes even difficult when
the review is written in a sarcastic tone. Also, word2vec algorithm can predict words
pertaining to the particular topic. But for the sentiment classification, words in the same
topic may be adhering to different emotions, i.e., both positive and negative. Also
word2vec algorithm models vectors of words “good” and “great” nearby each other.
But they have different intensities. This can be captured by incorporating the expected
rating by Potts [9], in which negative words lie away from the positive ones as they
have negative signed expected rating. Also, mod weights, i.e., expected ratings, are also
taken into account.

This is implemented for both the variants of word2vec, i.e., continuous
bag-of-words and skip-n-gram technique. The technique is delineated out in steps as
follows:

• Obtain word vectors using word2vec and store them.
• Multiply each of the word vectors with the corresponding weights as obtained by

Potts [9]. This multiplication is done in two ways:
– First, just multiply the mod weights.
– Second, multiply weights along with their polarity signs.

• Apply classification algorithms for sentiment classification using the modified
vectors.

The accuracies obtained by using this technique shows great results with word2vec,
giving accuracies comparable to doc2vec for Stanford dataset. Now, word2vec takes

274 Y. Parikh et al.



less amount of space to store the vectors, and the time taken by classifiers is also
considerably low. The running times are shown in Table 3 for reference. Also, the
accuracies obtained by different classifiers are shown in Table 2, for both the variants
of word2vec and even for tf-idf. Results obtained before and after the inclusion of
expected rating are included for comparison. The accuracies have shown considerable
improvement as shown.

In Table 3, it can be observed that training the vectors of words obtained using tf
and tf-idf takes significantly large time to fit in the classifiers when compared to both
word2vec and doc2vec. This is because of its dimensionality.

Also, doc2vec vector representations need paragraph vectors along with the word
vectors whereas word2vec vectors are just word vectors. Thus, the space complexity is
definitely reduced by using word2vec vectors in place of doc2vec vectors. Also, for
predicting a new review’s analysis, doc2vec needs to generate a paragraph vector
unique to that review and then analyze its sentiment in contrast to word2vec vectors
that just need vector representations of words, and analyzes the review by concate-
nating them. This even reduces the time required for sentiment analysis. Thus,
word2vec is better than doc2vec in terms of space and time complexity. Our approach
built on top of word2vec vectors gives two major advantages:

• It outperforms doc2vec in most cases and gives comparable accuracies in others.
• Running time is significantly low as compared to doc2vec, as we do not have to

create a new paragraph vector to predict each of the new reviews, only word vectors
are required for analysis, which is also depicted in Fig. 5.

For comparison, the same technique is used to classify reviews as positive and
negative on Pang and Lee’s dataset [11]. This dataset consists of 2000 reviews in all,
with 1000 positive reviews and 1000 negative reviews. The ratings were determined
from the star-ratings explicitly given by the users on IMDB while mentioning their
reviews. For a 5-star rating system, reviews with 3.5 stars and above are considered
positive reviews and 2 stars and below are considered negative reviews.

The accuracies obtained for some of the classifiers are shown in Table 4 for
comparison. The execution time to specifically convert test documents to vectors is
around 43.49 s for doc2vec for the initial phase and 1426.307 s for 10 iterations
(performed so that the order of reviews does not affect the paragraph vectors) which is
very high when compared to our proposed approach, which takes only 2.59 s for
vectorization of Pang and Lee dataset.

Paragraph vectors in doc2vec technique are built on top of word vectors obtained
by word2vec technique through incorporating context of the document. The paragraph
vectors require a space complexity proportional to O(n * |V|) where n is the number of
documents (here review files) and |V| is the size of the input vocabulary; whereas the
space complexity for word vectors is proportional to O(|V|). Our approach maintains
the space complexity proportional to O(|V|) as it is essentially a word vector repre-
sentation. The time complexity of our modification applied on top of word2vec tech-
nique has time complexity linear to that of the size of the input vocabulary. And the
time complexity of word2vec technique varies quadratically with the size of input
vocabulary. Thus, the time complexity remains the same as word2vec, remaining less
than doc2vec technique whose time complexity even depends on the number of the
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input documents (here review files). Thus, our approach achieves both better time and
space complexity as compared to doc2vec and still achieves better results. The F1
scores for precision and accuracy obtained for our modified approach are 0.88 and
0.896, respectively, for LSVM classifier on skip-n-gram variant combined with polar
weights, which gives an F1 score of 0.89. The running times comparison for different
techniques and two classifiers is depicted in Fig. 5, which shows considerably less
running times for our modified approach as compared to both the variants of doc2vec.

Thus, after predicting the reviews polarity, the producers can figure out whether the
movie is reaching out to the people in a positive way or not. Accordingly, producer can
change his marketing strategy to improve the perception of people towards the movie
and thus can expect better returns on the movie. This can be done in multiple phases
before the release of the movie, so that at least producer can be assured that the movie
will get a proper opening. Along with this, the distributor can also benefit by ordering
more or less number of prints of the movie catering to people’s requirements.

Fig. 5 Running times comparison for our approach and doc2vec for logistic regression and
linear SVM classifiers

Table 4 Accuracies comparison of doc2vec and our modification applied to word2vec
(in percentage) for LSVM classifier

Doc2vec Proposed approach

Stanford dataset 88.708 89.01
Pang Lee dataset 86.75 87.4
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5 Conclusion and Future Work

The results for predicting the gross for the IMDB data are presented here. The best
possible classifier, i.e., random forest classifier, is used for gross prediction. Then
sentiment analysis on the user reviews is done and sentiment polarity classification is
obtained using various classifiers, along with the accuracies provided for each of them,
and their running times. Along with this, our approach is discussed, and accuracies
obtained using that approach were comparable to doc2vec approach. Our technique is
also tested on Pang and Lee’s dataset, and the accuracies are presented. Better accuracy
with less time complexity and less space complexity was obtained. It is tentatively
concluded that producer can thus change his marketing strategies according to the user
reviews and thus increase the profit for the movie and as a result the gross.

The future work includes integrating reviews from all social media possible, like
Twitter, YouTube, etc. Also, the model can be extended to distributed systems.
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1 Introduction

Increase in the usage of wireless services and applications, limited availability of
spectrum, and spectrum scarcity problem increase created demand of spectrum. The
reports of federal communications commission (FCC) explained that the allotted
spectrum was not utilized efficiently [1, 2]. All situations resulted in the development of
cognitive radio technology. The cognitive radio allows the secondary users (SU) to use
licensed spectrum when it is not used by the users to which it is actually allocated. The
users which are allocated the spectrum have high priority known as primary users (PU)/
licensed users. The users which try to use the spectrum when the spectrum is vacant
have low priority and are known as secondary/unlicensed users [3–8]. One of the
important functions of CR is finding the presence of PU. For that spectrum, sensing
plays a key role [8]. Energy detection scheme technique is used for spectrum sensing
because it has fewer complexes and no need of prior information about primary users in
this technique. The two important parameters which measure the performance of
spectrum sensing are probability of false alarm Pfa

� �
and probability of detection Pdð Þ.

Pd is the probability with which PU is correctly detected; it should be as high as
possible for sufficient protection of PU. Pfa is the probability of falsely detecting
primary signal which is actually noise signal; it should be as low as it can be done to
improve the efficient usage of licensed spectrum. SU can access licensed spectrum
using two methods: opportunistic spectrum access (OSA) [4] and spectrum sharing
schemes [6]. In OSA scheme, the SU are allowed to use the licensed spectrum when it
is idle, whereas in spectrum sharing scheme, SU allocation is independent of the status
whether it is idle or busy [6]. In this case, SU have to adjust the transmission power
values not to disturb the PU communication [5].

In the energy detection technique, the average value of energy of the received
signal is compared with detection threshold k for finding the position of target. If k is
high, then Pd decreases that may interfere the primary user communication. If k is low,
then Pfa increases that cause the reduction of efficient utilization of idle spectrum which
is allotted to some users. The value of k is calculated by fixing Pfa and Pd values in
CFAR and CDR principles, respectively. If sufficient protection for primary users is
considered as primary concern, then CDR principle is used. But sometimes because of
the overprotective nature of CDR principle, PU communication is prohibited even
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in situation where distance between CR location and PU is more [3, 5, 6]. Because of
this, CR misses good transmission opportunities which lead to an inefficient utilization
of the licensed spectrum. The authors in [3] worked on an approach in which the
critical distance is calculated based on the signal-to-interference-plus-noise ratio cri-
terion, while authors in [6] used a criterion in which a given distance of SU from PU is
considered as the critical distance at which the Pd in CFAR principle equals to the
chosen Pd of CDR principle. The authors [5, 7, 8] further extended the works of [3, 6]
to opportunistically use the distance of SU and PU in improving utilization of licensed
spectrum. This article efficiently uses the hybrid approach of [3, 6] to enhance the
throughput of CR system while sufficiently protecting the licensed users.

Finding the distance between PU and CR is an important task. The proposed
approach considers that the position of PU is on the cell boundary. PU is located on the
cell boundary where it is very closer to SU transmitter. Critical distance is calculated
using critical SNR (SNRC) at particular value of threshold k where both CDR and
CFAR principles are considered. After finding dc value, minimum power Pminð Þ
obtained at a sensing node is calculated when the separation is of dmin ¼ dc þR, where
R is the range of primary cell. Under the energy detection technique whenever CR
detects that the signal power received from the primary transmitter Pð Þ�Pmin), it is
considered that the separation of secondary transmitter and primary receiver dð Þ is less
or equal to the value of dmin; and the reverse also considered. For case P�Pmin, mean
distance is less then CDR–OSA scheme which should be used. For P\Pmin, there is no
interference to PU; so, here spectrum sharing can be used. The CR working under this
proposed approach improves the throughput than the other approaches where CDR
principle is used blindly.

2 Analysis of CDR, CFAR Principles, and CDR–OSA
Scheme

The noise and PU signals are taken as circularly symmetric complex Gaussian (CSCG)
signal and phase-shift-keying signal, respectively; as a consequence, Pd and Pfa are
given as [3]

Pfa ¼ Q
k
r2u

� 1
� � ffiffiffiffi

N
p� �

ð1Þ

Pd ¼ Q
k
r2u

� SNRp � 1
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
2SNRp þ 1

s !
ð2Þ

In CDR principle, probability of detection is taken as constant, i.e., Pd ¼ Pd
� �

:

From Eq. (1) threshold kð¼ kdÞ is as follows:
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kd ¼ r2u Q�1 Pd
� � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNRp þ 1

N

r !
þ SNRp þ 1

 !
; ð3Þ

whereas in CFAR principle, Pfa is taken as constant, i.e., Pfa ¼ Pfa
� �

. From Eq. (1),
threshold k ¼ kfa

� �
is calculated as

kfa ¼ r2u

ffiffiffiffi
1
N

r
� Q�1 Pfa

� � !
þ 1

 !
ð4Þ

Transmission rates C00 and C01 for a CR system using frame structure of [4] are
given by [4]

C00 ¼ log2 1þ Prs

r2u

� �
¼ log2 1þ SNRsð Þ ð5Þ

C01 ¼ log2 1þ Prs

r2u þPPr

� �
¼ log2 1þ SNRs

1þ SNRp

� �
; ð6Þ

where C00 and C01 are transmission rates of CR when target channel is detected as idle
under H0 and H1, respectively. Prs; SU is the power received at its receiving end, and
SNRs is corresponding SNR. In case of CDR-based OSA scheme, Prs which uses the
fix value of transmission power Ppre is given by

Prs ¼ c � Ppre � 1
drss

ð7Þ

Here, dss is the separation of secondary transmitter and its receiver, r is the path loss
exponent, and c is a constant term. Total throughput of CR system with CDR–OSA
approach is given as

CCDR�OSA ¼ T � s
T

� �
P H0ð Þ 1� Pfa;CDR

� �
C00

þ T � s
T

� �
P H1ð Þ 1� Pd

� �
C01

ð8Þ

Analysis of one fact causes the reduction in efficiency of CR system in CDR
principle:

By observing Eq. (3), to maintain the target probability, the threshold kd decreases
as the SNR of the obtained PU at the sensing node SNRp

� �
is reduced for known values

of N and r2u. The transmission power loss of the PU can be given by the following
equation:
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Pp ¼ Pt � K � d0
d

� �r

; ð9Þ

where Pt is the transmission power from PU, Pp is the received power of sensing node
from the PU, d0 is the reference distance, d is the separation of PU from sensing node, r
is the pathloss exponent, and K is the constant which is dependent of free space and
antenna characteristics pathloss up to distance d0. From Eq. (9), the SNRp can be
written as (Fig. 1)

SNRp ¼ Pp

r2u
¼ 1

r2u
� Pt � K � d0

d

� �r

ð10Þ

3 The Proposed Approach

The PU network is assumed in this paper which has one fixed primary transmitter
serving as a base station. The service range of primary transmitter is R (Fig. 2) [3].

The proposed approach is given in Fig. 1 in which SU first computes its distance
dps from primary transmitter [3]. dps is used to calculate the distance d of primary
receiver from CR transmitter as

d ¼ dps � R ð11Þ

After knowing the value of distance d, it is compared with a critical distance dc;
here, dc is the distance between receiver and transmitter at SNRc for particular value of
k.

Consider a threshold value such that kd ¼ kfa (means CDR and CFAR both the
principles are considered), then the number of samples becomes as [2]

Fig. 1. Assumed system model for proposed approach [3, 5–8]
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N ¼ 1
SNR2

p
Q�1 Pfa

� �� Q�1 Pd
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2SNRp þ 1
� �q� �2

ð12Þ

From the above equation, for the low values of SNRp; it is assumed
2 � SNRp þ 1
� � ffi 1; then N can be reduced to

N ¼ 1
SNR2

p
Q�1 Pfa

� �� Q�1 Pd
� �� �2 ð13Þ

Critical value of SNRp (i.e., SNRc) is written as [6]

SNRc ¼
Q�1 Pfa

� �� Q�1 Pd
� �

ffiffiffiffi
N

p
� �

ð14Þ

To make the proposed approach simple, it is considered that hidden terminal
problems are neglected at sensing node. Using Eqs. (10) and (14), critical distance is
calculated as [6]

dc ¼ d0½r
2
u � SNRc

PtK
�1r ð15Þ

Fig. 2. Flowchart representation of the proposed approach
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After calculating critical distance dc, the distance dmin and the corresponding power
Pmin are obtained as follows [3–6]:

dmin ¼ dc þR ð16Þ

Pmin ¼ c � Pp � 1
drmin

ð17Þ

The SNR corresponding to Pmin i:e:; SNRpmin
� �

can be written as

SNRpmin ¼ Pmin

r2u
ð18Þ

The proposed approach can be explained with the help of flowchart in Fig. 3 as
follwos: During sensing, where condition of P�Pmin exists, CDR–OSA scheme of
spectrum access is used for accessing licensed spectrum. In case of P\Pmin where
d[ dc and probability of sufficient protection for PU communication is more, the CR
uses spectrum sharing to access the spectrum. This paper basically uses the approach of
[3, 6] in a hybrid manner. Throughput of CR using spectrum sharing scheme is given by

CCFAR ¼ T � s
T

� �
P H0ð ÞC00 þ T � s

T

� �
P H1ð ÞC01 ð19Þ
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4 Results and Analysis

For simulation, the parameters are taken as follows: Total frame duration T = 100 ms,
frequency of the target channel is 60 MHz, P H1ð Þ ¼ 0:2; path loss exponent r = 4.2,
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sensing time s = 14.2 ms, PU power of transmission Pp is 1 W, SU transmission
power Pt = 0.1 W, and gains of antenna both sides are taken as unity.

Figure 3 plots the variations in the throughput of CR in the approach where CDR
principle is used blindly with respect to d for different values of r. As the value of
pathloss r increases, throughput of CR is increased. Figure 4 plots the comparison of
throughput of proposed approach with that of approach where CDR principle is used
blindly with respect to d. For d[ dc; the proposed approach which opportunistically
adopts spectrum sharing scheme which gives better throughput. Figure 5 plots the
variation of throughput of CR in CDR principle and that of proposed approach for
different values of Pfa. It shows that as Pfa is decreased, the throughput is increased.

5 Conclusion

In the proposed approach, required benefits are taken from both OSA scheme and
spectrum sharing scheme. The proposed approach is better than the techniques in which
CDR principle is used blindly or in which both CDR and CFAR principles are used in
other cases. This approach shows efficient results with respect to the distance between
primary receiver and sensing node.
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1 Introduction

The advancement of technology has made all-round inroads in the daily life of man-
kind. One of the recent is the Internet of Things (IoT) [1] which provides connectivity
for everything and everyone. In this era of technology, human beings are becoming
more and more dependent on Internet for Things in order to maintain their routine
household works like running and controlling gadgets like TV, fridge, pump, etc.
Automation is now the order of the day and more so because people are often running
after hectic work schedule outside their homes and more often than not leaving behind
elderly and sometimes physically challenged parents and/or small children. It is often
frightening to even think how shall they open or close the doors while felt necessary or
switch off microwave oven which the ones who had gone out forgot to do in a hurry.
With these problems in mind, this paper illustrates a framework to use wireless tech-
nology to design home automation system with sensors by which the household
electrical/electronic gadgets can be controlled from any place, inside or outside,
through a smartphone app or a website. The bot, with camera to look into every detail
of the house, designed for the purpose of live streaming also, eliminates the placement
of several CCTV cameras needed at every other corner of the house thereby reducing
the cost. This paper also introduced sensors for health monitoring as well as for
surveillance purposes in their proposed system. The temperature [2] and LPG [3]
sensors are also incorporated to sense any kind of gas leakage and fire. The temperature
sensor shall also be used for controlling the room temperature that is suitable for the
ailing persons and/or the children at home. In the proposed system, sensors (Body
temperature and blood pressure [4]) can also be attached to any patient’s body so that
his/her health conditions can be monitored at any point of time. Physically challenged
person can advantage of this system, they can control entire house and monitor it
without movement. Elderly person can monitor their health on their own also when
they are living alone at the same time they can do certain jobs efficiently using this
system.
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2 Related Work

From the available literature, it is noted that the technologies being used are mostly
wired which are simple to implement but may cause various problems in future, if not
properly executed according to plan and built during the construction; further, due to
lots of overheads, the overall cost of the system gets increased. And till now, it is
recorded that wireless systems are available which are based on Bluetooth [5]. Blue-
tooth can give the advantages of wireless systems but it has a major drawback in the
application due to a limited range (approximately 10 m); thus using Bluetooth it is not
possible to control an entire house or building sitting at the same position or from a
distance outside the house. Moreover, all the available systems are dedicated to one
single purpose, i.e., either health monitoring [6, 7] or home automation [8–10]. Using
different modules and operating them simultaneously naturally adds to more overhead
cost.

In [11], the author has proposed a Zigbee-based home automation system which
provides a wireless home automation where a common home gateway has been inte-
grated with a Wi-Fi [12] system. This provides a remote control access to the home
appliances within a close proximity.

A Bluetooth-based home automation system is proposed in Piyare and Tazil [13]
which includes Arduino BT board which is communicating to the cell phone, use of
Bluetooth enlarges the range (approximately 10 m) of control.

In the paper [14], the author has proposed a health monitoring system through
behavioral pattern.

In the paper [15], the author has proposed a health monitoring system using an
incremental diagnosis method (IDM) including wearable sensors, through which any
health problem can be diagnosis at an early stage of occurrence.

This paper describes a system which could overcome certain limitations encoun-
tered in abovementioned research papers. In [11] and [13], both are wireless systems
but Zigbee and Bluetooth can provide a certain range limiting its access control,
whereas this paper incorporates the technology of Internet of Things which overcomes
the problem of area limitation, as the system can be operated through Internet, anyone
can operate this through anywhere, but with complete user ID and password security.
In [14], the proposed health monitoring system is based upon human behavioral pattern
which sometimes may provide faulty prediction whereas use of sensors in [15] can
overcome that, but it can be only monitored by the patient/aged person or someone who
is near to them, but if they are living alone their physical condition cannot be monitored
by their concerned family member sitting at a remote side; so use of IoT can resolve
this issue. This paper proposed a system which has combined both the health moni-
toring and home automation system which can give an ease of living to the senior
citizen or aged person in the home as well as people going outside of the home they can
monitor their house using IP camera [16] mounted on Arduino bot, they can get live
video streaming through which person can monitor their house from anywhere. So,
overall this proposed system is cost-effective, flexible, and easy to use.
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3 Proposed Framework

In Fig. 1, the framework has been represented. It has been built upon a four-layer
architecture. The four layers, which are created on the basis of their area of operation,
are user layer, service layer, link layer, and physical layer. The working process of each
layer is described as follows:

User Layer: It is the topmost layer of the architecture where the user sits. Figure 2
shows the flowchart of this layer’s functionalities. The app and the website is the
interface through which the user interacts with the server. The basic operations of this
layer are login and sign up. Once the user is successfully logged in, he can monitor the
sensor data and video stream simultaneously and also can send control signals to the
server to move the bot or change the status of any switch.

Server Layer: This layer consists of two servers, a webserver and a database server
with a centralized database. It is the core part of the framework. It works as a two-way
communication channel as shown in the flowchart in Fig. 3. It takes data from both
user layer and link layer. It also sends data to these layers. The data coming from the
user layer (user’s personal information or switch, bot state) is processed by the web-
server and then stored inside the database, at the same time the sensor data is also
fetched from the database. The data coming from link layer which is mainly sensor data

Fig. 1. Layered architecture of proposed framework
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is also processed at the webserver and after finding the corresponding user, the data is
stored for that particular user. The videos stream is directly passed from the webserver
to the user; no database activity is involved here.

Link Layer: This layer is client-side network. The main components of this layer are
the Wemos [17] and the router. The Wemos connects the local router to gain access to
the Internet. It reads the sensor data from the physical layer and sends this data to the
server layer via Internet (using the router). Simultaneously it also reads the bot and

Fig. 2. Flowchart of user level functionalities

Fig. 3. Flowchart of serer level functionalities
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switch state from the centralized database at server layer for a particular user for which
it is programmed for. After reading these states, the Wemos sends control signals to the
hardware components at the physical layer accordingly. Functionalities of this layer
have been shown in the flowchart in detail in the Fig. 4.

Physical Layer: This is the last layer where all the physical hardware components
reside. The sensors at this layer send the data to the Wemos at link layer whereas the
relay board [18] and the motor driver [19] only receive control signals. The control
signals received by the relay board controls the switchboard and the signals received by
the motor driver controls the movement of the bot (Fig. 5).

Fig. 4. Flowchart of link level functionalities

Fig. 5. Flowchart of physical level functionalities
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4 Implementation

Figure 6 is the actual image of the bot. The base of this bot has been made using a
metal chassis; Chassis is a mechanical assembly for making a four-wheel drive plat-
form. Four motors for four wheels are fixed to the chassis and the wheels are fitted to
the DC geared motors. Motor driver (L298 N) is attached on the top surface of chassis
they are connected to the motor to control the car directions. There is an attached
Wemos which is connected to the motor driver. Temperature and humidity sensor have
been attached with the Wemos. The IP camera is mounted at the front of the car to get
the live video streaming through it. The client using webpage or android app can send
request to the server to move the car on a particular direction or stop the car on desired
direction. The server stores the information inside a centralized database. From that
database, Wemos reads the information and accordingly sends control signal to the
motor driver.

Figure 7 shows the detailed connection inside the home automation kit, it consists
of one adapter circuit, two-channel relay boards, and a Wemos. With this, a switch-
board has been connected to this home automation kit serving the purpose as main
switchboard. A 220 V 50 Hz AC power comes as input to this kit, which is then
divided into two halves. One goes to the adapter circuit another to the switchboard
through the relay. After getting power from an AC source adapter gives output 5 V DC
which activates relay and the Wemos. The client using webpage or android app sends
ON/OFF request to the server for switches. Server stores this commanded state in the
centralized database for particular switch. The Wemos connects to local router con-
figured in the client side to gain access to the Internet. The Wemos then sends a GET
request to the author’s server for reading the status of switches or the car from the
database. The server checks the ID of the Wemos to validate and if it a match is found
corresponding data is sent from the server. Wemos reads this status and sends control
signal to the relay. If the status is OFF, then relay breaks the positive half on the input
power source and the current flow is blocked and if the status is ON then it allows the
current to flow for that particular switch.

Fig. 6. Bot
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Likewise, health monitoring instrument like blood pressure sensor, pulse sensor,
etc., are connected with Wemos which sends the updated data from the patient’s body
to the centralized database, and thus can be monitored through app and website. Thus,
all the three functions are assembled in the android app and website.

Figures 6 and 7 show the respective screenshots of android app and the website
through which the robot car and the home automation are being accessed. The system
is found to be running successfully.

5 Result and Performance Analysis

After successful connection establishment of all our hardware, connecting Wemos(s) to
the network and successful user registration and login phase, there was a test to check
the response time to calculate its speed depending upon various bandwidths. In
Table 1, the entire result of that experiment has been given and Fig. 8 shows the
graphical relationship between network bandwidth and response time.

Fig. 7. Connection between switchboard and home automation kit

Table 1. Bandwidth versus response time analysis

Network bandwidth (Kbps) Response time (s)

22.3 1.01
20.2 1.39
16.1 1.43
12.7 1.82
10.5 2.37
9 2.93
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6 Conclusion and Future Work

6.1 Conclusion

From this experiment, the complete status of the house can be fetched from outside
anywhere. The entire experiment is not only limited to smartphone, but inclusion of
website is also implemented. Instead of temperature sensor, any other sensor can be
also attached in the bot as per user’s need like gas leakage sensor, motion sensor, etc.
System proposed in this paper provides advantages for large offices or big complexes
as it is really a tough job to move floor to floor or block to block to switch on and
switch off lights and other appliances and used large manpower. Through this system, it
is possible for a single user to control all the lights sitting at one place. In the proposed
system, assembling all three in one modules (home automation, health monitoring and
surveillance) could be controlled from one single app or website, so it makes the job
simpler and cost efficient at the same time.

6.2 Future Work

The proposed system can be extended to by various modifications. The bot can be
modified by high-standard wheels and designs. Other kinds of different sensors can also
be added in the bot. The system including these changes can be used in earthquake
rescue mission. Moreover, attaching the mine detect sensor, the bot can be used in mine
detecting operation as the bot can be controlled from a safe location. For the purpose,
the bot can be made smaller in size so that it can be used for surveillance for any kind
of attack in a closed zone like a hospital or a hotel where police cannot locate the exact
position of the attacker.

Fig. 8. Network bandwidth versus response time
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1 Introduction

Among the human beings, speech is the simplest and reliable way of
communication. A speech signal transmits different information to the listener
like type of language being spoken and emotion, gender and identity of the
speaker [1]. The individual characteristic like pitch, fundamental frequency, for-
mant frequency can be distinguishing components of human speech. The three
main processes by which sound generates—are twisting of nerves, wire beating of
membranes or blowing of air through holes but the mechanism of human voice is
different as it comes out in different languages and feelings by the control of brain
[2]. The range of frequency under which the speech signal falls is the 300–3400 Hz.
However, the audible frequency range for human beings are from 20 Hz to 20 KHz
[3]. Audio signal processing often suffers from noise trouble [4]. Speech back-
ground noise is an undesired signal which mixed with speech signal at the time
of generation of speech signal or at the time of transmission [5]. The quality and
the intelligibility of the speech signal gets degraded because of the present back-
ground noise. Therefore, it becomes important to reduce this background noise
from the speech. For removing or reducing the noise, different filtering techniques
are there like adaptive filter, Kalman filter, sub-band coding, wavelet transform,
etc. The various filters that have been designed and tested are presented in this
paper. First, the different kinds of adaptive filtering techniques have been imple-
mented on both the additive white Gaussian noise (AWGN) and the practical
noise then the results of both have been compared. After the adaptive filters the
optimum filter, i.e., Kalman filter is implemented for both types of the noise.
Finally, the results of adaptive filters and the Kalman filter have been analyzed.

2 Adaptive Filtering

In any filter, if the weights of the filter get self-adjusted according to
an optimizing algorithm or some predefined rule then the filter is called

c© Springer Nature Singapore Pte Ltd. 2018
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an adaptive filter [6]. According to Premanada B.S et al. the parameters which
are used for the processing of the signals change according to some predefined
criterion, usually this criterion is chosen as estimated mean squared error (MSE)
or correlation. This phenomenon can be considered as an adaptive filtering [7].
A general block diagram of an adaptive filter is shown in Fig. 1. An adaptive
filter is a self-regulating system that takes help of recursive algorithm for pro-
cessing. First input and training are compared and accordingly error signal is
generated and that is used to adjust some previously assumed filter parame-
ters under the effect of incoming signal. Filter parameter adjustment continues
until steady-state condition. As far as application of noise reduction from speech
is concerned, adaptive filters can give best performance. Reason for that noise
is somewhat similar to the randomly generates signal and every time its very
difficult to measure its statistic. Design of fixed filter is a completely failed phe-
nomena for continuously changing noisy signal with the speech. Some of the
signal changes with very fast rate in the context of information in the process
of noise cancelation which requires the help of self regularized algorithms with
the characteristics to converge rapidly. Some applications of adaptive filtering
are system identification, channel equalization, and signal enhancement by noise
reduction [8].

Fig. 1. General block diagram of adaptive filter

2.1 Least Mean Square Algorithm (LMS)

If an adaptive filter is driven by a Least Mean Square algorithm (LMS) then
the filter is said to be a LMS filter. LMS filter is class of adaptive filter which is
used to mimic a desired signal by finding the coefficient of the filter in terms of
least mean square error of the signal. It is a stochastic gradient descent method
in that the filter is only adapted based on the error at the current time [9]. The
LMS filtering algorithm can be expressed by three expressions as follows:

1. Output of the filter: Y (n) = ŵ(n)u(n)
2. Estimated error: e(n) = d(n) − y(n)
3. Updated weight: ŵ(n + 1) = ŵ(n) + µu(n)e∗(n)



Speech Background Noise Removal Using Different 299

where ŵ(n) is the weight vector, µ is the step size, and e∗(n) is the conjugate of
error vector.

Adem Ukte et al. proposed a performance evaluation application of LMS
adaptive algorithm for removing the noise and training an adaptive filter is
given in [10].

2.2 Normalized Least Mean Square Algorithm (NLMS)

In the standard form of a least mean square filter, weight vector of the filter at
iteration (n + 1) gets the necessary adjustment and gives the product of three
terms as follows:

1. The step size parameter µ, which subject to design concept
2. The input vector u(n), which is actual input information to be processed
3. The estimated error e(n) for real-valued data, or its complex conjugate e∗(n)

for complex-valued data, which is calculated at iteration n.

There is a direct relationship between the adjustment and the input vector
u(n). AS a result LMS filter fails because of its gradient noise amplification
problem in the case when u(n) is very large. As a solution to that problem
of LMS normalized LMS filter can be used [9]. The term normalized can be
considered because the adjustment given to the weight vector at iteration (n+1)
is “normalized” with respect to the squared Euclidean norm of the input vector
u(n). Sivaranjan Goswami et al. proposed an example of NLMS filter for noise
filtering from speech, where they have considered the first 0.5 s to be the noise
reference and based on that they have trained the adaptive filter to remove the
noise from the input noisy speech signal [11].

3 Kalman Filter

The Kalman filter operates through a prediction and correction mechanism,
because of this it is also called as a mathematical procedure. Kalman filter com-
bines all the available data, i.e., measured, system knowledge, and the measure-
ment devices to get an estimation of the desired variables in such a manner that
the error between the measured and original data gets statistically minimized
[12]. Usually, Kalman filter is used for white noise reduction. However, different
methods were developed to fit the Kalman approach to reduce the colored noises
also. A discrete Kalman filter can be used to estimate a process d(n) from a set
of observation x(n) = d(n) + v(n). If this d(n) and x(n) are jointly wide sense
stationary process then it can be predicted by using the Wiener filter but as
in practical most of the process are nonstationary, therefore Wiener filter can-
not be used. A causal Wiener filter for estimating a process x(n) from a noisy
measurement can be written as

y(n) = x(n) + v(n) (1)
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Considering a specific problem of estimation an autoregressive AR(1) process
of the form

x̂(n) = a(1)x(n − 1) + w(n) (2)

where w(n) and v(n) are uncorrelated white noise process. The optimum esti-
mation of x(n) using all of the measurements, y(k), for k ≤ n for k could be
computed with a recursion of the form

x̂(n) = a(1)x̂(n − 1) + K[y(n) − a(1)x̂(n − 1)] (3)

where K is a constant, referred to as the Kalman gain, that minimizes the mean
square error E{|x(n) − x̂(n)|2}

An application of Kalman filter to reduce the noise from the old audio record-
ings in which quality is degraded by aging or limitation of the recording repro-
duction mechanism is described by Rayan Kutty P et al. [13] such application
of Kalman filter is based on the noise variance estimation from the silent region
of the signal. It takes the same consideration like spectral subtraction where
the initial first one or two seconds of recording are considered to be noise [14].
Orchisama Das et al. in their paper [15], they have used a Kalman filter to filter
the noise by tuning its measurement noise covariance factor and distinct Kalman
gain for silent and voiced frames.

4 Experimental Details

For testing of the various speech background noise removal filtering techniques,
three different practical speech signals are recorded, i.e., a clean speech signal
without any noise, a noisy version of the same speech signal and a noise signal
which is present in the noisy speech signal. As the number of samples in all the
signals are very high so only a segment of all the signals is tested on the designed
filters. For theoretical noise analysis, the AWGN noise is considered.

As referred in Sect. 2 the various adaptive filters for both AWGN noise and
practical noise mixed signals results are given below. The filter length of the
filter is 7 and which is kept constant for all the filters.

Figure 2a shows the output of the different adaptive filters, as the Wiener
filter result was assumed to be the optimum so from here it can be concluded
that both LMS and NLMS tried to match the Wiener filter result. From the
Fig. 2b it can clearly concluded that the convergence of NLMS is faster than
LMS. Now, the same adaptive filters are applied to practical signals and their
results are shown below.

Figure 3a, b shows the time domain plot of the desired signal and the input
signal respectively. These signals were recorded using stereo mode and then
converted into the mono mode.

Figure 4a, b shows the output of both LMS- and NLMS-adaptive filter with
desired signal. Here, the Wiener filter output is considered as the optimum solu-
tion and based on that it can concluded that the NLMS filter gives the best
approximation of the Wiener filter result.
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(a) Filtered signal of the LMS and NLMS filter with Wiener filter as optimum

(b) Theoretical learning curve of both LMS and NLMS filters

Fig. 2. Adaptive filter results

To verify whether the noise is suppressed or not in the filtered signal, the
power spectral density of the input signal is calculated before and after filtering.

From the Fig. 4c it is confirmed that the level of SNR is high in the output
signal of both LMS and NLMS filter as compared to the input signal.

Now, as referred in Sect. 3 a Kalman filter is implemented on the same signals
and the results were compared.

Figure 5a shows the time domain plot of both the desired and output of the
Kalman filter and it is found that both the signals are quite similar.

Now to analyze the output of the Kalman filter the Mean Squared Eerror
(MSE) was calculated and also the power spectral density of the input signal
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(a) Desired signal

(b) Noisy signal

Fig. 3. Input signals

and the output signal of Kalman filter is computed to see the effect of noise
reduction.

In Fig. 5b, c gives the PSD of the input signal of the Kalman filter and the
output signal of the Kalman filter and mean square error of the estimated signal
of the Kalman filter.

5 Comparison

A table of comparison of all the implemented filters with Additive White
Gaussian Noise (AWGN) and with practical noise based on the Peak
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(a) Filtered Signal with desired signal for LMS

(b) Filtered Signal with desired signal for NLMS

(c) PSD of input signal and output signal of LMS and NLMS filter

Fig. 4. Filtered signal with desired signal and PSD plot of all the signals
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(a) Combine plot of Desired signal and estimated 

(b) PSD plot of the signal before and after Kalman filtering

(c) Mean square error of the output signal of Kalman filter

signal of Kalman filter

Fig. 5. Kalman filter outputs
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Signal-to-Noise Ratio (PSNR), Mean Squared Error (MSE), Maximum Error
(Max error), and Ratio of Squared Norms (L2Rat) is summarized below.

From the above Table 1a, b it is seen that for AWGN noise the performance
of Kalman filter is better than the other adaptive filters, but when the noise
becomes practical the performance varies.

6 Conclusion

For removing the background noise in speech signal different techniques have
been implemented such as adaptive filters (LMS, NLMS, and Wiener) and
Kalman filter. The Wiener filter result was assumed to be optimum. In the liter-
ature, it is found that the Kalman filter gives better result then other adaptive
filter like LMS and NLMS, also from the result we have found that for AWGN
noise the performance of Kalman filter is better than LMS, NLMS, and wiener
filter but in practical noise the performance varies. Therefore, from the analysis
it can be concluded that for AWGN noise the Kalman filter performance is the
best among all the filters but for practical noise this is not true.
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1 Introduction

The brain is one of the strongest parts in the human body, which consists of many
nerves that are connected to different parts of the body. Hence, if any changes take
place in any part of the brain, it may cause difficulty in day-to-day activities. Therefore,
early detection of brain abnormality is important in clinical diagnosis. Brain abnor-
malities [1] include seizure, autism, migraine, leukodystrophies, depression, Parkin-
son’s disease, encephalitis, sleep disorder, etc. The proposed algorithm provides a
method to detect two very common disorders of the brain, which is seizure and
migraine. Both are episodic disorders and have few common symptoms and one is
misdiagnosed as other. Here an attempt is made to classify seizure and migraine and
enhance clinical diagnosis between seizure and migraine.

There are many noninvasive methods for the acquisition of brain signals such as
Electroencephalogram (EEG), functional Magnetic Resonance Imaging (fMRI), Near
Infra-Red Spectroscopy (NIRS), and Magneto Encephalography (MEG). Due to its
high temporal resolution, safety, and ease of use, EEG is an important and effective tool
for measuring the brain activity and understanding complex behavior of the brain. EEG
is a dynamic noninvasive and relatively inexpensive method used to monitor the state
of brain.

There are two main groups of epilepsy and they are called as generalized seizure
and focal epilepsy. Generalized seizure is characterized by sudden loss of conscious-
ness followed by jerky movements. Focal epilepsy is partial seizure which causes one
side muscle contractions which leads unusual head or eye movement. Non-epileptic
seizure are caused due to the reaction of some drug and in turn irritate the brain [2,3].
Every channel of EEG recording indicates the generalized seizure as it involves the
whole brain. Focal epilepsy is detected only a few channels of EEG recording.

Migraine is a common brain abnormality which is characterized by moderate to
severe headache [4]. The exact cause of a migraine [4] headache is unknown; it is
thought to be due to abnormal brain activity causing a temporary alteration in the nerve
signals, chemicals, and blood flow in the brain. It is influenced by certain physiological
changes in hunger, sleep, etc. Migraine symptom varies from person to person.
Symptoms include feeling uneasy to light and sound, vomiting sensation, giddiness,
etc.

EEG shows a continuous oscillation of electrical activity in the brain. The ampli-
tude and pattern determine the reticular activating system of the brain stem. EEG
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signals can be divided into 5 different frequency bands and each band is associated with
different brain functions. The five main frequency bands are: Delta (0.5–4 Hz), Theta
(4–7 Hz), Alpha (8–15 Hz), Beta (16–31 Hz), and Gamma (>31 Hz).

2 Related Work

Literature review indicates that many have proposed brain abnormality detection using
wavelets and its variants. Zandi et al. [5] has proposed a wavelet-based technique for
the real-time detection of an epileptic seizure. Decomposition of EEG signal was done
using wavelet packet transform and frequency band which represents maximum sep-
aration was obtained. The algorithm was experimented on 14 patients with 75.8 h with
63 seizure. The method resulted in 90.5% of sensitivity and false detection rate of
0.51/h. Liu et al. [3] has described an algorithm using wavelet transform and SVM
classifier for seizure detection. The data set consists of 2–5 h of seizure data and 24–
26 h of non-seizure data. The decomposition of multichannel iEEG (intracranial EEG)
was done and frequency bands were extracted from three selected bands. Features were
extracted and then sent to SVM for classification purpose. The specificity achieved was
95.26% and sensitivity of 94.46% with a false detection rate of 0.58/h. Batuhan Akben
et al. [6] proposed signal processing algorithm to detect a migraine. Preprocessing step
was done using Ar Burg method to obtain PSDs. Subasi et al. [7] have described how
ANN can give accurate result as a classifier. In his work, he mentioned how the AR
model has an advantage over spectral loss problem and also how it gives a better
frequency resolution. The results gave an accuracy of 92.3% with a specificity of
96.2% and a sensitivity of 90.3%.

3 Proposed System

Figure 1 represents a block diagram of EEG signal analysis for the detection of brain
abnormalities. The major blocks are signal acquisition, preprocessing, feature extrac-
tion, and classifier.

Fig. 1. Block diagram of the proposed system
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3.1 Signal Acquisition

The analysis of EEG signal was done using EEG data collected over the time in EEG
laboratory. It is an old EEG-recorded dataset which is annotated. It consists of totally
34 patients (10 normal persons, 10 seizure patients, and 14 migraine patients). The
sampling rate of signal is 128 Hz. The duration of EEG recording of an individual
person holds a minimum of 20 min. Another dataset which is taken from PhysioNet
includes EEG recording of 13 persons with 1024 Hz sampling rate. Recording was
done using monopolar montage with 28 channels (EMG, EKG, A1, Fp1, Fp2, A2, F7,
F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, O2, T1, T2, Pg1, Pg2,
MK).

3.2 Preprocessing and Segmentation

The raw EEG data is applied with for the preprocessing techniques to remove noise.
Raw EEG signal was filtered using a band-pass (0.5–60 Hz) fourth-order Butterworth
filter. The removal of artifacts such as eye blinks, muscular movement, power line
artifacts, etc., is done by passing the band-passed signal through the notch
(50 Hz) filter. After denoising the signal, segmentation was performed by taking a
window size of 60 s. From each EEG data, 4 segments were extracted for the feature
extraction and detection of abnormalities.

3.3 Feature Extraction

Since EEG is a nonstationary signal, it is advantageous to use time–frequency domain
technique such as Discrete Wavelet transform (DWT) to analyze the signal. Scaling and
shifting are the two key features of wavelets. Wavelet works on multi-scale basis. This
feature of WT allows the decomposition of a signal into several scales [3]. Study on
wavelet families shows that smoothing feature of Daubechies-4 wavelet is appropriate
for EEG signal detection and hence db4 has been used in this algorithm [6].
Wavelet-decomposed bands give a large number of coefficients and feature vector size
increases. To reduce feature vector size, statistical moments are calculated on these
coefficients and moment features are used as features. In the proposed algorithm mean,
standard deviation, skewness, kurtosis, and magnitude are calculated from each band
and used as salient features.

3.4 Classification

Classification of the signal is performed using feed forward neural network. The per-
formance of network completely depends on the number of hidden neurons present in
the network. If hidden neurons are less in number, the network will be incapable of
differentiating between complex patterns. In contrast, if the network has more number
of hidden neurons, then it will lead to the addition of noise within the actual data
because of over-parameterization. Performance analysis of a classifier is obtained by
calculating parameters such as specificity (true negative ratio), sensitivity (true positive
ratio), and accuracy. They are defined by Eqs. (1)–(3).
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sensitivity ¼ TPR ¼ TP
TPþFN

� 100% ð1Þ

specificity ¼ TNR ¼ TN
TN þFP

� 100% ð2Þ

accuracy ¼ TPþ TN
TPþ TNþFPþFN

� 100% ð3Þ

4 Simulation Results

Important information in an EEG signal lies between 0 and 60 Hz, hence a band-pass
filter has been used to remove signals above 60 Hz. Recording of an EEG signal is 20–
22 min duration. Processing such huge data is difficult and hence segmentation of the
signal will be carried out. Initially, the complete signal was considered for feature
extraction. Keeping 60 s duration, 20 segments are considered. And later one segment
at the center of the signal with 60 s duration was considered from individual recording.
Similarly, more segments have been considered for feature extraction and for the
accurate classification. Further 4 segments each with 60 s duration is selected. In this,
center of whole EEG signal with 60 s duration of two segments is selected and either
side of this center one segment of 60 s is considered for feature extraction.

Figure 2 shows the decomposition of EEG signal for normal, seizure, and migraine
patient. For EEG signal with 128 Hz sampling rate, fourth-level DWT decomposition
is applied to extract five bands whereas signal with sampling rates of 1024 Hz,
eight-level decomposition has been applied. Different EEG bands: gamma (>32 Hz),
beta (15–32 Hz), alpha (7–15 Hz), theta (4–7 Hz), and delta (<4 Hz) are obtained.
Figure 3 shows all five bands for a normal person after the fourth level of wavelet
decomposition. When coefficients of these five bands are considered as features, the
size of the feature vector is 3840.

To reduce feature vector size, moment features are calculated from the five bands
and feature vector size becomes 850(34 persons � 25 features). The statistical
parameters mean, standard deviation, skewness, kurtosis, and magnitude are calculated
for four segments and the average value of each parameter for four segments are
considered as features for classification. Table 1 shows the different average values
obtained after calculation of statistical moments on different bands of EEG signal. The
values are obtained for one normal person (N1), one seizure patient (S1), and one
migraine patient (M1).

Classification is done using a single-layer feed forward network. Input layer con-
sists of 25 neurons, since there are totally 25 features for individual EEG signal (five
bands with five average features from 4 segments). The hidden layer consists of 10
neurons and output layer consists of 3 neurons to detect normal, seizure, and migraine.
The network will be trained with scaled conjugate gradient backpropagation. From the
dataset, 70% of data is used for training the network and 15% is used for validation of
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result and another 15% is used for testing. The proposed work has been tested on 10
normal persons, 14 migraine patients, and 13 seizure patients EEG signal with a
sampling rate of 128 Hz.

Figure 4a represents the performance plot of the algorithm which is the plot of error
versus epoch for the training, validation, and testing of the network. It shows how the
error is reducing as epochs increases. The best validation obtained is at epoch 11, that
is, 0.18615. Figure 4b represents the ROC plot. It indicates the receiver operating
characteristic for individual output class. The more each curve goes towards of left and
top edges of the plot, the better results we can get for the classification. The accuracy of
the algorithm can be obtained using confusion matrix.

Fig. 2. Segmented EEG signal of a normal person, b seizure patient, and c migraine patient
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Fig. 3. Decomposition of EEG signal of a normal person

Table 1. Feature values for different bands of normal (N1), seizure (S1), and migraine (M1)

Peak magnitude Mean
N1 S1 M1 N1 S1 M1

Gamma 886.4586 1.90E+03 3847.562 −2.17E−17 2.41E−17 −2.2E−17
Beta 1.10E+03 2.06E+03 3581.173 4.87E−17 −6.26E−17 −3.2E−17
Alpha 1.83E+03 9.12E+03 6136.559 3.38E−17 −8.10E−18 3.67E−18
Theta 2.17E+03 6.85E+03 8985.86 −1.02E−16 −1.83E−16 −8.3E−17
Delta 7.28E+04 7.29E+04 98103.15 −2.54E−15 −6.65E−14 −1.1E−14

Standard deviation Skewness
N1 S1 M1 N1 S1 M1

Gamma 1.6509 1.64 2.179935 0.0254 0.2403 −1.76725
Beta 2.2801 3.7914 8.494449 −0.0099 −0.023 4.731707
Alpha 2.9408 7.938 12.35543 0.081 −0.0042 −3.13439
Theta 2.8393 9.763 11.28251 0.0842 −0.1952 1.009319
Delta 21.7924 52.6295 62.42071 −0.4455 0.0257 1.876412

Kurtosis
N1 S1 M1

Gamma 3.437 37.2684 190.2746
Beta 3.7995 4.4581 632.8433
Alpha 4.2053 4.4456 304.4211
Theta 5.3264 7.4164 37.7896
Delta 2.8727 9.6291 16.35753
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Figure 5 represents the classification result for the detection of brain abnormalities.
From the figure, it is observed that class M (migraine) has been classified properly with
one error. Similarly, class S (seizure) has classified without error and class N (normal)
gives 4 misclassifications. Recognition rate for above confusion matrix is 85.29%,
sensitivity 80.95%, and specificity of 85.64% for a dataset size of 37.

Initially, all 28 channels with different sampling rates are considered for finding the
accuracy of the system. Then average features from 4 segments for all 28 channels are
considered as input to the NN network and recognition rate is calculated. Figure 6
represents the recognition rate for different channels considering all segments at once.
From the figure, it is noticed that A1 gives the best recognition rate for migraine and T3
gives best recognition rate for seizure detection.

Fig. 4. EEG signal analysis for detection of brain abnormalities, a performance plot b ROC plot
of EEG analysis

Fig. 5. Confusion matrixes for test samples, a normal, b seizure, and c migraine
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Table 2 shows recognition rate obtained by using six channels. Six out of 28
channels are selected which gives good recognition accuracy. Six channels considered
are A1, F8, T3, T6, O1, and O2. From the table, it is noticed that A1 (Channel 2), F8
(Channel 10), T6 (Channel 20) gives 100% accuracy for migraine, and T3 (Channel
11), O2 (Channel 22) gives 100% accuracy for seizure. Classification performance with
using only 6 channels gives a sensitivity of 89.23%, specificity of 90.7%, and accuracy
of 89.96%.

5 Conclusion

The paper proposes an algorithm which can be used for the detection of the most
common brain disorder: seizure and migraine. The EEG signal was first filtered with a
cutoff frequency of 60 Hz to remove noise and then segmented for easy analysis. After
preprocessing of the signal, DWT decomposition was done for the extraction of EEG
signal bands. The statistical moment parameters on wavelet coefficients are calculated
to reduce features. The moment features are given to the NN classifier to classify the
signal as normal, seizure, or migraine. The proposed work has been tested on 10
normal persons, 14 migraine patients, and 13 seizure patients with a sampling rate of

Fig. 6. Recognition rate for different channels of the EEG recording considering all segments

Table 2. Recognition rate of different channels for detection of brain abnormalities using
statistical moments

A1
(channel 2)

F8
(channel 10)

T3 (channel
11)

T6
(channel 20)

O1
(channel 21)

O2
(channel 22)

Migraine 100 100 92.8 100 92.8 92.8
Seizure 60 90 100 90 90 100
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128 Hz, 10 seizure patients with a sampling rate of 1024 Hz. Electrodes A1, F8, T3,
T6, O1, and O2 are used for the detection of seizure and migraine instead of 28
channels. The average classification accuracy of 95% is achieved on dataset size of 47.
The algorithm can be used to detect brain abnormalities such as autism, sleep disorder,
etc., by selecting proper channels and with proper training of neural network.

Acknowledgements. We wish to thank Neurology Department, Ramaiah Memorial Hospital for
providing us with old recorded EEG data for the above-conducted experiments.
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1 Introduction

Revealing of EMG signals and its analysis are becoming a very significant advancement
in biomedical engineering not only for diagnosis of neurological and neuromuscular
problems, also to monitor health of muscle, determine the activation timing, estimate
joint angle, measure force and torque produced by it, hardware implementations, and
control of multifunctional prostheses [1–3]. Therefore, a continuous advancement has
been observed in this field through several decades. In 1849, Dubios–Raymond revealed
the electrical activity of contraction of a voluntary muscle, but in 1890, the maiden
recording was made by Marey and he introduced the word electromyography [4].
Initially, rough information could only be found from the EMG signals due to its
stochastic behavior. In early 1970s, Hardyck and his group successfully utilized clini-
cally surface EMG in more organized form for the treatment. The intramuscular elec-
trodes provide a higher electromyogram but uses are restricted to deep muscles only [5].
The processing of EMG signals is mainly concerned with rectification of signals, its
integration over a specified period and subsequently developing a time series of the
integrated values and analysis in the domain of time–frequency. Fang et al. developed a
technique using spectrum matching based wavelet transform for the segmentation of the
EMG signal and to classify their single motor unit (SMU) potentials [6]. The classifi-
cation algorithms has been applied in EMG signal denoising where the process was
consisting of decomposition of signals, followed by applying proper thresholds to the
detail coefficients, zeroing all coefficients below their associated thresholds, and then
reforming the denoised signals considering modified detail coefficients [7]. Kurtosis
values and Negative entropy have been utilized for computing the non-Gaussianity in
Surface Electromyogram signal from three different fingers and wrist [8]. The decom-
position of electromyographic (EMG) signals has also been done using communication
technical interpretation which carries the information about the firing of different muscle
fiber groups [9]. Discrete cosine transform (DCT)-based feature extraction technique
from the EMG signals has been proposed for classification of normal event and a
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neuromuscular disease [10]. The discrete wavelet transform and artificial neural network
(ANN) have been proposed in combination for pattern recognition of EMG signal to
operate the prosthetic hand [11].

However, fewer attempts have been made on the lower limb EMG signal analysis
compared to upper limb. Therefore, still there are vast unattempted areas of EMG
signal analysis. This has motivated authors to deal with EMG signals of leg muscles by
applying the tool of discrete wavelet transform to assess walking speeds. In the author’s
previous work [12], the skewness-based discrete wavelet transform tool has been
applied successfully on force data of human gait. At the end, an effective comparison
has been made leading to specific outcome with sensor-based optimization.

2 EMG Signal Acquisition of VM, TA, GnL

Many of body muscles of human are responsible for locomotion like walking, running,
sitting, standing, stair ascending–descending, etc. [13]. The electromyography refers
the technique of monitoring electrical activity of muscles. The EMG signals are
basically electrical currents produced in muscles at the time of its contraction or
relaxation. It is not always an easy task to choose most suitable muscle(s) for capturing
EMG signal(s) which is responsible for particular mode of locomotion for individual as
the signals are influenced by anatomical and physiological construction of muscles and
there are numbers of muscles overlaps each other’s [14]. The surface EMG electrodes
fit on skin, collect signal from different motor units simultaneously, which increases the
noise level in captured signals. Apart from that, the placement of electrodes and
holding it in place during movement, is also a complicated job. Therefore, keeping all
these critical issues associated with EMG extraction, the following three muscles of
lower leg have been selected. These are Vastus Medialis (VM), Tibialis Anterior (TA),
and Gastrocnemius Lateral Head (GnL) as shown in Fig. 1. These muscles respond
well with comparatively low level of noise.

Fig. 1. Muscles of lower extremity [14]
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The signals have been captured through Laboratory EMG Systems of Biometrics
Ltd. which is a powerful data acquisition tool with real time display connected through
DataLINK. The sEMG (surface electromyography) sensors and systems are used for
movement analysis and biofeedback. It consists of bipolar, differential EMG Amplifier
(SX230FW) having variable electrode distance that uses disposable electrodes and an
online programmable Data Acquisition System, DataLINK (DLK900), which allows
user to collect both analog and digital data. Signals from six different walking speeds
(2–7 kmph with interval of 1 kmph) of 17 normal objects (age of 23–35 years and
height of 161–173 cm) are collected as shown in Fig. 2. All walks were level walking
on motorized treadmill.

Fig. 2. Laboratory trial of EMG signal acquisition
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3 Assessment of Walking Speeds using EMG Signal in Time
Domain

The EMG signal is biomedical signal, typically a function of time and can vary in its
amplitude. Few samples collected from three muscles of left leg, namely Vastus
Medialis muscle, Tibialis Anterior muscle, and Gastrocnemius Lateral Head muscle are
shown in Fig. 3. All of them are of periodic and non-stationary in nature.

4 Assessment of Speeds using Kurtosis of Approximate
Coefficient from EMG Signal

Kurtosis is a measure of the “tailedness” of the probability distribution of univariate
data. The Kurtosis is defined as

Kurtosis ¼
PN

i¼1 Yi � �Yð Þ4=N
S4

where Y1, Y2, …, YN, are the univariate data [15]
As the biomedical signals are nonstationary (samples presented in Fig. 3) and

captured in digitized form, therefore, Kurtosis of DWT based approximated coefficients
can have an option for analysis of the signals. The EMG signal acquisition and analysis
process are presented by blockdiagram as shown in Fig. 4.
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Fig. 3. Raw EMG signals captured from VM, TA, and GnL
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4.1 Determination of Kurtosis of Approximate Coefficients (KA)

The Kurtosis values of approximate coefficients (KA) related to different walking
speeds have been determined up to DWT level 9 for all three muscles. The KA values
with respect to DWT levels have been plotted to observe its variation and it has been
seen that the magnitudes, in initial DWT levels, are almost unchanged whereas, in later
levels, change immensely. The variations are depicted in Fig. 5. Therefore, to find
relation of KA value with walking speeds, the values corresponding to each DWT level
have been plotted again against walking speeds as shown in Fig. 6.

4.2 Optimization of Level of Decomposition for Speed Measurement

Figure 6 shows that every DWT levels has definite pattern of variation. The patterns
correspond to few levels are identical to each other and remaining have unique in
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nature. Another observation has been made that the patterns are either zigzag or regular
in nature. The gradually varying regular patterns are following approximate linear
natures which are useful for assessment. Thus, three numbers of most regular patterns,
as shown in Fig. 7, corresponds to each muscle have been selected for scaling in
unknown walking speed measurement.
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The selected patterns indicate steady variations of coefficient values with the
change of walking speed. It is very significant that in all three cases, the values are
changing gradually up to 5 kmph and then following reverse slope. For Vastus
Medialis muscle, the KA values increasing with the walking speeds up to 5 kmph and
the decreasing whereas for Tibialis Anterior muscle and Gastrocnemius Lateral Head
muscle, nature is exactly reverse. These outcomes indicate that the natures of signals of
two muscles, i.e., Tibialis Anterior and Gastrocnemius Lateral Head, are similar from
the point of KA values and opposite to the nature of signal of Vastus Medialis. This
finding may also be used to identify muscle from its signal.

5 Algorithm

For measurement of unknown walking speeds, an algorithm has been suggested based
on nature came from optimized levels of decomposition, as shown in Fig. 7:

(a) Acquire EMG signals from vastus medialis muscle, tibialis anterior muscle, and
gastrocnemius lateral head muscle, as shown in Fig. 1, using standard data
acquisition kit.

(b) Digitize the signals.
(c) Pass the noisy signals through digital filter for denoising.
(d) Decompose the denoised signals up to level 9 and find approximate coefficients for

each level.
(e) Determine kurtosis value of each approximate coefficients.
(f) Make pattern of kurtosis values w.r.t. walking speed for every DWT level.
(g) Select the most regular pattern to scale and measure the unknown walking speed

using the curve.

6 Validation of Algorithm based on Optimized Level

The validation of the proposed algorithm is necessary for further utilization. This has
been done by measuring unknown speeds of the individual. For the same, the EMG
signals from the same muscles have been captured from treadmill walking and the
speedometer reading has been noted for further comparison. The Kurtosis of approx-
imate coefficient has been calculated applying the proposed algorithm and compared it
with the reading of speedometer. All three curves produce satisfactory results with very
close accuracy among which the curve correspond to vastus medialis muscle give result
more close to the actual. The calculated speeds of unknown walking speeds of different
objects are presented in Fig. 8.
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7 Conclusions

In this paper, the speed of human walking has been assessed from EMG signals using
Kurtosis of approximate coefficients-based wavelet transform. The signals have been
captured from three muscles of lower extremity of normal individuals during level
walking at different speeds. The collected signals have been denoised as the signals
were heavily noised. The denoised EMG data have been decomposed at various DWT
levels for feature extraction and subsequently Kurtosis values have been determined.
The patterns of change of Kurtosis values with respect to walking speeds corre-
sponding to individual DWT levels have been studied and compared. Results
demonstrated many definite relations between walking speeds and Kurtosis values.
Most regular patterns have been utilized for scaling. Finally, an algorithm has devel-
oped for assessment of unknown walking speed data and subsequently validated. EMG
sensor-based different scheme for monitoring health parameters of disable persons like
muscle strength, response, etc., are becoming familiar in biomedical image processing.
The method proposed in this work is adding another effective means of monitoring
walking speed using same type of sensors which incorporates both time–frequency
domain analysis. Therefore, the method seems a little bit complex; however, it can be
used in a compact and robust way with other existing schemes for monitoring health
parameters. The work can be extended to inter-link the walking speed features with
those parameters and can be utilized in closed loop prosthetic control having EMG
sensory feedback.

Acknowledgements. The authors acknowledge the participation and support extended by the
subjects during the laboratory trials at GKCIET, Malda.
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1 Introduction

Workflow mining a.k.a. process mining is a considerably new and emerging area of
academic research within data analytics. The key objective here is to deploy
workflow-related data in the direction to obtain pertinent info and knowledge by
employing data analytic algorithms and determining a workflow model. This section
discusses the concept of how an event log is the foundation of exploration along with
other main building blocks of process mining. Work process mining articles to course
the hole between huge information examination and traditional business work
process/process administration. This field can fundamentally be categorized into
(1) workflow revelation, (2) conformance checking, and (3) upgrade [1]. This permits
the extraction of experiences about the by and large and internal conduct contained in
any given procedure. Work process disclosure strategies underline on utilizing the
occasion information in order to decide work process models. Conformance checking
procedures underline on supporting the occasion information on a work process model
to confirm how well the model fits the information and the other way around [2].
Despite the fact that increase strategies utilize occasion information and work process
models to repair or expand the work process show. Thus, work process mining gives
the course the crevice between information mining and machine learning hones and the
business procedure administration teach.

1.1 The Event Log as Main Focus of Analysis

Data is a crucial building block in various discovery domains. Process Mining uses data
that is accounted by event logs. A sample log is shown in Table 1. An event log in
terms of this situation can be defined as the process of recording of an action instance
on the system. Action or activity instances are units of work that are registered by the
system when work is piloted in the situation of an assured process. Statuses of activity
or action are specified to a set of languages that are fixed to the workflow modeling
hypothesis. Various workflow modeling hypothesis have unique implementation
standards that are governed by their state evolution diagrams. A simple state evolution
diagram has been explained in Fig. 1. More elaborate diagrams have been described in
process modeling literature. Consider an example that the Object Management Group
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(OMG) characterizes the life cycle of an action in its Business Process Modeling
Notation (BPMN) particular [3]. Adding to this, different process displaying ideal
models, for example, YAWL (Yet Another Workflow Language), case taking care of
[4] and revelatory methodologies (EM—BrA2CE [5], Declare [6]) which proposes
positive however similar to base representations for their relating delineation semantics.

It can get fascinating to experience different establishment semantics and state
change charts, for work process mining and work process examination; notwith-
standing, the real information is what is significant. Process data is generally pooled
from various vaults that are gotten from CRM, ERP, WFM, and other different data
frameworks. This outcome is in trouble while recognizing hypothetical establishment
of an occasion as far as state progress charts and genuine information found practically
speaking. In various sectors such as CRM (customer relationship management), pro-
duct development, financial services, etc., business workflow depends heavily on
legacy information systems or low workflow-oriented information systems. Further, the
registered business process data is well defined such that only a certain type of state
transition (e.g. accomplishment of an activity occurrence) can be mined via. actual data
blocks. Workflow mining can be considered most fruitful in modular conditions where
business information systems have broader options of behavior, here; the transition of
accessible data into an event log is most often a significant task.

Table 1. An example of typical event log

Case
ID

Activity name Event
type

Originator Timestamp Extra
data

011 Make order
form

Start Employee
A1

10-19-1955
15:15:02

….

012 Make order
form

Complete Employee
A2

10-19-1955
05:14:01

….

…. …. …. …. …. ….
…. …. …. …. …. ….

Fig. 1. A basic state transition diagram
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Filtration and extraction of event logs through business information systems is
usually carried out by text-based data scripts. In reality, process data is more often
distributed over various data sources and it is painstaking to define the precise scope of
process that is studied. Further, a comprehensive ETL-phase is required before a
concrete analysis is initiated. Adding to which, the data must be in an event log storage
format.

One of the underlying ways to deal with putting away log in view of occasion
performed/executed is in the MXML design (Mining Extensible Markup Language).
Since 2003, the MXML organize has been utilized as the reality-based (de facto)
standard since it is exceedingly inter-ground with the ProM-structure which is a system
utilized for scholarly reason for work process change. It was not up to this point IEEE
team was favored rather than MXML for work process mining. This new configuration,
XES (eXtensible Event Stream) enhances the first standard, since it is less prohibitive.
The meta-model of XES is portrayed in [7].

As occasion logs are the establishment of the approach of workflow mining, it is
significant to express the variable necessities to which an occasion log must approve.
After taking these three suppositions are required and basic:

• Activity instance must be well defined for the workflow instance of an event which
specified by a unique activity name

• Unique process instances or ID which are used by cases must be referred by an
events

• Ordered Timestamp must be recorded by the events.

2 Literature Review

As Agrawal et al. [8] and Pinter and Golani [9] are the fundamental ones that don’t
explicitly get the possibility of the split/join centers in the mined models. The reason is
that they concentrate on a model for the Flow check work structure [10] and each point
in this system has an OR-part/join semantics. In fact, each organized round segment in
the model has a Boolean limit that surveys to real or false after an errand is executed.
The appraisal of the Boolean conditions sets what number of branches are established
after an endeavor is executed. Cook et al. [11] have the primary approach that does not
concentrate on a whole mined model. Their approach looks for the most progressive
cases in the model. In actuality, all over they do mine a whole procedure appear,
however that is not their essential point. The build ups that can’t be mined by all
frameworks are circles, sans non-choice, imperceptible assignments moreover, dupli-
cate endeavors. Grecco et al. [12] can’t mine any kind of circles. The reason is that they
show that the models their computations delve think about as small extra lead (that is
not in the event log) as could be normal the situation being what it is. They do as such
by posting each one of the takes after that the mined model can deliver and differen-
tiating them and the follows in the event log. Models with circles would make this
endeavor outlandish. Some different procedures can’t mine self-assertive loops in light
of the fact that their model documentation (or portrayal) does not bolster this sort of
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loops. The fundamental motivation behind why most strategies can’t mine
non-neighborhood sans non-decision is that the majority of their mining calculations
depend on neighborhood data in the logs. The systems that don’t mine nearby without
non-decision can’t do as such on the grounds that their portrayal does not bolster such a
develop. Generally the system depends on a piece organized documentation, as Herbst
et al. also, Schimm. Skip errands are not mined in light of depiction limitations as well.
Split/join imperceptible endeavors are not mined by various techniques, except for
Schimm and Herbst et al. Actually, we similarly don’t center at finding such kind of
assignments. Nevertheless, it is routinely the case that it is possible to make an exhibit
with no split/join imperceptible errands that communicates a comparable direct as in
the model with the split/join subtle assignments. Duplicate endeavors are certainly not
mined in light of the way that various methods expect that the mapping between the
endeavors what’s more, their imprints is injective. By the day’s end, the names are
exceptional per task. The principal strategies that mine duplicate endeavors are Cook
et al. [11] for progressive structures just, and Herbst et al. [13] for both back-to-back
and parallel techniques. We don’t consider Schimm [4] to mine technique models with
duplicate errands since his approach expect that the revelation of the duplicate
endeavors is done in a preplanning step. This movement identifies every one of the
duplicates and guarantees that they have unique identifiers when the event log is given
as commitment to the mining calculation. As a matter of fact, every procedure that we
survey here would handle copy undertakings if this same pre-preparing step would be
done before the sign in and is given as contribution to them.

3 Proposed Algorithm with Procedure with a Sample Case
Study

With a specific end goal to apply a hereditary calculation, we have to speak to people.
Every individual compares to a conceivable procedure model and its portrayal ought to
be anything but difficult to deal with. Our underlying thought was to speak to forms
straightforwardly by Petri nets. Tragically, Petri nets end up being a less helpful way to
speak to forms in this specific circumstance. So to overcome this problem we use
causal matrix [3, 14].

Table 2. Concise and concrete encoding format of an individual in Table 2

Activity Input Output

A {} {{B, C, D}}
B {{A}} {{H}}
C {{A}} {{H}}
D {{A}} {{E}}, {{F}}
E {{D}} {{G}}
F {{D}} {{G}}
G {{E}}, {{F}} {{H}}
H {{B, C, G}} {}
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A matrix of causality is a row, X with elements named as (M, N, O, P) where

• M comprises of activities with type of finite sets,
• N � M � M is the relation of causality,
• O 2 A ! P(P(M)) is the function of input condition type, 3
• O 2 A ! P(P(M)) is the function of output condition type,

such that

• N = {(m1, m2) 2 M � M | m1 2 O(m2)}, 4

• N = {(m1, m2) 2 M � M | m2 2 P(m1)},

• 8m 2 M 8 QQsR 2 O(m) Q \ QL = ∅ ) Q = QL,

• 8m 2 M 8 Q, QR 2 P(m) Q \ QL = ∅ ) Q = QL,

• N [ {(mo, mi) 2 M � M | mo N• = ∅ ^ N• mi = ∅} is a connected graph of
strong type. The proposed process efficient GAE (Genetic Algorithm for Events) is
based on GA and process mining of event logs. In this, fitness function is computed

Flowchart 1: Proposed algorithm for GAE
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by the quality of an individual. The quality of an individual is basically set by its
replaying of the log traces. This semantics permits us additionally to characterize an
idea of wellness required for the hereditary calculations. Details regarding the
calculations of the various parameters are beyond the scope of this paper. Utilizing
the Petri net portrayal, we can play the “token amusement” to perceive how every
occasion follow in the log fits the individual spoke to by a causal network. The
entire flow of GAE is shown in Flowchart 1. The steps of the proposed algorithm
are as follows:

In this, first we take the event log of hospital case of healthcare information system.
In this particular event log we have 42 events or events flow. Our aim is to classify the
events on the basis of type of events. We start with event log then we select MXML
legacy classifier and process discovery algorithm for the extraction of Petri net. Along
with this, we apply some user-specified constraints to get expected result (Fig. 2,
Table 3).

4 Comparison Analysis

For verifying and validating the effectiveness of GAE, we used the standard algorithm
which are used for workflow management as well as analyze and compare it with
proposed GAE. In figure number 5, you find black boxes (dark or complete black),
which referred to hidden transactions, which shows that other or previous algorithms
are unable to extract or locate hidden transactions although algorithms are able to
classify the event log (Figs. 3, 4, 5 and 6, Table 4).

Table 3. Causal matrix made and utilized for portrayal

Input Output

true A A A D D E ^ F B _ C _ C
! A B C D E F G H
A 0 1 1 1 0 0 0 0 B _ C _ D
B 0 0 0 0 0 0 0 1 H
C 0 0 0 0 0 0 0 1 H
D 0 0 0 0 1 1 0 0 E ^ F
E 0 0 0 0 0 0 1 0 G
F 0 0 0 0 0 0 1 0 G
G 0 0 0 0 0 0 0 1 H
H 0 0 0 0 0 0 0 0 true
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Fig. 2. Procedure for GAE

Table 4. Comparison of result for various algorithms

Name of
algorithm

Input
format

Output
format

Intermediate
output

Able to unhide hidden
transactions

Alpha MXML
log file

Petri net No No

Alpha++ MXML
log file

Petri net No No

Tsinghua-Alpha MXML
log file

Petri net No No

GAE MXML
log file

Petri net Heuristic Net Yes

Fig. 3. Alpha algorithm
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Fig. 4. Alpha++ algorithm

Fig. 5. Tsinghua–Alpha algorithm
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5 Results and Outcomes

In this, we received classified result for that particular hospital case. We got 8 classified
event classes. For this classification, we used 2 criteria, i.e., on the basis of event
functionality and other one on the basis of event type. Along with this, complete
classification is further subdivided into 3 parts, i.e., start event (count is 1), originators
(count is 6) and end event (count is 2). After interpreting the Petri net, we find that
which workflow model we need to work upon to improve the process of information
system. Please find below the outcomes (Table 5).

6 Conclusion and Future Work

“Workflow scientist” desires to possess particular/exact to initiate innovation in a
progressively digitalized ecosphere. In this paper, we just only conceptualized our idea
with a small case study. This allows us to analyze the operational process workflow of
healthcare information systems under real-life scenarios, and use extraction procedures
for processes to acquire specific and recognized software improvement models. This
paper oriented on associating the organized mining approach for the event classes from
event data for the software process improvement by using the Petri nets flow model

Table 5. Classified event log data

Model element Event type Occurrences (absolute) Occurrences (relative) (%)

Check ticket Complete 9 21.429
Decide Complete 9 21.429
Register request Complete 6 14.286
Examine casually Complete 6 14.286
Reinitiate request Complete 3 7.143
Examine thoroughly Complete 3 7.143
Pay compensation Complete 3 7.143
Reject request Complete 3 7.143

Fig. 6. GAE
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approach. In the future, we aim at conducting additional experiments using different
variety of event log data sets. A reasonable succeeding phase is to progress with tool
support for domain-based information management systems.
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1 Introduction

Lung cancer strikes more than 1.8 million people every year and accounts for billions
of dollars in healthcare costs [1]. Early detection is critical to give patients the best
chance of recovery and survival. All accepted contemporary works and studies have
suggested methods to improve detection of cancerous lesions if any present in lungs.
Many of the existing concepts have described about feature extraction methods for
training of machines [2], but a huge void exists in terms of processing and analysis of
such voluminous data by using simple neural network and other machine learning
algorithms like random forest, decision tree, etc. Also, to note that images occupy
comparatively large space and again to use any data stored in very low level format like
JPEG will result in loss of crucial information that is required for machine learning
algorithms. Therefore, it is wise to make use of patient’s CT data stored as DICOM
(Digital Imaging and Communication in Medicine) file. DICOM is the standard to store
and communicate datasets in medical science. One can have better access to CT scan
images in uncompressed version and get access to important information regarding
patient’s demographics from DICOM [3]. Again, with all precautions about data for-
mat, an inevitable element about CT images still exist in the form of unwanted addi-
tional information of surrounding body organs and external noises due to the different
scanning devices used. Such irregularities have been recognized as a possible source of
error for tissue classification [4]. To overcome these challenges and to make lung
cancer detection easy, the entire work is divided into two subgroups as: image pre-
processing and machine learning.

Set of sequential methods implemented for data normalization and segmentation
composes image preprocessing. Input data normalization is the first step aimed to bring
images from various sources to a regular standard by resampling pixel data contained in
DICOM file of patients. It is followed by segmentation required to depict the lung
abnormal regions and boundaries of the lung from surrounding thoracic tissues.
Threshold-based segmentation is the most basic, well understood, and effective
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technique for obtaining segmentation from images with a well-defined contrast dif-
ference among the regions. This method segments the image by creating binary par-
titions that are based on image attenuation values and grouping together all the image
elements to a region that satisfies the threshold interval. It is efficient as it takes only a
few seconds to yield complete reproducible segmentation [5]. The coherency of the
segmented image is not guaranteed and still may have holes, extraneous pixels, and
noises. Region-growing segmentation is slightly advanced and effective method which
serves as an efficient tool for extracting homogeneous regions with more precise lung
segmentation results without false values. In this method, one pixel is compared with
its neighboring pixel and if the predefined criterion (homogeneity) is met, then the pixel
is said to belong to the same class as one or more of its neighbor. This method is useful
for their efficiency and robustness in dealing with attenuation variations by reinforcing
spatial neighborhood information and region criteria. Therefore, it is considered for
segmentation and extracting pulmonary lung lesions in this paper. Other methods
include shape-based segmentation which is modeled to give high accuracy, but are
computationally expensive and performance highly depends on the feature set and
training data. Two more segmentation methods being considered for clinical practice
are neighboring anatomy-guided methods and machine learning-based methods. Both
works well for specific conditions like when attenuation-matrices fails and to classify
ground-glass opacity nodules, aided they require high computational power. To give a
detailed idea of all methods is beyond the scope of this paper, but one can refer
literature survey for more information on them [5, 6]. Finally, all preprocessed data is
recorded along with a label set which contains labels for each input patient having
cancer or not. Convolutional Neural Network (CNN) based on deep learning technique
is used for training patients dataset. CNN having the advantage of both classification
and prediction of input serves a robust and reliable algorithm to train against large
datasets as CNN has N number of parameters to be manipulated for accurate training.

2 Materials and Methods

2.1 Image Preprocessing

2.1.1 DICOM and Hounsfield Units Conversion of Input Pixel Data
DICOM basically is a software standardization, which is used for image diagnosis and
communication of image data using standard network protocol. The DICOM dataset of
patients who undergo medical CT scanning serves as abundant amount of information
related to his/her body organ which can effectively be utilized for image processing for
diagnosis purpose. The biggest advantage to use this standard is the raw pixel image
data along with other metadata about the patients and pixel values is present which
further helps reduce a lot of computational complexity. Figure 1 shows the file view of
a DICOM slice of a patient’s lung. The crucial information about pixel dimension and
Hounsfield conversion factors, that is, rescale slope and rescale intercept are some
important attributes of DICOM.
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Attenuation coefficient of material describes the fraction of incident X-ray beam
being scattered or absorbed by the material as the beam penetrates inside. This helps in
determining the material thickness and the material itself [7].

The Hounsfield Unit (HU) scale is a linear transformation of the original linear
attenuation coefficient measurement into one in which the radio density of distilled
water at Standard Temperature and Pressure (STP) is defined as zero Hounsfield Units
(HU), while the radio density of air at STP is defined as 1000 HU. This is a universally
accepted standard for all the CT scan tomography scanners which determines the effect
of attenuation coefficient on the input intensity [8]. In short, it is a scale for identifying
material whose values are recorded as attenuation coefficient. The relation between HU
values and the attenuation coefficient is a linear equation described as below

y ¼ m � x þ c ð1Þ

where y is Hounsfield Unit value of pixel attenuation coefficient x, m, and c represents
rescale slope and rescale intercept shown in Fig. 1, respectively.

Thus, conversion of input attenuation coefficients to HU values is evident to
understand the nature of what body composition is present in the scanned data and also
to know how scattered is the region of interest, lung nodules in this case. The theo-
retically prepared Hounsfield units scales which apply to medical-grade CT scans is
used as reference to plot the histogram plot for the HU values of input scan dataset of a
patient.

2.1.2 Resampling of HU-Converted Values
HU-converted input values are to be resampled as because of difference in scanning
method and devices used, input data of different patients show different pixel spacing
values along the 3 axes. Thus, bringing these values to a uniform value assures that the
dataset of various patients are uniform structures free from errors generated because of
scanning methods. When resampling is done the density of pixel in a patient’s data
changes, thus bringing a change to attenuation values and corresponding HU values.
Now, by choosing a standard new spacing value we can easily get uniformity within
our datasets. In general, the standard value of new spacing along the 3 axes is chosen as

Fig. 1. A DICOM file representing a slice of patient’s lungs
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(1, 1, 1) and existing values are converted to this, the algorithm for n patients data is
discussed as follows.

1 Begin
2 Declare two list variables Slices, Images and initialize

them with list of DICOM slices of patients and their pixel
data respectively

3 Declare 1D arrays pixel_spacing, new_pixel_spacing,
resample_factor, new_shape and resize_factor

4 Initialize new_pixel_spacing with [1, 1, 1]
5 for (i = 0, slice = Slices[i], image = Images[i] to i = n) do
6 pixel_spacing = Pixel Spacing of slice
7 resample_factor = pixel_spacing/new_pixel_spacing
8 new_shape = Shape of image
9 resize_factor = new_pixel_spacing/Shape of Image

10 Resample all pixel data in image by resizing them with
resize_factor

11 Until termination condition is false
12 End

2.1.3 Segmentation of Resampled Pixel Data
The pixel data array which gets constructed after scanning of patients and the images
that we plot from such data are seen to have many unwanted portion of pixel values
which is of no use for diagnosis, that is, those are because of the images being square
and scanners being oval, therefore this unwanted portions like air, bones, hard tissue,
etc., are of no interest in the diagnosis of patient lungs. Therefore, segmenting nec-
essary lung portions reduces the complexity of our algorithm and makes us have the
region of interest necessary for analysis. Segmentation comprises of thresholding,
connected component analysis [9], and removal of unwanted region. Figure 2 illus-
trates the segmented pulmonary nodules of patient’s lungs. Algorithm for region-based
segmentation [10] is discussed as follows.

1 Begin
2 Declare and Initialize seed variable SEED with position of

seed (x, y)
3 Declare counter RCOUNT, stack PX, BP to keep track of current

region, store pixels to grow and boundary pixels of region
grown respectively

4 Declare array REGION and CP to store labels of grown region
and 8-neighbours of CP respectively

5 R, C = size of the image
6 SEED = (R/2, C/2)
7 RCOUNT = 1, i = 1, j = 1 and PX(i) = SEED
8 Set threshold value THR as -320
9 while(PG not empty) do

10 CP = PG(i) and i = i - 1
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11 for (8-nb of CP, k = 1 to 8) do
12 If (REGION (CP(k)) is not labeled) then
13 Calculate the distance DIST of CP(k) from SEED
14 If (DIST > THR) then
15 REGION (CP(k)) = RCOUNT and i = i + 1
16 Else j = j + 1 and BP(j) = CP(k)
17 End for
18 End While
19 While (BP not empty) do
20 SEED = BP(j), j = j - 1, RCOUNT = RCOUNT - 1
21 i = 1 and PX(i) = SEED
22 Go to step 9
23 End while
24 End

2.1.4 Resizing of Images
The input dataset of each patient contains slices of resolution 512 � 512 and the
number of slices for each one of them varies from 100 to 400 because of different

Fig. 2. Segmented pulmonary lung nodules
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calibration of the instruments from which the scan was taken, this nonuniformity is
highly undesirable as the construction of neural network to perform operation of feature
extraction on the input data depends on the size of the matrix passed as the input.
Otherwise, every patient will require constructing a new neural network, which con-
tradicts the training of machine. Thus, we conclude that this nonuniformity is highly
undesirable and can be handled by downsampling or upsampling the input data to a
certain fixed value across the depth.

2.1.5 Standardization
The standardization or feature scaling is important to step up the processing of machine
learning algorithm and enhance the time taken for classification of datasets. It basically
helps us reach values which bring easy path of convergence of weight values in training
the machine using neural networks, thus reducing the time to predict and classify the
data. This can be easily achieved by using following equations

q ¼ x� l ð2Þ

where q is the result of subtraction of segmented pixel values x from their mean µ.

q ¼ q� r ð3Þ

where r is the standard deviation of segmented pixel values x.

3 Machine Learning

To train a Convolutional Neural Network (CNN) for extracting features from the input
images by implementing deep learning technique is the basis of image classification
and prediction of data. The design of CNN is illustrated in Fig. 3 for a better
understanding.

Fig. 3. Design of convolutional neural network [11]
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The features extracted from convolutional part of CNN are used for prediction by
passing them through a fully connected network and finally giving output with
respective number of classes in the output layer of the network; two in this case. The
reduction of loss function by changing weights using backpropagation algorithm
supported with Adam optimizer for better convergence of weights is the real goal of
training the network with correct weight values. The detailed understanding of CNN is
necessary to bring it in use, and the study of CNN is very much limited in this paper as
because, N number of parameters involved for tuning the constructed network to give
accurate results. One can see the literature in references for further in-depth knowledge
on CNN. The activation function is one key parameter of CNN which gives network
nonlinearity aspect. The choice of activation function is independent, but results
obtained by using Rectified Linear Unit (ReLU) are more promising. ReLU overcomes
the limitation of traditional sigmoid and hyperbolic function, that is, the point of
saturation which stops further change in weight values. Figure 4 shows ReLU curve.

4 Experimental Results and Discussions

The proposed machine learning algorithm was tested on available dataset of 20 patients
having cancer and no-cancer. The experimental results from training depict a gradual
decrease in the loss function as shown in Fig. 5.

The performance evaluation of the proposed method resulted in detection accuracy
of approximately 65%. The occurrence of lower accuracy is mainly due to the use of
limited hidden layers in CNN computation. These layers are responsible for deep
feature extraction depending upon the number of layers used, thus limiting to only 2
hidden layers might have failed to detect deep features accounting to cancer in the lung
tissues. Also to mention that region-growing algorithm is good at detecting nodules in
the lung region, but accurate extraction of nodules attached to lung walls, detection of

Fig. 4. Rectified linear unit curve
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ground-glass opacity nodules and to distinguish closely attached nodules and vessels
are limitations of region-growing algorithm.

5 Future Scope

The image preprocessing can be enhanced to classify nodules better by detecting
ground glass opacity nodules (which are deformed in shape but malignant), nodules
attached to lung walls, anisotropic nodules, and also the ones which are closely
attached with blood vessels. To attain this mean shift analysis based on the dot filter
method of segmentation and Hessian matrix can be implemented.

The loss function values can result in a smooth curve with a gradual decrease in
loss value by increasing the epoch size and once again by increasing the number of
hidden layers in convolutional step more hidden features can be extracted from the
input for better classification of patient’s data.

6 Conclusion

Image classification and feature extraction from images to make accurate prediction is
challenging and beneficial at the same time, it gives the ability to define objects, predict
variation in images accurately at very deep dimension and also by leveraging the
advanced methods of Neural Network (CNN), it is now possible to build an AI which

Fig. 5. Showing loss curve with respect epoch
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can help reduce the burden on radiologist, analyst, hospitals, and clinical practitioners.
Image networks is a special area of study for training machines to learn image data to
classify and predict correct results, by bringing in advance additions to existing net-
works and also by making use of medically accurate segmentation methods it will
definitely be possible to attain an accuracy of 95% and above for a wide variety of
patients dataset.
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1 Introduction

There has been an extensive use of discrete wavelet transform (DWT) in many
applications of image processing and signal processing [1–3]. The present designs for
the implementation of the DWT are mostly categorized into two types: 9/7 filter and
lifting scheme. For the second category, designs have advantages when compared to
the first category architectures in area requirement and computing complexity.

The digital signal processing (DSP) applications such as discrete wavelet transform,
finite impulse response (FIR) filters and infinite impulse response (IIR) filters involves
multiplication and addition as fundamental operations. In the real-time environment
having hardware restrictions, delay, area and power metrics plays a key role in ana-
lyzing the system performance. The multiplier plays key role as hardware point of view
in discrete wavelet transform, as result multiplier consumes larger area, power, and
delay.

A shift adder-based multiplier is implemented in [4]. This work involved with less
logic resources but with marginally higher delay. An SOPOT-based multiplier is
proposed in [5]. This work involved with large logic resources and more power con-
sumption. The authors in [5] implemented the SOPOT architecture which consists of
scalable shifter and variable shifter. We found that some redundant operations are
involved in scalable shifter. The main contribution in this paper, scalable shifter is
replaced with one shifter and one multiplexer.

In this research work, a modified CSD multiplier is designed and the same is used
for developing an efficient lifting-based DWT. The ASIC results show the efficiency of
the modified multiplier.

2 Lifting Scheme

The construction of bi-orthogonal wavelets for lifting scheme was developed by
Sweldens [6]. The constructions are obtained in the spatial domain, which is the main
feature of this lifting scheme. It also does not need complex mathematical calculations
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which are necessary in traditional methods. The lifting scheme is simplest and com-
petent algorithm to compute wavelet transforms. It does not rely on Fourier transforms.

Figure 1 shows the block diagram of the lifting-based structure. Usually, the lifting
scheme consists of three steps: (1) split, (2) predict, and (3) update [4].

1. Split Step:
To find the utmost correlation between adjacent pixels for using them in during the
next predict step, the signal is split into even and odd points in this step. Each pair
of given input samples x(n) is split into odd coefficients x(2n + 1) and even x(2n).

2. Predict Step:
To generate the complete coefficients (dj), the product of even samples and the
predict factor is done and the output is added to the odd samples, in this step. Since
the detailed coefficients are taken into account, this results in high-pass filtering.

3. Update Step:
Here, the product of the detailed coefficients calculated in the previous predict step
and the update factors is done in this step. The output is added to the even samples
to obtain the coarse coefficients (sj). This results in a low pass filtering. The block
diagram of lifting scheme DWT is shown in Fig. 2 [6].

The lifting coefficients d, b, a, c, andK are d � 0.88701370409, c � 1.7658221510,
a � −3.172268684, b � −0.105960237, and K � 0.812893066, respectively.

+

Predict Update

-

LP

HP

Split
I/P

Fig. 1. Forward lifting scheme

+ +2

2

(1+z) (1+z-1)

+ +

(1+z) (1+z-1)

K

1/K

Xi

si

di

Fig. 2. Block diagram of lifting scheme DWT
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The complete lifting procedure consists of four steps, in which the input sequence
Xi, where i = 0, 1, 2, … N − 1. Here N is the input data range.

(1) Splitting step:

Odd part dð0Þi ¼ x2iþ 1 ð1Þ

Even part sð0Þi ¼ x2i ð2Þ

2) First lifting step:

Predictor dð1Þi ¼ dð0Þi þ a� sð0Þi þ sð0Þiþ 1

� �
ð3Þ

Updater sð1Þi ¼ sð0Þi þ b� dð1Þi�1 þ dð1Þi

� �
ð4Þ

3) Second lifting step:

Predictor dð2Þi ¼ dð1Þi þ c� sð1Þi þ sð1Þiþ 1

� �
ð5Þ

Updater sð2Þi ¼ sð1Þi þ d� dð2Þi�1 þ dð2Þi

� �
ð6Þ

4) Scaling step:

di ¼ dð2Þi =K ð7Þ

si ¼ K� sð2Þi ð8Þ

3 Proposed Multiplier

The DWT architecture consists of adders and multiplies. The conventional DWT
architecture has multiplied with constant coefficients, which consume more area and
power. Several multiplication operations are performed in DSP algorithm. So constant
multipliers are replaced with canonical-signed (CSD) [7]. The multipliers are replaced
with shift adders, which lead to multiplier-less implementation. The same method is
applied to all the coefficients of the lifting structure and the values are tabulated in
Table 1. Table 1 shows the power-of-two with negative and positive components. The
positive exponent and negative exponents represent left shift and right shift
respectively.
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Authors in [5] proposed architecture have scalable shifter and variable shifter. By
observing Table 1, there is no higher power-of-two difference (i.e., greater than 7
shifts). So scalable shifter is optimized without disturbing functionality and accuracy of
the multiplier. The modified multiplier architecture is shown in Fig. 3.

The proposed architecture defines SOPOT term of shifters and accumulator unit.
The size of control register is 8 bit. The selection of input data is not mentioned in
existing architecture. The sign of CSD term is controlled by selk(6) and based on this
control bit accumulator performs addition and subtraction. If the control bit selk(6) is
positive accumulator executes addition and negative accumulator executes subtraction.
The sign of exponent of CSD term is controlled by selk(5) and based on this control bit
variable shifter performs right shift and left shift. If the control bit selk(5) is positive
variable shifter executes left shift and negative variable shifter executes right shift. The
control bit selk(2) selects scalable shift operation. The control bits selk(1:0) selects
variable shift operation. The control bit selk(7) selects input data/register data. The
configuration table for a lifting coefficient is given in Table 2.

Table 1. CSD representation of lifting coefficients

Coefficient Coefficient value CSD representation

a −3.17226868408289 −22 + 20−2−2 + 2−4 + 2−6−2−11 + 2−13

b −0.10596023714940 −2−3 + 2−6 + 2−8−2−11

c 1.76582215102264 21−2−2 + 2−6 + 2−12−2−14

d 0.88701370409649 20−2−3 + 2−6−2−8 + 2−12 + 2−14−2−16

K 0.81289306611600 20−2−2 + 2−4 + 2−11 + 2−13

1/K 0.61508705245638 2−1 + 2−3−2−7−2−9−2−13−2−15
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Fig. 3. Proposed architecture for multiplier
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4 ASIC Implementation Results

The proposed work is designed in Verilog HDL and the synthesis is done using
Cadence Genus Synthesis of 90 nm technology library [8]. The ASIC implementation
results of proposed, shift adders and existing SOPOT architectures are shown in
Table 3. Table gives delay, area, power values and excess area delay product (EADP),
excess power delay product (EPDP) results compared to other works for dissimilar
bit-widths respectively. The proposed design has 21.75 and 12.35% less ADP; 21.54
and 22.07% less PDP when compared to shift adder and SOPOT architectures,
respectively, for dissimilar bit-widths.

5 Conclusion

In this work, a modified CSD architecture is proposed targeting area and power
optimization. The logic operations involved in SOPOT-based multiplier is analyzed,
we found that architecture having some redundant operations. The redundant logic
operations that are present in SOPOT architecture are eliminated in the proposed novel
multiplier using CSD representation. The implementation results show that the

Table 2. Configurations of the lifting coefficient a

CSD term Control register Configuration

+20 Sel0 10000000
−22 Sel1 01000010
−2−2 Sel2 01100010
+2−4 Sel3 00100010
+2−6 Sel4 00100010
−2−11 Sel5 01100101
+2−13 Sel6 00100010

Table 3. ASIC implementation results of proposed and existing designs

Design Width
(n)

Delay
(ps)

Area
(cells)

Power
(pW)

ADP PDP EADP
%

EPDP
%

Shift adder
[4]

10 1380 1065 236.60 1469700 326509.4 2.34 2.42
12 1571 1672 363.55 2626712 571137.1 32.11 34.62
16 1981 2319 425.40 4393939 842731.3 30.80 27.59

Existing CSD
[5]

10 815 1976 471.96 1610440 384647.4 12.14 20.66
12 949 2327 529.40 2208323 502404.4 11.07 18.42
16 1222 3272 687.17 3998384 839727.9 13.84 27.14

Proposed
CSD

10 815 1762 391.13 1436030 318778.3 – –

12 949 2095 447.03 1988155 424238.1 – –

16 1222 2874 540.47 3512028 660464.1 – –
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proposed architecture has 21.75 and 12.35% less ADP compared to shift adder and
SOPOT architectures, on average, respectively, for dissimilar bit-widths. The imple-
mentation results show that the proposed architecture has 21.54 and 22.07% less PDP
compared to shift adder and SOPOT architectures, on average, respectively, for dis-
similar bit-widths. The implementation results show that the modified CSD architecture
occupies low area, consumes less power and is efficient for the VLSI hardware
implementation.
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1 Introduction

The main aim of drug designing is to develop or search a stable drug that cures disease
with minimal cost and time. Different docking strategies are taking place to make it
more efficient with evolutionary algorithms. The problems can be classified as opti-
mization problems with NP-completeness. Here, we have used GA (fixed and variable
length), swarm intelligence-based algorithm (PSO) to find out the probable orientation
or geometry of a drug molecule that can bind to a particular active site of a target
protein to produce a stable drug. Active sites are some area on the surface of a protein
molecule and that area becomes active when it comes in contact with an appropriate
drug. As a result, the normal function of the protein is hampered. Computational drug
design is important as it reduces conventional research deadline and cost. Here, we
have considered structure-based drug design where we have identified a protein target
(active site) and going ahead we have to find a molecule or ligand that nicely fits there.
In this paper, we have used pdb file of Streptococcus and developed an algorithm to
predict protein and ligand structure for docking energy minimization. At the output, we
prepare a set of molecules having energy less than a threshold value. All these
molecules are the potential drugs for a particular protein. These set of molecules will
help the biologists or pharmacists to choose the best drug for a particular disease with
very less effort [1–5].

2 Bacteria Protein

The study has been conducted on Streptococcus bacteria’s protein structure 5a35.pdb
and its corresponding drug structure is 1PE.pdb. The structure of 5a35.pdb is shown in
Fig. 1.

Streptococcus pyogenes, a Group A Gram-positive bacteria responsible for
pharyngitis, cellulitis, tonsillitis, rheumatic fever, scarlet fever, etc. Based on the
statistics, 700 million infections occur worldwide each year with a mortality rate of
25%.
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3 Proposed Algorithms

3.1 For Docking Energy Minimization with Evolutionary
Algorithm—GA

Step#1 Coordinates of active site
Step#2 Valencies and length of functional groups.
Step#2 van der Waal constants and electrostatic constant.

Output: Desired ligand structure L for receptor target protein P.
Begin
Call GA(active_site_P, Functional group List);
End.
Procedure GA(active_site_P, Functional group List)
Begin
While generation_count < X do/* X = max. number of generations. */

Begin

Select parent randomly ! Crossover ! Mutation
Use “Correct function” to adjust parameters based on the assumption for
Ligand Tree
Use “adjustPosition function” to adjust the coordinate of added func-
tional group (must be in search space)
Increment generation_count
end

Output the best individual found

Step#3 Ends

Fig. 1. 5a35.pdb structure with PyMol [Chatterjee et al.]
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3.2 For Docking Energy Minimization with Evolutionary Algorithm—
PSO

Step#1 Coordinates of active site
Step#2 Valencies and length of functional groups.
Step#3 van der Waal constants and electrostatic constant.

Output: Desired ligand structure L for receptor target protein P.
Begin
Call PSO(active_site_P, Functional group List);

End.
Procedure PSO(active_site_P, Functional group List)

Begin

A. Initialize all particles Xi with each particle having D dimensions.
B. Assign initial coordinates to each particle and call calculate_energy (Xi) to find

respective Fitness
C. Initialize Particle pBest of each particle and find Particle gBest
D. Calculate velocity and position of PSO parameters
E. Check the length of newly formed particle by calling check_length()
F. Update the coordinates of each particle
G. Update Particle pBest and Particle gBest as necessary
H. Use “Correct function” to adjust parameters.
I. Use “adjustPosition function” to adjust coordinate of added functional group (must

be in search space)
J. Repeat steps C to I until a convergence criteria is satisfied or maximum iteration

ends.

Step#4 Ends.

4 Ligand Tree Structure

We have used GA and PSO-based algorithm technique to predict the ligand orientation,
shape and minimize the interaction energy and compare our results with previous
results. We also have used a tree-like structure whose length cannot be determined in
advance. To do this, we have introduced a group which is called absent group. The
absent group can be present only in leaf [6, 7]. Two extra functions namely “correct”
and “adjust” are used to check the length of the newly formed ligand molecule with
adjusted new position inside search space. Some constraints should be maintained as
follows: [16, 19, 30]—A. The first, third, and sixth position of right tree and first and
third position of left tree cannot contain any type of polar group unless they are present
at the terminals of the tree. B. If any of the parent positions contain any child group
then parent position cannot contain 8. C. Crossover, mutation operators are imple-
mented similarly as described in this paper. We can look for a simple example: say
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right tree chromosomes for two parents are: [5 5 2 8| 8 1 5 |1 4 6]; [2 7 18 3 2 |5 8 6| 1]
Then corresponding two children will be: [5 5 2 8 5 8 6 1 4 6]; [2 7 1 8 3 2 8 1 5 1].
Now, the right tree of the first children contains 8 at sixth position though its eighth,
ninth, and tenth places are not empty. Thus, by using “Correct” function we place a 2 at
sixth position so that the two children will be: [5 5 2 8 5 2 6 1 4 6]; [2 7 1 8 3 2 8 1 5 1].
Now two chromosomes are valid and accepted. N.B: the distance between a residue of
the target protein receptor and its closest functional group should be at most 2.7 Å for
the molecules to interact and should not be closer than 0.65 Å to avoid steric contact
(Figs. 2 and 3).

In the ligand molecule, we have used above necessary functional groups including
double (=C=O) and triple bonds (–C�N). The size of representing tree is made vari-
able. The length of the chromosome can vary between certain range denoted by (lmax,
lmin), where these values are defined as: Lmax = (Max distance in between two CA)/
2.7 and Lmin = (Min distance in between two CA)/0.65.

4.1 Necessary Setup

We have used http://zhanglab.ccmb.med.umich.edu, a Michigan University Lab portal
for “Department of Computational Medicine and Bioinformatics” to determine binding
site residues for 5A35.pdb and in 2D diagram, we have found active site that resembles

Fig. 2. Functional groups used in algorithm [1]

Fig. 3. Bond lengths of functional groups [1]
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the active site as shown below with 1PE ligand binding and populated by RASMOL
using X-ray diffraction (Fig. 4).

Using evolutionary algorithms, we will generate tree on both the sides of the
pharmacophore maintaining Lmax, Lmin, and a boundary size of search space will
be defined and that search space is divided into two parts on either side of the
pharmacophore.

Active site size 12
L max 7
L min 3
South boundary of polygon −31.584, −4.099 | −31.485, −7.72 | −29.547, −8.727 |

−24.808, −8.597 | −22.741, −7.462 | −21.977, −4.321 |
−21.972, −1.988

North boundary of polygon −30, −1 | −27, −0.8 | −24, −0.5
Pharmacophore left side
coordinate

(−25.15, −6)

Pharmacophore right side
coordinate

(−24.5, −5)

Distance in between residue and
functional group

0.65–2.7

N.B: All distances are measured in Angstrom and South boundary points are
coordinates of active sites residues in X-Y. Assumptions are—A. Random integer is
generated to produce the size of tree and it must fall under Lmax, Lmin. Then group
selection is random out of 8 groups to fill gene position. B. If Ligand Tree is
avariable-length tree, and if randomly generated tree value is < Lmax then add padding
(Lmax-Lrand) by ‘#’ to keep the ligand tree length correct. Example: lmax = 8, the
size of the right tree, i.e., li is five, then a chromosome may look like 01252### and
here we have used group 8 to fill it. C. To complete the polygon structure of search
space, we have taken 3 assumed points for the north boundary.

Fig. 4. Docking structure comparison [Chatterjee et al.]
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4.2 Experiment

Total Nodes except Pharmacophore: 11 (Left size: 4 and right size: 7). We have used
our functional group index from 0 to 7 in our program.

Genetic Algorithm Parameters: Population: 30 Exhaustiveness: 100 Mutation
Rate: 0.01 Elitism: 10% Crossover: Uniform (Figs. 5 and 6).

Side Length (Fixed) Energy Sequence Execution time (ms) Fitness

Left tree 4 0.92 5 2 5 6 2764 −0.296
Right tree 7 0.7 1 2 1 2 3 5 2 1995 13.22

Side Length
(Variable)

Energy Sequence Execution time
(ms)

Fitness

Left tree 4 0.35 5 3 5 3 1375 −0.07
Right
tree

7 1.16 1 4 1 3 2 7 6 3149 13.22

PSO Algorithm Parameters: SWARM_SIZE = 30 MAX_ITERATION = 100
PROBLEM_DIMENSION = 2 C1 = 2.0 C2 = 2.0 W_UPPERBOUND = 1.0
W_LOWERBOUND = 0.0 (Fig. 7).
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Fig. 5. Drug structure with GA (Fixed length) [Chatterjee et al.]

OH

OH

OH

OH

OH

OH

(5353) (1413276)

3 3

2

7
1

1
5

5

6

43

pharmacophore

pharmacophore

Fig. 6. Drug structure with GA (Variable length) [Chatterjee et al.]

356 A. Chatterjee et al.



Side Length Energy Sequence Execution time (ms) Fitness

Left tree 4 0.00004 1 0 5 2 289 167.5
Right tree 7 0.008 5 4 1 3 6 1 3 381 96.7

Fitness Evaluation: We have considered here fitness value must be dependent on
below two things [1]: A. Distance and Polarity ! Fitness F1 and B. Interaction energy
(Van Der Waal and electrostatic) ! Fitness F2

Vnon�bond ¼
X

non�bond

ei;j
Rmin;i;j

r

� �12

�2
Rmin;i;j

r

� �6
" #

þ qiqj
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" #

VðrÞ ¼ cn
r6

� �
� cm

r12

� �h i

Finally, fitness is computed as

F ¼ k
E

where ‘k’ is a constant (let it be 100) and ‘E’ is the total interaction energy in Kcal/mol.
Hence, maximizing fitness leads to minimizing interaction energy. A penalty will be
given if any functional group crosses the boundary, if a functional group possesses
opposite polarity to its closest residue or if functional group crosses the minimum
constraint boundary. So, we will choose that drug that will have overall minimum
interaction energy and minimum penalty value. Let P is the value used for penalty
calculation and D is the distance in between functional group and the closest residue
and the relationship in between them is P = (2.7 − D)/2.7. Penalty = −|P| if a func-
tional group possess opposite polarity to its closest residue Penalty = 10 * (−|P|) if the
position of a functional group of the tree exceeds the boundaries. Fitness of a Func-
tional group ! If the polarity of the function group is not the same as that of the
residue or D < 0.65 then Fitness = Penalty Else if P < 0.0 then Fitness = 0.0 Else if
polarity of the functional group is approximately the same as the polarity of the residue
and P > 0.0 then Fitness = D.
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Fig. 7. Drug structure with PSO [Chatterjee et al.]

Evolutionary Algorithms to Minimize Interaction Energy 357



4.3 Result

We have found the below result after several trials run over 30 populations with
exhaustive value 100: (Fig. 8).

Methods Total interaction energy
(VDW + ES)

Total execution time
(ms)

Total
fitness

GA—Fixed
length

1.62 4759 12.924

GA—Variable
length

1.51 4524 13.15

PSO 0.00804 670 264.2

5 Conclusion

It has been shown how PSO method gives better performance than GA (both fixed and
variable length). In this paper, we have taken input from pdb file, analyzed it, created
2D and 3D architecture, and used evolutionary algorithms to find out probable ligand
structure. This work has helped in digging very basic domain knowledge of compu-
tational biology and evolutionary algorithms. A similar case study can also be applied
to other drug design problems to have optimized data based on different evolutionary
algorithms.
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1 Introduction

Globally, it is reported that many stillbirths occur at labor due to various congenital
anomalies [1]. This growing concern of fetal well-being during pregnancy has raised a
need for fetal monitoring during pregnancy, especially during the third trimester or
labor. It was first suggested by Winkler that an FHR of less than 120 beats per minute
(bpm) or greater than 160 bpm were signs of fetal distress [2]. It was observed that
decelerations of the fetal heart rate-predicted fetal hypoxia. Hence, if the basic
parameters of fetal health are monitored by the mother then the status of the fetus can
be electronically communicated to the clinician to save the fetus from going through
irreversible neurological brain damage [3].

Fetal distress, now commonly known as non-reassuring fetal status is a compli-
cation during pregnancy or labor. It occurs mostly due to placenta abruption, umbilical
cord prolapse, breathing problems, etc. The various non-reassuring patterns seen on a
Cardiotocography (CTG) to mark fetal distress are increased or decreased fetal heart
rates especially during and after a contraction, decreased variability in FHR and late
decelerations among other signs [4]. FHR monitoring nowadays during pregnancy is,
therefore, a very important exercise by mothers to keep their unborn babies safe and
secure. Presently, ultra sound transducers are the common methods used by doctors to
check the well-being of the fetus. It is realized in many cases that the FHR observed by
using the aECG signals are more accurate than using the ultrasound method [5].

Noninvasive abdominal ECG (NI-aECG) signals extracted from the abdominally
placed ECG electrodes are very low-voltage amplitude signals buried in maternal
complexes, baseline wander, power line interferences, maternal electromyogram, and
other artifacts [6]. Invasive FECG obtained using the fetal scalp electrode directly applied
to the skin allows easy detection of fetal QRS complexes. These signals have much larger
amplitudes than abdominally obtained signals, however with the risk of infection to the
fetus [1]. Detection of Non–Invasive fetal ECG (NIFECG) signal and its analysis is
becoming a very powerful and advanced method in obtaining valuable QRS parameters
from the FECG so as to assist the doctors and biomedical researchers to make appropriate
decisions during pregnancy and labor. However, there exists a limitation for perfectly
monitoring the fetal heart rates improving the signal to noise ratio (SNR) of the FECG
[7]. The latest technologies in digital signal processing have been developed over the
years towards advanced FECG detection, extraction, and analysis methods.
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1.1 Noninvasive Fetal ECG Extraction Techniques

Researchers in this biomedical field have continuously strengthened the extraction
algorithms and improved the detection techniques which have led to further reduce
noise and thus acquire reliable FECG signals assuring fetal health during pregnancy
and labor. They have put in extensive work to effectively and efficiently separate
FECG from maternal ECG. Some of the methods are Kalman filtering [8], LMS
(least mean square) algorithm [9], ANN (artificial neural networks) [10], ANFIS
(adaptive-network-based fuzzy inference system) [11], methods of BSS (blind source
separation)—ICA [12], PCA (principal component analysis) [13], and SVD (singular
value decomposition) [14]. Other methods include auto-correction methods [15],
subtraction [16], averaging techniques [17], finite impulse response (FIR) and infinite
impulse response (IIR) filtering [18] and wavelet transform based techniques [19].

Extraction of FECG is challenging because the FECG is a very weak signal and has
low SNR as compared to the MECG and the fetal signal overlaps with the MECG in
the frequency domain [1]. Table 1 gives us the MECG and FECG relationship cal-
culated as mean values for QRS amplitude and width for various online aECG data-
bases. It is observed from the table, that the mean amplitude value of the MQRS is
nearly 4–5 times larger than the FQRS and the MQRS width is almost double that of
FQRS [20]. In this paper we compare fetal extraction using the ICA technique and
compare it with our method using correlations and synthesized QRS template matching
(see Table 2). The proposed methodology can be evaluated by using the Physionet
online abdominal and direct fetal ECG database (adfecgdb) [21, 22].

Table 1. MQRS and FQRS amplitude and width calculations as mean values

ECG signal MQRS amplitude
(µv)

MQRS width
(ms)

FQRS amplitude
(µv)

FQRS width
(ms)

Matonia et al.
[20]

150 100 30 50

adfecgdb [22] 211 115 192 58
nifecgdb [23] 10000 132 2600 46
Phy C
2013 [24]

23 93 21 47

Table 2. Comparison between ICA and correlation [17]

Method Complexity Computational time (s) Progress in SNR Accuracy (%)

ICA Complex Medium Medium Medium
Correlation Low Low Low Medium
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2 Method I: Extraction of FQRS Using Independent
Component Analysis

ICA is a statistical method for breaking down complex combined signals into inde-
pendent parts. It looks for components that are both statistically independent and
non-Gaussian. ICA can be easily expressed as Y(n) = A S(n) + N, where Y(n), S(n)
and N are vectors of sensor signals, source signal, and N noise respectively [25] and A
is the unknown mixing matrix and n is the discrete time index. In a noisy environment
the source signal may be obtained as, S(n) = A−1 [Y(n) − N], if N 6¼ 0. Therefore,
pre-processing before applying ICA may improve the performance of the ICA [12]. In
this technique the raw aECG signals are preprocessing followed by a two-stage ICA
fetal and maternal separation. As the pre-filtering step is crucial for this method,
a composite filter of high pass and low pass filter was used. The filter eliminated the
low-frequency baseline wander (due to patients breathing) which is in the range of
1 Hz and the high-frequency noise of the EMG and the 50 Hz PLI. After the filtering
sequence, the ICA was applied to the four filtered abdominal channels to separate
maternal ECG from the other components. The following conditions must be met for
ICA to function correctly. They are (i) the number of measured signals should be equal
to or greater than the number of input sources (ii) instantaneous linear time-invariant
mixing matrix (iii) statistically independent input sources and (iv) non-Gaussian and/or
auto-correlated sources [26]. In our application of maternal and fetal QRS separations,
the first two do not fully satisfy because artifacts increase the number of sources and
fetal movement leads to a non-invariant mixing matrix. The maternal ECG is the
strongest independent source of the four measured abdominal signals. Hence, it would
result in at least one independent component. For records, where clean ECG signals
and an invariant mixing matrix exist, ICA would also be able to separate the fetal ECG.

3 Proposed Method II: Synthesized QRS Template

One of the simplest and best known methods of recognizing and matching the QRS
patterns is based on template matching [27] where the synthesized template is com-
pared with the test signals of well-known databases. The algorithm is based on
determining the similarity between the two signals. The synthesized template is gen-
erated based on the average values of the test signal. The QRS detector can be
developed based on concepts from the automata theory [28], template subtraction
technique [16] or template cross-correlation [29]. Using this method, we first filtered
the raw aECG for baseline wandering with a low pass first order Butterworth filter and
then performed the convolution of one of the filtered abdominal channels with the
proposed synthesized maternal and fetal QRS complexes.
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3.1 Generation of the Synthesized QRS Waveforms

The synthesized QRS template waveforms for both maternal and fetal ECG signals
were computed for the three available Physionet databases. The following six slopes
for the QRS waveform were generated: 0-Q, Q-0, 0-R, R-0, 0-S and S-0 (See Fig. 1).

The synthesized MQRS waveform for adfecgdb is computed from Table 1: QRS
amplitude = 211 µv; QRS width = 115 ms and Q = −37 µv, R = 211 µv, S = −163
µv and no = 1.

MQRS ¼ −1.21(n − no) no < n < no + 33 (point a)

¼ −37 + 5.28 (n – no − 33) no + 33 < n < no + 40 (point b)
¼ 11.72 (n – no − 40) no + 40 < n < no + 58 (point c)
¼ 211 − (11.72) (n − no − 58) no + 58 < n < no + 76 (point d)
¼ −9.58 (n – no − 76) no + 76 < n < no + 93 (point e)
¼ −163 + 7.76(n − no − 93) no + 93 < n < no + 114 (point f)

Using the above method, the synthesized FQRS can also be computed with QRS
amplitude = 192 µv; QRS width = 58 ms. To determine the correlations and convo-
lution between the original maternal and synthesized MQRS, the following two
operations were simulated using Matlab 2013a. A pulse train of synthesized signals
x1(k) can be multiplied with the filtered aECG signal x2 (n − k) as per Eq. (1).

yðnÞ ¼ 1
N

XN�1

n¼0

x1ðkÞ x2ðn� kÞ ð1Þ

Fig. 1. Proposed QRS synthesized template format for MQRS and FQRS

Assessment of the Fetal Health Using NI-aECG 363



4 Results and Discussions

The two methods, namely ICA and our proposed synthesized template matching
method were evaluated and compared to obtain mainly the R peak of the FQRS using
the Physionet afecgdb records [22]. The R peaks extracted from both the techniques
were subjected to a QRS detector which is based on the QRS slope, width and R peak
amplitude detection method [30, 31]. The QRS detector algorithm uses an adaptive
threshold which helps compute the fetal R-R interval. Using the R-R intervals, the fetal
heart rate variability (FHRV) was plotted and compared with the reference fetal QRS
annotations (direct fetal scalp ECG).

4.1 ICA Method Results

After the first stage application of ICA, channel 1 contains a strong MECG, channel 2
displays a mixture of FECG and MECG signals, while channel 3 and 4 contain the
noise components shown in Fig. 2. After zeroing the noisy channels 3 and 4, four new
channels are generated from the two valid channels 1 and 2. The second stage ICA is
applied to these four generated channels, thus obtaining stronger MECG on channel 1,
a prominent fetal signal on a channel with smaller amplitude traces of maternal ECG
while channel 3 and 4 contain no noise signals as shown in Fig. 3. EEGLAB, an
interactive Matlab toolbox was used for processing continuous and event-related EEG,
and other electrophysiological data incorporating independent component analysis
(ICA).

Fig. 2. Stage 1: Application of ICA to the four preprocessed abdominal channels
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4.2 Results of the Proposed Synthesized QRS Template and Pulse
Matching

The QRS synthesized template and pulse matching was used to extract MQRS and
FQRS signals. As in the case to extract MQRS and FQRS a rectangular pulse (tau) of

Fig. 3. Stage 2: Application of ICA to the four preprocessed abdominal channels (Red markings
indicate the correct and stronger fetal R peaks)

Fig. 4. Multiplication of synthesized pulses with filtered abdominal ECG to obtain MQRS and
FQRS signals
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100 ms and 45 ms was used respectively. The preprocessed filtered aECG was mul-
tiplied with the train of fixed k bpm and for a fixed rectangular width (tau). A clean
MQRS and FQRS can be obtained if both the QRS are periodic (see Fig. 4).

5 Conclusion

The aECG channels were preprocessed by filtering the baseline wandering frequencies
for both the methods, i.e., ICA and synthesized template method. The synthesized QRS
signals for maternal and fetal ECGs were computed after carefully comparing the real
time abdominal ECG signals. The filtered aECG was multiplied with the respective
synthesized pulse trains having QRS (tau) = 100 ms for maternal and QRS
(tau) = 45 ms for fetal. It was seen that, by synchronizing synthesized pulses alter-
natively with MQRS and FQRS present in the aECG, a noise-free individual maternal
and fetal QRS were obtained. Further the fetal heart rate was computed by using the
QRS detector giving us accurate heart rates for most records. In the ICA method it was
observed that some of the FHR bpm values differed with the true reference range
(direct fetal scalp annotation) and crossed the assumed ±10 bpm limits. Additionally,
using the synthesized template method the FHR values were closer to the true FHR
values (see Fig. 5).

Fig. 5. Comparison of the FHRV using ICA and synthesized template method with the true
reference annotations
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1 Introduction

Vehicular network aims to connect vehicle-to-vehicle (V2V) or vehicle-to-the roadside
unit (RSU) using wireless communication technologies. IEEE has released 802.11p
standard for vehicular ad hoc network (VANET) that connects V2V or V2I using
dedicated spectrum. Currently vehicles are able to access Internet via cellular networks
GPRS/UMTS/LTE. Other wireless technologies like Wi-Fi, Zigbee, Bluetooth, RFID
are also being used as an alternative for short distances. Wi-Fi technology is an
attractive solution for increase in data demand in mobile network because of high data
rate achieved with low cost. However, limited coverage of Wi-Fi access points and user
mobility poses difficulty to optimize offloading performance. Cellular and Wi-Fi radio
access technologies are involved in data offloading. An interworking between cellular
and Wi-Fi network may help to offload cellular data. Better offloading performance can
be achieved if more number of Wi-Fi APs available in certain geographical area due to
their short range. However, large-scale dense Wi-Fi APs deployment may incur high
capital cost. Hence tradeoff between cost and offloading performance should be
examined. A good strategy is to consider population density, user mobility, mobile data
usage patterns, and communication environment while deploying Wi-Fi APs.

Internet applications are infotainment such as entertainment, web browsing, mobile
commerce, etc., through Internet. Many Internet applications require continuous
Internet connectivity. This connectivity becomes more challenging when vehicle
moves across overlapping heterogeneous wireless networks. In such a case frequent
switching from serving network to target network may occur, which often degrades the
performance of the network. High vehicle mobility results in very short connection
time with Wi-Fi APs (e.g., several tens of seconds) which limits volume of data
transferred because one has to consider time spent in Wi-Fi association, authentication,
and IP configuration before data transfer which is not negligible. Communication in
vehicle environment suffers from high packet loss rate due to channel fading, shad-
owing, and Doppler shift because Wi-Fi protocol stack is not designed for high
mobility environments [1].

We focus on cellular networks interworking with Wi-Fi in HVN. WLAN offers
higher data rates with lower cost for a short range while cellular network offers low
data rates with high cost but with large range. In the presence of both above, vehicle
on-board unit (OBU) can choose either of two for data transfer. However, when OBU
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leaves the Wi-Fi due to short range, cellular network will be connected to OBU, if V2V
communication is not feasible. The availability of base stations (BS) and APs, and their
data transfer prices are represented by cc ($) and cw ($), respectively, broadcasted
periodically by all BSs in cellular and all APs in Wi-Fi network [2]. Next, we consider
APs on the roadside on a model according to more practical situation like urban,
semi-urban, and highways. Further, we include V2V communication where vehicles
use multi-hop data transfer approach to relay the data to the APs. In this paper Sects. 2
and 3 discusses about efficient VHO decision with fixed inter-distance APs, and sta-
tistical inter-distance APs in urban, semi-urban, and rural areas. Section 4 includes
V2V in addition to cellular and Wi-Fi network for VHO decision, Sect. 5 discusses
performance evolution, and Sect. 6 concludes the paper.

2 VHO Decision with Inter-distance APs

For minimizing the cost of data transfer Wi-Fi is always preferred over cellular net-
work. The data transfer cost c1 ($) per bit for cellular and c2 ($) per bit for Wi-Fi is
assumed in VHO decision algorithm.

2.1 Cost Minimization Approach

Let us assume that all vehicle’s OBU consists of both cellular and Wi-Fi interfaces. Let
bt be the number of bits transmitted, rc and rw be the data rates (bits/sec.) of cellular
and Wi-Fi, respectively, at the time of decision-making, and let W meters be the range
of Wi-Fi AP. All APs are equidistant and remaining area between two consecutive APs
is A meter as shown in Fig. 1. Let v (m/s) is velocity of the vehicle again at the time of
decision-making, then the cost c1 for cellular and c2 for Wi-Fi can be obtained as

c1 ¼ bt � cc ð1Þ

c2 ¼ Nw�W
v
� rw� cwþ Tw� Nw�W

v

� �
rc� cc ð2Þ

In Eq. (2) Nw is number of APs and Tw is time taken by Wi-Fi to transfer data.
Again in Eq. (2), first term represents cost of data bits to be transmitted by Wi-Fi

Fig. 1. Vehicular network with inter-AP distance [3]
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network and second term represents cost of signaling bits and data transmitted by
cellular network [3].

If bVHO represents signaling bits and Nw the maximum integer for VHO, then

Nw�W
v
� rwþ Nw� 1ð Þ � A

v
� rc� 2Nw� bVHO � bt ð3Þ

Tw ¼ xþNw�W þ Nw� 1ð ÞA½ �
v

ð4Þ

and x as shown in Fig. 1 is obtained by

bt � Nw�W
v
� rwþ Nw� 1ð Þ � A

v
� rc� 2Nw� bVHO

� �
¼ x

v
� rc ð5Þ

In Eq. (3) cellular network signaling is comparable with overhead of VHO sig-
naling, and 2Nw ⋅ bVHO bits for signaling are needed irrespective of initial location of
vehicle user. As velocity increases, number of VHO also increases which may cause
more VHO signaling bits compared to data bits which result in high cost for data
transmission.

2.2 Transmit Time Minimization Approach

User has no control over Wi-Fi and cellular network data rates, but appropriate access
network at any instant can be chosen to minimize the total data transmit time. Let Tc be
the total data transmission time by cellular network and Tw when Wi-Fi together
cellular network is used, then

Tc ¼ bt
rc

ð6Þ

and Tw is given by Eq. (4). The vehicle will select the network to minimize the
transmission time. It may be noted that the decision-making process is event based, and
thus parameters will be computed whenever any significant changes in the network like
new data rates, or new access network, or change in the velocity or direction of vehicle,
or advertisement of new costs [4].

3 VHO Decision Based on Statistical Inter-distance APs

The distance between consecutive APs follows a pattern designed according to the area
urban, semi-urban, or rural/highway chosen. The distance between APs and velocity of
vehicle have been chosen arbitrarily as shown in Table 1. Urban areas will have
maximum vehicle density, hence vehicle speed will be quite low compared to
semi-urban and rural areas. Also due to higher traffic and higher Internet requirements,
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APs inter-distance is quite low to ensure better connectivity to all the vehicles. In rural
areas, density of vehicles is quite low and velocity is quite high. APs inter-distance is
large enough. This lowers the installation cost of APs as well. The cost using Eq. (2)
and transmission time using Eqs. (6) and (4) for the above three areas are calculated
and handover is performed accordingly.

4 VHO Decision Including V2V Mode

VHO decision algorithm is generalized by including multi-hop V2V communication
between vehicles. In multi-hop V2V communication intermediate vehicles relay data to
next vehicle using ad hoc network which can act as an alternative to costlier network to
some extent. The V2V delays include multi-hop relaying delays and delays when no
next hop vehicle is available. These delays are quite large compared to communication
delays in core network. Above delays should be investigated thoroughly particularly
for delay-sensitive applications (voice/video).

4.1 Ad hoc Network Delay

Vehicles should be equipped with GPS receiver to know their accurate geographical
positions. Vehicles broadcast beacon messages periodically to inform their own posi-
tion to the neighbor vehicles and based on the above information vehicles update
neighbors list in LUT (look-up table) [5]. Consider inter-distance between APs fixed
then distance between two adjacent APs d = A + W from Fig. 1. Let ad hoc com-
munication delay dAH be the time taken by a vehicle to forward the data to adjacent
vehicles. This delay depends on average vehicle speed vh (m/s), average hop delay dhop
(s), average vehicle population density q (cars/km) at different points of highway [6]. If
arrival of vehicles on highway behaves like Poisson, then inter-distances between
vehicles on highway is exponential distribution with an average 1/q where q is average
density of vehicles. Then,

dAH ¼ 1� e�qrð Þ A=2
r

� �
dhop þ e�qr A=2

vh

� �� �
ð7Þ

where e−qr is the probability of vehicle to carry packet itself when next hop vehicle is
not available within its range, and (1 − e−qr) is the probability of packet forwarded in

Table 1. Distribution of APs

Velocity Inter-AP distance Area
Min. (km/h) Max. (km/h)

20 45 0.3 km Urban
47 65 0.6 m Semi-urban
67 90 1 km Rural
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wireless communications mode. If the packet is carried by the vehicle along a distance
of A/2 then {(A/2)/vh} is the packet delay while if packet goes through V2V hop, then
{(A/2)/r} is the number of hops needed to cover a distance of A/2, which constitutes the
forwarding delay when multiplied by dhop.

4.2 Wi-Fi and Ad hoc Network

The combined cost c3 of Wi-Fi and ad hoc network can be represented by

c3 ¼ Turwcw ð8Þ

where Tu is the usage time (total time for which connection to APs remains established)
represented by

Tu ¼ Nw� 1ð Þ W þA
v

� dAH

� �
þ W

v
þ x

v
� dAH

� �
ð9Þ

and Nw maximum integer value can be found out by

Nw� 1ð Þ W þA
v

� dAH

� �
þ W

v

� �
rw� bt ð10Þ

and x is obtained from

bt � Nw� 1ð Þ W þA
v

� dAH

� �
þ W

v

� �
rw ¼ x

v
� dAH

� �
rw ð11Þ

Note that the transmission time (Tw+AH) is different from of Tu when Wi-Fi and ad
hoc network is used and it is given by

TwþAH ¼ Nw�Wð Þþ Nw� 1ð ÞAþ x½ �
v

þ dAH ð12Þ

4.3 Combination of Cellular, Wi-Fi, and Ad hoc Network

The combination of Wi-Fi, cellular, and ad hoc network is beneficial when dAH does
not satisfy delay requirements and the vehicle is willing to have the most economical
set of access networks. In above network number of VHOs is lesser or equal to the
Wi-Fi and cellular network. Thus, if c2 < c1, the cost (c4) incurred by using combi-
nation of Wi-Fi, cellular, and ad hoc network will also be c4 < c2 < c1. Similarly, if
Tw < Tc, the transmission time in the case of combination of Wi-Fi, cellular, and ad
hoc network will be T c+w+AH < Tw < Tc.
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5 Performance Evolution

Simulations using MATLAB 2014R were conducted for methodologies discussed
above in Sects. 2–4. The latest Wi-Fi and cellular standard taken for simulation are
Gigabit IEEE802.11ac Wi-Fi and 4G LTE cellular respectively. The parameters used
for simulation are shown in Table 2.

The other factors like Nw (Number of APs on the roadside), total distance traveled
by the car, the preference, the area in which the node is, etc., are required from the user
and the cost and time functions are calculated based on them. We have investigated
performance of VHO decision algorithm for fixed and statistical inter-AP distances and
then analyzed both transmission cost and transmission time versus velocity of
decision-making vehicle.

5.1 VHO Decision with Fixed Inter-AP Distance

User Parameters: Total Distance the car travels: 2 km, number of APs on the road: 8.
The cost of cellular is fixed at Rs. 600 while Wi-Fi cost varies from Rs. 350 to Rs.

540 as velocity goes up from 20 to 90 kmph. User will prefer to be in Wi-Fi network
because Wi-Fi frequency band is unlicensed and is less costly than the licensed cellular,
which is also what we have considered in the fixed parameters in Table 2 the cost of
Wi-Fi is half of the cost of cellular. If the user is currently using Cellular, it will switch
to Wi-Fi by performing the Vertical Handover. The Wi-Fi data rate is faster than
cellular. If the preference of the user is to minimize the transmission time of data bits or
maximize the Quality of Service, it will at all times stay in Wi-Fi and not switch to
cellular. Despite the wide connectivity of cellular, the node tries to stay in Wi-Fi
network in fixed inter-AP distance case due to cellular higher cost and lower data rate.

Table 2. Simulation Parameters

Cost Parameter

150 m W (AP range)
300 m A (Inter-AP distance)
18–90 km/h v (Decision-making vehicle’s velocity)
2–10 veh/km q (Average vehicle density)
1.3 Gb/s rw (Data rate of WLANs)
1 Gb/s rc (Data rate of cellular)
8.8 Mb bVHO (Handover signaling bits)
Rs. 4.025 * 10−8 = 1 unit cw (Cost of transferring one bit in WLAN)
Rs. 8.05 * 10−8 = 2 units cc (Cost of transferring one bit in cellular)
300 Gb bt (Total data to be transferred)
100 m r (Transmission range)
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5.2 VHO Decision with Statistical Inter-AP Distance

• Urban area. Total distance covered is 2 kms.

Considering transmission cost, the crossover takes between Wi-Fi and cellular at
28.6 kmph, the cost of Wi-Fi system was higher at lower velocity and lesser at higher
velocity. Also transmission time followed similar pattern but the crossover is near
33 kmph. There is higher traffic in urban areas i.e. higher vehicle density and hence a
significant amount of vehicles would be connected to a single AP which slows down
the data rate and thus require higher transmission time when connected to an AP. The
cost is also proportional to time because more the time it is connected to an AP, more is
the cost. While at higher speeds, the vehicle can effectively switch APs at a much faster
rate and expect an average overall load to be distributed among rest of the APs, hence
the transmission time is less and likewise the cost.

• Semi-urban area. Total distance covered is 3 kms.

Due to higher velocities and greater inter-AP distances, the vehicle tends to move
faster and hence the switchover of the two networks comes at a comparatively early
stage compared to urban area. The vehicle tries to stay maximum in Wi-Fi network
after a certain speed. The cost is low and data rate of the Wi-Fi network is usually
higher than Cellular which is one of the other reasons why it tries not to switch back to
cellular. However, for larger total distance of say 5 km the cost and time are at all
velocities are less in cellular compared to Wi-Fi which could be due to high installation
costs of APs in semi-urban areas and due to the greater inter-AP distances, the vehicle
is mostly connected to cellular. So, if a node is in Wi-Fi, it will always tend to vertical
handover to cellular network.

• Rural area. Total distance covered is 8 kms.

The interpretation of this scenario is comparable to the one in semi-urban but with
greater distances. The inter-AP distance is pretty high leaving the node connected to
cellular for most of the time. Also, the installation cost of APs plays a key role in rural
areas, hence the vehicle tries to stay in Cellular network and will hand over from Wi-Fi
at all velocities.

5.3 VHO Decision Including V2V Mode

We have included V2V mode in addition to Cellular and Wi-Fi network. The ad hoc
delay calculated in Sect. 4 depends on the vehicle density, hopping delay, etc., and then
the cost and transmission time is accounted for. Since, the global knowledge of the
roads is not considered here, hence the user provides the vehicular density in a certain
area. The hopping delay is considered to be 30 ms.

User inputs: Total Distance: 2 km, number of APs on the road: 8, vehicular
Density: 5

It is expected to have the ad hoc network the minimum amount of transmission cost
when compared to the other two networks because of an additive feature of car hoping
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to transfer the data. The vehicles in a network communicate through DSRC and hence
the cost inculcated is minimal. Hence, ad hoc network plays the best role to minimize
the cost. It is observed that as long as the speed is too high, the combination of Wi-Fi,
cellular, and ad hoc network yields remarkable performance improvements over the
above cases. This could be because at higher speeds the inter-AP distance is covered
faster compared to the case of lower speeds. Let us consider the worst case scenario
with a minimal amount of vehicular traffic on the roads, and the data to be deployed by
the vehicle has to be carried by itself until the next AP arrives. Thus, at lower
velocities, the transmission time will automatically shoot up because the vehicle takes
more time to cover the same distance while at higher speeds the adjacent AP arrival rate
increases and transmission time gradually falls.

6 Conclusions

Optimal choice of access technology is needed in a vehicular network particularly in a
heterogeneous wireless environment. The cost-effective VHO decision depends on
capacity available in each access network, cost of transmitting data traffic in the net-
work, and the speed of the vehicle. In this paper we have discussed a heterogeneous
vehicle network using Wi-Fi and cellular network. The results show that VHO can be
avoided and stay in Wi-Fi network at higher speeds while VHO is an appropriate
choice in lower speeds to minimize the communication cost and time in fixed inter-AP
distance. However, in the statistical inter-AP distance to stay in cellular networks is
better choice at higher speeds in semi-urban and rural areas due to the extensive
installation costs of APs. By including V2V communication in Wi-Fi and cellular
network, the combination of Wi-Fi, cellular, and ad hoc networking outperforms in
terms of transmission time and cost at higher speeds compared to the above two
networking strategies.

Considering future aspects, the analysis can be extended by lifting off the
assumptions made in this paper to further extent. Also, the case where the algorithm is
location specific, it can be extended by adding digital maps of the area which are
readily available on the Internet. This will provide more accurate vehicular density and
road data of cities and states, and by incorporating them one can get more accurate
results.
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1 Introduction

Over the past few decades, wireless access has been increased due to advancement of
applications of cellular applications and internet of things. It leads to exponential
growth in network traffic. Environmental and economic concerns demand to improve
energy efficiency therefore research has been diverted towards optimizing energy
efficiency. Future wireless communication system, e.g., 5G network which will be
deployed up to year 2020 expected to achieve energy efficiency through various
techniques, e.g., use of more number of base station in the smaller area, use of unused
mm wave spectrum and massive MIMO [3, 4, 6, 13, 14].

In channel estimation and precoding, the circuit power consumption was very high
[4]. Looking toward energy-efficienct operations in calculating channel estimation and
precoding has been changed in the proposed work. A single cell of downlink massive
MIMO channel is considered. A new refine model highlights the total number of
complex operation performed to estimate channel information and ZF precoding.
Results of the proposed work shows that by using ZF precoding and MRT technique at
base station in massive MIMO regime gives area throughput that changes with
increasing number of antenna at base station and also optimum value of energy effi-
ciency with respect to optimum number of antennas at the base station and optimum
number of user terminals.

The paper is organized as follows: The system model is discussed in Sect. 2. Power
consumption model is described in Sect. 3. These are then used to compute optimal
number of base station antennas, the optimal number of user terminals and transmit
power under the assumption of perfect channel state information by using zero forcing
precoding. In Sect. 4, numerical results are used to confirm the theoretical analysis.
Finally, conclusion and future scopes are described in Sect. 5.
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2 System Model

Consider the downlink of a massive MIMO system of single cell, where a BS having M
antennas transfer information to K user terminals (UTs) having single antenna. The
channel is Rayleigh fading channel with zero mean and kk variance (Fig. 1).

Let ‘x’ is Mx1 precoded vector of the complex information symbol transmitted
from antenna of base station. The signal received by the user antenna y 2 CKx1 is then
given as [13]

y ¼ ffiffiffi
q

p
HHxþ n ð1Þ

where H represents the M � K channel matrix between the M antenna at BS and the K
user terminals. n 2 CKX1 is the additive white gaussian noise (AWGN) having zero
mean and variance r2 = N0B. Here channel bandwidth and power spectral density of
the AWGN denotes by B (Hz) and N0 (W/Hz) respectively.

Channels are static within time–frequency coherence blocks of T = BcTc symbols
(channel uses) where Bc is coherence bandwidth and Tc is coherence time. The
assumption is taken that BS and UTs are perfectly synchronized and using the
time-division duplex (TDD) protocol to acquire the channel state information (CSI).
The pilot signaling occupies sK symbols in uplink. Pilot signals length sK\T for each
transmission where s� 1 to enable orthogonal pilot sequences among the UT [2, 8, 13].
The case undertaken when the BS has perfect CSI, i.e., the BS has full knowledge of
the instantaneous channel realization and possibly of the interferences statistics at
the UT.

3 Generic Modal of Energy Efficiency (EE)

EE (bits/joule) is the ratio of the total number of bits transferred and total power
consumed. EE might not increase only by reducing transmit power because additional
power consumed from digital signal processing and analog filters used for RF and
baseband processing. EE is given as

Fig. 1. A massive MIMO scenario: a circular cell with M-antenna BS and K single-antenna UTs
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EE ¼ R
qKBAk

g þPCKT
ð2Þ

where information rate (R) for ZF precoding for all K user is given below as [3]

R ¼ BK 1� sK
T

� �
log2 1þ qðM � KÞð Þ ð3Þ

where 1� sK
T

� �
is pre-log factor accounts for pilot overhead. This term is included due

to the fact that in training period sK time slots are used to estimate CSI during one
coherence block of T. T� sK shows the number of data transmission slots and obtained
information rate is to be averaged over T channel uses. Information rate can be increased

by using precoding technique. For zero forcing precoding V ¼ H HHHð Þ�1

and for MRT V = H.
Power amplifier (PA) power is qKBAk

g [3] where q is radiated power and 0\g� 1 is

PA efficiency. The user distribution and propagation environment is indicated by Ak as
remark 1 from [3]. PCKT is power consumed by other circuit systems which have
described in power consumption model.

3.1 Circuit Power Consumption Model

A massive MIMO transceiver is consumed power M Ptx + K Prx + Psyn watt [4]. Ptx is
power consumed by component of each antenna attached to BS (as converters, mixers,
and filters). Prx power is need by circuit component of each single-antenna UT (as
amplifiers, oscillator, mixer, and filters). Psyn is power consumed by single local
oscillator which is used for all BS antenna. power is required for channel coding and
decoding RK(Pcod + Pdecd) watt [10], where Pcod and Pdecd are the power needed for
coding and decoding respectively. Fixed power Pfix is required for control signaling,
site-cooling and by backhaul infrastructure that is independent of load power and
baseband processors [4]. Pbh is power required for load dependent backhaul infras-
tructure [3]. The complete complex operations performed in the channel estimation and
ZF multiuser detection, i.e., (2MKT + 4MK2 + (8 K3/3)) [11] that are less computed
operation than assumed in [3, 4].

(1) Total number of operations calculated 2MK2s by multiplying M � sK matrix with
sK � K matrix for computing the channel matrix (bH ) [11].

(2) To calculate the pseudo-inverse of bH i.e.V ¼ bH bHH bH� ��1
, {4MK2 + (8K3/3)}

total number of operations needed that is explained below:

• 2MK2 number of operations need to calculate bHH bH� �
by multiplying K � M

matrix with M � K matrix.

• 8K3/3 number of operations need to calculate bHH bH� ��1
by taking inversion of

K � K matrix [5].
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• 2MK2 number of operations need to calculate bH bHH bH� ��1
by multiplying

M � K with K � K matrix.

(3) 2MK (T� Ks) number of operations need for data phase(T� Ks channel uses) ZF
multiuser detection by multiplying K � M matrix with M � 1 vector [11].

Let a single complex operation is need L0 J energy. Total number of operations
described above are computed in Tc s. Hence, the average power need to compute these
many operations is described below as [11].

Pc ¼ 2MKL0Bc þ 4MK2 L0
Tc

þ 8K3

3
L0
Tc

ð4Þ

Total power needs to estimate channel information and to detect multiuser by MRT
technique is 2MKL0Bc [3, 12].

3.2 Energy Efficiency Optimization with ZF Processing

This section is designed to elaborate the EE model in more compact form for better
understanding and comprehensibility using ZF precoding. Analytic processing to get
optimize value of M, K, and q is proposed.

EE ¼ BK 1� sK
T

� �
log2 1þ qðM � KÞð Þ

qKBAk
g þ P3

i¼0 CiKi þM
P2

i¼0 DiKi þEKB 1� sK
T

� �
log2 1þ qðM � KÞð Þ ð5Þ

Björnson et al. [4] proposed EE is given in (5) and proposed circuit power con-
sumption coefficients Ci, Di and E for ZF are C0 = Psyn + Pfix, C1 = Prx, C2 = 0,
C3 =

8L0
3TC

, E = Pcod +Pdec + Pbt, D0 = Ptr, D1 = 2L0Bc; D2 = 4 L0
Tc

and for MRT are
C0 = Psyn + Pfix, C1 = Prx, C2 = 0, C3 = 0, E = Pcod + Pdec + Pbt, D0 = Ptr,
D1 = 2L0Bc; D2 = 0.

Lemma 3 from [4] gives the solution of the EE optimization problem explained in
(5) and the behavior of zopt determines by lemma 4 from [4] need to study the behavior
of optimized solution of M, K, and q.

Optimal Transmit Power
Transmit power q is directly proportional to SINR and also to power amplifier

(PA) transmit power under ZF processing.

Proposition 1 Optimized value of q is given by (6) for maximizing EE explained
in (5).

qopt ¼ e
W g

BAk

ðM�KÞ C0 þMD0ð Þ
e �1

e

� �
þ 1 � 1

M � K
ð6Þ
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C0 ¼
P3

i¼0 CiKi

K
and D0 ¼

P2
i¼0 DiKi

K
ð7Þ

C′ > 0 and D′ > 0 are defined above. The proof of Proposition 1 is very similar to
Theorem 3 from [4]. Only circuit power coefficients have changed. W(x) is a lambert
W function of x [7].

Optimal Number of Base Station Antennas

Proposition 2 We find optimum number of base station antenna for given value of
q and K as Mopt ¼ bMe. M is given by Eq. (8)

M ¼ e
W q

qBAk
g þC0

� �
D0e þ qK�1

e

� �
þ 1

þ qK � 1
q

ð8Þ

where C′ > 0 and D′ > 0 are defined in (7). The proof of proposition 2 is very similar to
theorem 2 from [4]. Only circuit power coefficients have changed. Optimum value of M
is noninteger value got in a solution of objective function, but quasiconcavity tells that
the Mopt is attained at one of the two closest integers.

Optimal Numbers of User Terminals

Proposition 3 We look forward to find optimal number of user terminals when M and
q are given. We assume qK ¼ �q and M

K ¼ �b as constant with �q[ 0 and b[ 1. We
found

Kopt ¼ maxibKie ð9Þ

Ki is real positive roots of the quartic equation given below

K4 � 2T
s
K3 � l1K

2 � 2l0K þ Tl0
s

¼ 0 ð10Þ

where

l1 ¼
T
s C2 þ �bD1
� �þC1 þ bD0

C3 þ �bD2
and l0 ¼

C0 þ AkB�q
g

C3 þ �bD2
ð11Þ

The notation b:e in (9) tells that optimal value Kopt is either the closest smaller or
closest larger integer to Ki, that can be find out with the comparison of corresponding
EE. The proof of proposition 3 is very similar to theorem 1 from [4]. Only circuit
power coefficients changed.
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4 Numerical Results

Simulation parameter values are taken from [1, 9] and summarized in Table 1. We
made an assumption that user is uniformly distributed in a 250 m radius circular cell.
The propagation parameter Ak is calculated as in remark 1 from [3].

Figure 2 depicts that the obtained EE for various value of M and K under ZF
precoding (note thatM�K due to ZF). Each value of M and K used to find the value of
q from (6) where EE is maximized. The figure illustrates that there is a global optimal
point at M = 231 and K = 180 with q = 1.1466 and EE = 76.25. Standard alternating
optimization algorithm is taken from [4] to search the combined global optimum.
Figure 2 is concave and smooth. EE is improved two times the results of Björnson et al.
[4]. The algorithm initiation point is M = 3, K = 1, q = 1 taken. The algorithm con-
verged after 8 iterations to a suboptimal solution.

Table 1 Simulation Parameters

Cell radius (single cell): dmax 250 m Pfix 18 W
Minimum distance: dmin 35 m Psyn 2 W
Path loss at distance d: k 10�3:53

d3:76
Prx 1 W

B 20 MHz Ptx 1 W
Bc 180 kHz Pcod 0.1 W/(Gbit/s)
Tc 10 ms Pdec 0.8 W/(Gbit/s)
L0 (Joule/operation) 10-9 Pbt 0.25 W/(Gbit/s)
Pilot length s 2 M 280

K 180

Fig. 2. Under the consideration of single-cell scenario, the variation of energy efficiency (in
Mbit/J) for different combinations of M and K with ZF precoding. The global optimum is
indicated by star while the circles shows the obtained convergence point of alternating
optimization algorithm
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For comparisons Fig. 3 shows energy efficiency for MRT precoding. Its result was
generated by Monte Carlo simulations while Fig. 2 was computed using our analytic
results. EE optimal value is achieved at M = 123, K = 99. EE in MRT case is
improved 6.4% than the result of Björnson et al. [4].

By comparing Fig. 2, 3 it is deduce that EE is better in ZF than MRT under perfect
CSI in single-cell scenario. Figure 4 shows the area throughput at maximizing point of
the EE for different M and at that point area throughput is increased than result of
Björnson et al. [4]. Area throughput is very high for ZF than MRT processing. Area
throughput at optimizing point of EE is 181.2 Gbits/s. for ZF case and 9.99 Gbits/s. for
MRT case which shows three and two times improvement than the result of Björnson
et al. [4] respectively.

Fig. 3. Under the consideration of single-cell scenario, the variation of energy efficiency (in
Mbit/J) for different combinations of M and K with MRT. The global optimum is marked with a
star

Fig. 4. Under the consideration of single–cell scenario, the variation of Area Throughput at the
EE-maximizing solution for different number of BS antenna M
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A brief summary of work done and proposed methodology in massive MIMO for
ZF and MRT described in Table 2. From the analysis we deduce that optimal point of
EE is improved with increasing M and K up to a particular limit.

5 Conclusion

In this paper, circular single cell equipped with M number of antenna at base station
and K user terminals with single antenna. Information rate is used under ZF precoding.
A new refine model for power consumption is acquired hence the EE is increased with
the increment of optimum number of antenna at base station and user terminals. Linear
precoding scheme only useful to mitigate intracell interference. In multi-cell scenario,
pilot contamination diminishes the linear precoder advantage. To mitigate inter-user
interference complex nonlinear precoding technique like dirty paper coding and
maximal likelihood detection technique should be used. Multi-cell scenario considered
as future work.
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1 Introduction

Rhythm can be considered as the most important feature of music. Furthermore,
Density and Complexity are the two primary features of Rhythm in Indian music.
Therefore, measures of the rhythm density and rhythm complexity of a particular
rhythm are very useful in the field of Music Information Retrieval (MIR). Rhythm
density of a particular rhythmic phrase is rate of stroke beats present in the total number
of beats or meter of the rhythm. Rhythm Complexity is the sum total of the degree of
syncopation of each rhythmic phrase in the particular rhythm divide by the total meter
length. In Indian music, Syncopation is the unexpected element to a predictable
rhythmic pattern. The paper proposes a mathematical concept for computing the
density and complexity of a particular rhythm structure by using rank percentage,
relative rank percentage, indispensability vectors, and degree of syncopation of the
fundamental frequencies of a particular rhythm structure as follows:

Rank% ¼ Total Frequency
Sumof Total Frequencies

ð1Þ

Relative Rank% ¼ Individual Rank%
Individual Highest Rank%

ð2Þ

Indispensability Vector ¼ 1� Relative Rank% ð3Þ

Degree of Syncopation ¼ Indispensability Vector � Binary Encoding value ð4Þ
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2 Related Works

Versatile rhythms generation is one of the common events of most of the music
composers. In paper [1] introduces a machine recognition technique for generation of
musical patterns and proposed several measures of rhythm complexity and a novel
technique to resolve a restricted tonal context. Some other papers [2, 3] deal with the
implementation in the field of Pattern Recognition of music by mathematical expres-
sions. Again consider some other papers that are based on the creativity of music using
Genetic Algorithm technique. The contributions describe the study of usefulness of
Genetic Algorithm [4, 5] in the field of music composition. The paper [6] introduces a
offspring rhythm from a predefined set of rhythms applied to initial population using
Genetic Algorithm operator. Another paper proposes the concept of generating realistic
drum-set rhythm automatically using Genetic Algorithm [7, 8]. Some researchers
present a system in paper [9] in the field of pattern recognition in Indian music by the
help of Median Filter and it also proposed three measurements of generating rhythm
complexity. Some researchers have been described the musical pattern recognition and
rhythmic features retrieval by object-oriented concept [10, 11]. Some papers describe
the classification of different music features using Petri Nets and also describe the
implementations of musical percussion-based tempo [12, 13].

The genetic algorithm is a search procedure to find the fittest rhythm structure to
improve the quality of the Music. The primary objective of the paper [14] is to create a
pervasive teaching-learning tool for music rhythm learner in context awareness. This
contribution is amusic rhythmdeveloping tool to create a versatilemusic rhythm structure
from a set of rhythms that containmore melody and tempo. ComputationalMusicology is
an emerging field that fully depends on Computer Science. A fewworks have taken place
in this area in Indian Music. Raga or music origin is the backbone of Indian Classical
Music. Automatic Raga Recognition is identified by finding the note structures by
mapping the fundamental frequencies of each note and Pitch Contour data values asso-
ciatedwith that particular song and againmatching these noteswithRagaKnowledgebase
[15]. Another very good approach has been incorporated in a paper that song origin and
song can be represented by the Unified Modeling Language (UML) [16]. Music rec-
ommendation system is one of the most intelligent tools that classifies different songs at
different time slots of a particular day [17] and proposes another time-based raga rec-
ommender usingNeural Network [18]. The paper [19] proposes a statisticalmethod that is
classifying the similar song patterns depends on coefficient of variance.

3 Proposed Work

Music rhythm density and complexity are the two primary features of Rhythm in Indian
music. Therefore, measures of the rhythm density and rhythm complexity of a par-
ticular rhythm are very useful in the field of Music Information Retrieval (MIR).
Rhythm density of a particular rhythmic phrase is the rate of stroke beats present in the
total number of beats or meter of the rhythm. Rhythm complexity is the sum total of the
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degree of syncopation of each rhythmic phrase in the particular rhythm divide by the
total meter length. The workflows of the proposed work are given below:
Step 1: Take all the rhythms.
Step 2: Click on the wave surfer button to open the software. To Convert the song in f0
format and extract the frequencies the steps are follows:
Click on File ! Open and choose a song
Click on Transform ! Convert ! sample rate = 22050 and channel = Mono
Right click on the black line ! Create Pane ! Pitch Contour
Right click on the black dots ! Properties ! Pitch Contour ! Pitch Method !
AMDF (Average Magnitude Difference Formula) ! Apply ! Ok
Right click on the black dots ! Save the data file ! Save the file with .xlsx extension
Step 3: Accepted all those frequency values ranges from 1 to 500 of the rhythms from
their corresponding .f0 file.
Step 4: Then the number of occurrences has been calculated of all the fundamental
frequencies of each rhythms.
Step 5: Fix the number frequencies that is equal the number of meter of the rhythm
which has the highest occurrence. respectively, from the list of frequencies of the .fo
file of each of the rhythms.
Step 6: Calculate total frequency by the following formula-

Total frequency ¼ Frequency� Occurrence ð5Þ

Step 7:

Calculate Rank% ¼ Total Frequency
Sumof Total Frequencies

ð6Þ

Step 8: In Value Encoding, taking numeric value 1 for single stroke beat and 2 for
double stroke beat.
Step 9: Then this individual beat values are converted into equivalent binary digits in
Binary Encoding Mechanism.
Step 10:

Calculate RhythmDensity ¼ TheMeter Length of the Rhythm
Total number of beats in the Binary Encoding

ð7Þ

Step 11:

Calculate Relative Rank% ¼ Individual Rank%
Individual Highest Rank%

ð8Þ

Step 12:

Compute Indispensability Vector ¼ 1� Relative Rank% ð9Þ
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Step 13:

ComputeDegree of Syncopation ¼ Indispensability Vector � Binary Encoding value

ð10Þ

Step 14:

Calculate RhythmComplexity ¼
P

Degree of Syncopation
TheMeter Length of the Rhythm

ð11Þ

4 Result Set Analysis

To establish the proposed work, there are a lot of Rhythm Structures of Meter 16 have
been taken and find their similarity mapping using our proposed workflow. In this paper,
consider three rhythm structures and compute their Densities and Complexities. Table 1
depicts the rhythm structure and their value and binary encoding, Fig. 1. represents the
bar diagram of frequency versus occurrence, and Table 2 depicts the density and com-
plexity of rhythm 1. Table 3 depicts the rhythm structure and their value and binary
encoding, Fig. 2. represents the bar diagram of frequency versus occurrence, and Table 4
depicts the density and complexity of rhythm 2. Table 5 depicts the rhythm structure and
their value and binary encoding, Fig. 3. represents the bar diagram of frequency versus
occurrence, and Table 6 depicts the density and complexity of rhythm 3.

Test Case 1:

See Tables 1, 2 and Fig. 1.

Table 1. Rhythm 1 and its value and binary encoding

Rhythm 1 dha dha ti te dha dha tu na ta ta ti te dha dha tu na

Value encoding 2 2 1 1 2 2 1 1 1 1 1 1 2 2 1 1
Binary encoding 10 10 1 1 10 10 1 1 1 1 1 1 10 10 1 1
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Fig. 1. Bar diagram of frequency value and their corresponding occurrences of rhythm 1
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Test Case 2:

See Tables 3, 4 and Fig. 2.

Table 2. Measuring rhythm density and complexity of rhythm 1

Frequency Occurrence Total
frequency

Rank % Binary
encoding

Rhythm
density

Relative
rank %

Indispensability
vector

Degree of
syncopation

Rhythm
complexity

93 17 1581 0.043825 10 0.72727 0.216338 0.783661781 7.836617805 3.43531933

92 10 920 0.025502 10 0.125889 0.874110587 8.74110587

90 12 1080 0.029938 1 0.147783 0.852216776 0.852216776

89 17 1513 0.04194 1 0.207033 0.79296665 0.79296665

87 21 1827 0.050644 10 0.25 0.750000046 7.500000462

86 28 2408 0.06675 10 0.329502 0.670498145 6.704981452

85 41 3485 0.096604 1 0.476875 0.52312543 0.52312543

84 87 7308 0.202578 1 1 0 0

83 84 6972 0.193264 1 0.954023 0.045977188 0.045977188

82 56 4592 0.12729 1 0.628352 0.371647626 0.371647626

81 14 1134 0.031435 1 0.155172 0.844827615 0.844827615

94 9 846 0.023451 1 0.115764 0.884236475 0.884236475

95 8 760 0.021067 10 0.103996 0.896004398 8.96004398

88 8 704 0.019515 10 0.096333 0.903667232 9.036672318

91 5 455 0.012613 1 0.062261 0.937739475 0.937739475

98 5 490 0.013583 1 0.06705 0.932950204 0.932950204

Table 3. Rhythm 2 and its value and binary encoding

Rhythm 2 dha din din ta dha din din ta na tin tin na ta din din ta

Value encoding 2 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1
Binary encoding 10 1 1 1 10 1 1 1 1 1 1 1 1 1 1 1
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Fig. 2. Bar diagram of frequency value and their corresponding occurrences of rhythm 2
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Test Case 3:

See Tables 5, 6 and Fig. 3.

Table 4. Measuring rhythm density and complexity of rhythm 2

Frequency Occurrence Total
frequency

Rank % Binary
encoding

Rhythm
density

Relative
rank %

Indispensability
vector

Degree of
syncopation

Rhythm
complexity

242 11 2662 0.023047 10 0.88889 0.074918 0.925081526 9.250815257 1.83868915

247 10 2470 0.021385 1 0.069515 0.930485112 0.930485112

253 10 2530 0.021904 1 0.071204 0.928796491 0.928796491

256 10 2560 0.022164 1 0.072048 0.927952181 0.927952181

259 10 2590 0.022424 10 0.072892 0.927107871 9.271078706

262 10 2620 0.022683 1 0.073736 0.92626356 0.92626356

268 10 2680 0.023203 1 0.075425 0.924574939 0.924574939

272 10 2720 0.023549 1 0.076551 0.923449192 0.923449192

275 10 2750 0.023809 1 0.077395 0.922604882 0.922604882

282 10 2820 0.024415 1 0.079365 0.920634824 0.920634824

286 10 2860 0.024761 1 0.080491 0.919509077 0.919509077

290 24 6960 0.060258 1 0.19588 0.804119992 0.804119992

294 105 30870 0.267266 1 0.868795 0.13120462 0.13120462

297 13 3861 0.033428 1 0.108663 0.891337254 0.891337254

329 108 35532 0.307628 1 1.000001 0 0

334 27 9018 0.078076 1 0.2538 0.7462003 0.7462003

Table 5. Rhythm 3 and its value and binary encoding

Rhythm 3 dha dha ti te dha dhin dhin dha ta ta ti te ta dhin dhin dha

Value encoding 2 2 1 1 2 2 2 2 1 1 1 1 1 2 2 2
Binary encoding 10 10 1 1 10 10 10 10 1 1 1 1 1 10 10 10
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Fig. 3. Bar diagram of frequency value and their corresponding occurrences of rhythm 3
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5 Conclusion

In this work, an intelligent prototype has been proposed to find the rhythmic density
and rhythmic complexity of any particular rhythm structure. The measures of rhythm
density and complexity of a particular rhythm is very useful in the field of Music
Information Retrieval (MIR) as versatile rhythms generation is one common event for
most of the music composers. Rhythm density of a particular rhythmic phrase is the
rate of stroke beats present in the total number of beats or meter of the rhythm and
rhythm Complexity is the sum total of degree of syncopation of each rhythmic phrase
in the particular rhythm divide by the total meter length.

The main objective of this contribution is to explore the nature of any rhythm
structure from a set of rhythms to compute the density and complexity for practical
implementation in Indian music as well as world music. Performance evaluation
approaches for this system help to evaluate their systems and have conducted a
comprehensive testing of near about hundred rhythm structures to find their complexity
and density. The work has been implemented by some mathematical methods like rank
percentage, relative rank percentage, indispensability vectors, and degree of syncopa-
tion. This contribution is implemented as a step towards developing tools to the music
composer as well as music listeners to evaluate the density and complexity of a par-
ticular rhythm that has more versatile features with more tempos.
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1 Introduction

1.1 General Overview

Data generated in the healthcare industry has exceeded in volume compared to the
techniques used in its analysis for over a long period of time. However, the procedures
for inferring and standardizing meaning from it are still in an active development phase.

With the advancement in computational capability of problem-solving, there is a
need for it in the field of medical applications, where machine learning techniques are
to be tested for their ability in behaving as diagnostic tools. This project aims to
demonstrate the working and the accuracy of a few machine learning models on a given
set of data on breast cancer and also, making a comparison between them to determine
the best model suitable of a particular paradigm.

1.2 Literature Survey

Prerequisite Activity for Data Collection Details Finite Needle Aspirate (FNA):
Fine-needle Aspiration (FNA) is an efficient procedure used to investigate cancerous
lumps or masses in the breast area. In this method, a thin, hollow needle is inserted into
the mass to collect a small sample of cells, which are examined under a microscope to
analyze their similarity with cancer symptoms.

FNA biopsies are very safe, minor surgical procedures. Often, a major surgical
procedure which is unnecessary can be avoided by performing an FNA instead. Cur-
rently, this procedure is widely used in the diagnosis of cancer.

Concepts of Individual Machine Learning Models:
Decision Trees. Belonging to the paradigm of divide and conquer, decision tree
learners are powerful classifiers, which utilize a tree structure to model the relationships
among the features and the potential outcomes. One of the most well-known imple-
mentations is the C5.0 algorithm. A few characteristics of decision trees taken into
consideration are as follows:

• Entropy: The degree to which a subset of examples contains only a single class is
known as purity, and any subset composed of only a single class is called pure.

© Springer Nature Singapore Pte Ltd. 2018
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Entropy ðSÞ ¼
Xc

i¼1

�pi log2 pið Þ ð1Þ

Typically, entropy is measured in bits. If there are only two possible classes,
entropy values can range from 0 to 1. For n classes, entropy ranges from 0 to log2(n)
[1].

• Information Gain: To use entropy to determine the optimal feature to split upon, the
algorithm calculates the change in homogeneity that would result from a split on
each possible feature, which is a measure known as information gain. Higher the
information gain, the more efficiently the feature can be classified into well-known
groups [1]. The information gain for a feature F is calculated as the difference
between the entropy in the segment before the split (S1) and the groups resulting
from the split (S2):

InforGain ðFÞ ¼ Entropy ðS1Þ � Entropy ðS2Þ ð2Þ

K-Nearest Neighbors. The k-NN algorithm belongs to the lazy learner paradigm [1].
Classification algorithms based on the nearest neighbor methods are considered lazy
learning algorithms. It merely stores the training data verbatim. A few characteristics of
k-NN algorithm taken into consideration are as follows:

• Measuring similarity of new data points with distance: The new incoming data is
compared to existing data points to fit them into a certain class.

• Choosing an appropriate k: The optimal value of k and hence, the best model are
chosen using repeated cross-validation by the virtue of accuracy.

Support Vector Machines. Support vector machines fall under a paradigm of black box
methods. An SVM conceptualizes a plane surface that creates a separation between
input data samples of varying types that represent examples and their feature values.
A few characteristics of support vector machines are as follows:

• Ability to separate nonlinearly separable data: This is done with the use of a slack
variable, which casually allows some input data to fall on the wrong side of the
plane surface. A restriction to this feature called cost value (denoted as C) is applied
to all input data that determines the diagnosis, and then, algorithm attempts to
minimize the cost of slack.

• Kernel Transformation: SVMs are able to map the input data of certain dimensions
into a mapping result, which is simpler to understand (differentiating data points is
easier) using a process known as the kernel trick [1]. In doing so, a nonlinear
relationship may be converted into a linear relationship.

Neural Networks. Neural networks also fall under the paradigm of black box methods
[1]. A neural network has the following key components:
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• A mapping known as activation function which takes input data and produces a
single output would determine the diagnosis.

• The topology of the network graphically denotes the way the neurons are con-
nected, the number of layers, and their connections.

• The algorithm to train the network that specifies how much weightage is given to
each data sample in order to produce the desired output.

Resampling Techniques for Model Evaluation and Performance:
K-fold Cross-validation. In k-fold cross-validation, the original dataset is randomly
divided into k number equal-sized subsamples. A single subsample is selected as the
testing data for validating the model, and the remaining k − 1 subsamples are used as
training data. Usually k is set to 10 [1], but in general, k remains as an unfixed
parameter.
Bootstrapping. The original dataset of n examples is used by this procedure to create
one or more new training datasets that will also contain n examples (some of the
datasets may be redundant). The remaining datasets which were not used as training
datasets are then used as testing datasets.

2 Design Strategy

2.1 Elicitation of Outcomes and Findings from Patient Data

The datasets for breast cancer were available from a website known as the UCI
Machine Learning Repository. Characteristics of the cell nuclei present in a breast mass
from a Finite Aspirate Needle test recorded used as features. 569 samples in total were
used for analysis.

Ten real-valued features computed for each cell nucleus [2] are as follows:

• Radius of the cell.
• Texture of the cell.
• Perimeter of the cell border.
• Surface area of the cell.
• Smoothness (Change in radius of neighbor cells).
• Compactness of collective cells = (Perimeter2)/(Area−1).
• Numerical value to estimate concavity of the cells.
• Number of concave regions of the center of the cell.
• Symmetry of the cell.
• Fractal dimension.

The mean, standard error, and worst (mean of the largest values) were calculated
for each feature, resulting in 30 features. The outcome to be predicted is in the form of
response, “Benign” or “Malignant”, to define if the breast mass is benign or malignant.
The total amount of samples used for training the models is 469, while the remaining
100 were used as test cases.
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2.2 Workflow

Initially, we have two sets of data, one for medical diagnosis of the nature of the breast
mass cells, and the other for text mining out of clinical notes. The FNA measures data
is split into training and testing parts for the purpose of model learning and model
validation. The training data is used as input prior to the training of the model. This
data also has the outcomes along with it, so supervised learning is implemented. Each
model is fit with the training data. The models are resampled with respect to the
training data itself using either k-fold cross-validation or bootstrapping. Each algorithm
produces its best model based on accuracy. The predictions are made based on the
testing data by each model and their individual accuracies are determined. The best
model of a particular algorithm is chosen by comparing the accuracies of all the models
(Fig. 1).

3 Implementation Details

3.1 Attribute Correlation Analysis

Correlation analysis for features was performed and the results were summarized
(Fig. 2).

3.2 Preliminary Tasks Prior to Training

Before training the models, the parameters for training have to be specified in the form
of a training controller and/or tuning grid, which would look over the entire process of
the model’s learning phase. No explicit parameters are required for k-NN and SVM
algorithms For C5.0 decision tree, the parameters are as follows:

Fig. 1. Detailed workflow of procedures involved in implementation
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• Boosting factor: In boosting, several classifiers are generated, i.e., decision trees or
rule sets, rather than just one. When a new case is to be classified, each classifier
votes for its predicted classes and the votes are counted to determine the final class.

• Winnowing factor: In winnowing, the most relevant features are selected for pre-
diction, in case there are many numbers of attributes.

For neural networks, the parameters are as follows:

• Weight decay: Used in backpropagation method of training, gradual decay of
weights of input variables as machine inclines toward an optimal decision.

• No. of hidden layer nodes: Number of intermediate nodes required for the process.

No explicit parameters were needed to be specified in respect of k-NN algorithm
and linear SVM algorithm (Table 1).

The decision tree models and the neural network models were shown in a graphical
layout as they provide a better understanding of how the features were used for the
diagnosis procedure. In Fig. 3, we have the modeled decision tree, which was later
used for the prediction of the outcomes. In Fig. 4, the designed neural network with
three levels (input, hidden, and outcome) is shown.

Fig. 2. Correlation matrix for feature values. Dark blue indicates strong positive correlation
while dark red indicates strong negative correlation
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4 Results and Discussion

The predictions of the models and their accuracies are shown in the following table and
charts. The green and red values indicate number of correct and incorrect diagnoses
(Table 2 and Fig. 5).

Inference of Chart Values:
For C5.0, the number of voting models was chosen as 15 and no winnowing option to
make the result optimal. For k-NN algorithm, nine neighbors have been chosen as
optimal, where this value is the nature of the dataset. For optimal accuracy by linear
SVM, the cost factor is at 0.1, which indicates that there is a very tight restriction on
values falling on the wrong side of the plane. Finally for neural networks, the weight
decay is at 0.1 and no. of hidden layer nodes show that slower and more gradual decay
in weight values ensures better learning.

Fig. 3. Modeled decision tree for diagnosis

Fig. 4. Layout of neural network
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4.1 Comparison of Accuracies of Individual Models

Comparing the models to determine the best model for diagnostics is needed, so we
have compared each of them according to their accuracy. From the bar chart below, we
can see that the model with the best accuracy is the linear SVM model with an accuracy
of 98.1% (Fig. 6).

4.2 Comparison with Existing Results

The following graph results of a similar analysis done on b-thalassemia patients. Here,
the machine learning models used were k-NN classifier, multilayer perceptron, naïve
Bayes classifier, and logistic regression model. From the graph, we see that maximum

Fig. 5. Accuracy charts for various models
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100

k-NN
Algorithm

Neural
Networks

Linear
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Decision
trees
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Fig. 6. Comparison of accuracies of individual models
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accuracy for two different variations of outcomes for measuring the severity of the
disease is highest for multilayer perceptron with a value 86.6142% [3] (Fig. 7).

5 Conclusion

The trained models are able to diagnose a cancer condition with an accuracy of at least
94%, which is quite reliable. However, there are certain limitations. The machine
learning models fail to suggest appropriate treatment for conditions after its diagnosis.
Wrong data fed into the models may result in incorrect experience and hence, incorrect
diagnosis. Also, from the comparisons above and the reference made in [4] we can see
that different machine learning models are portrayed to be the most suitable for
diagnosis, which indicates that a lot of factors come into play such as the nature of
datasets and correlation values between the features used in predictions. But the main
motive is to achieve a prediction which is closest to 100% accuracy so that its reliability
increases.
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1 Introduction

Nowadays, medical infrared breast thermography has emerged as an essential tool for
early detection, better diagnosis, and effective treatment of breast cancer [1]. It gen-
erally records the variation of temperature on the breast surface using IR radiation
discharged from the breast surface [3]. Some researches on breast cancer reveal that the
abnormal growth rate of a tumor is proportional to its temperature [2]. The changes in
thermal patterns occur due to various causes such as inflammation, the presence of a
tumor, or angiogenesis. The thermal infrared camera can record these changes very
well and thus, breast thermal image can be used to detect breast abnormality in its early
stage [4]. However, from the perception of thermal characteristics, it has been seen that
a higher level of blood perfusion from any source of abnormality causes heat to be
conveyed from the core of the breast to the breast surface with a much greater effi-
ciency. These underlying facts motivated us to derive a breast blood perfusion
(BBP) image model from the original gray-level breast thermogram. However, it is
very hard to find any related work that uses BBP image for the identification of the
breast abnormalities. Over the past few decades, a lot of works have been reported in
the literature for the identification of breast abnormalities by directly using the origi-
nally captured breast thermograms [5–9]. But unfortunately, they have not achieved
any acceptable accuracy so far. Pramanik et al. [5] have proposed a new block variance
measure to convert grayscale thermal breast image (TBI) into the corresponding texture
features image to predict breast abnormality. Gaber et al. [6] have extracted 30 features
from each breast of an individual to detect an abnormality in the breast. Sathish et al.
[7] have extracted first- and second-order statistical features by computing histogram
and GLCM matrices in four directions. Krawczyk et al. [8] performed asymmetry
analysis by taking a set of 38 statistical features from each breast. Gogoi et al. [9] have
extracted a total number of six first-order statistical features for asymmetry analysis to
differentiate between healthy and unhealthy breasts.
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However, in contrast to the TBI processing, blood perfusion information has widely
been used in the thermal face recognition [10]. They have shown that the blood
perfusion information is more powerful and consistent than the raw thermograms for
the identification of the face. Therefore, in this work, we have proposed a blood
perfusion image model, called BBP model, based on an existing model [10] to convert
the raw breast thermogram into the blood perfusion image. The fundamental difference
between the proposed BBP model and the existing model [10] is that the BBP model
has paid a special attention to the pathological condition, which is ignored in [10].
After transformation of the raw breast thermogram into the BBP image, a new com-
bination of texture features is extracted for the analysis of the breast thermograms and
fed to the feed-forward artificial neural network (FANN) for classification. Our
experimental evaluation on a dataset of benign and malignant breast thermograms
outperforms in terms of classification accuracy, sensitivity, specificity, PPV, and NPV
compared to the raw gray-level TBI and existing blood perfusion image model [10].

The rest of the paper is arranged as follows. Section 2 demonstrates the proposed
system in detail. Section 3 describes the experiment conducted along with performance
analysis of the proposed system, and the conclusion is drawn in Sect. 4.

2 Proposed System

Figure 1 shows the flow diagram of the proposed breast abnormality prediction system
using TBI. Each of the steps in Fig. 1 will be described in the following subsections.

2.1 Preprocessing

Usually, in the original thermograms, some extra body parts (arms, neck, and abdo-
men) also appear beside the breast region as shown in Fig. 2a. Due to the difficulties in
the automatic segmentation of the breast region, we have manually segmented the
breast region into left and right breast by taking expert’s suggestions, as shown in
Fig. 2b.

Fig. 1. Flow diagram of the proposed system
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2.2 Breast Blood Perfusion (BBP) Image Generation

The breast thermogram usually indicates the surface temperature of the breast. The
active rise in the temperature of the breast surface is due to the transport of blood
through the veins, which are superficial to the skin surface. Hence, the venous patterns
on the skin surface play a crucial role in the assessment of the physiological state of the
breast thermograms. In this work, we thus converted the breast thermogram into the
BBP image to further analyze it.

Wu et al. [10] have proposed a skin heat transfer (SHT) model, which is also called
the blood perfusion image model to convert thermal face images into the corresponding
blood perfusion face images. This model has made the following assumptions: (1) the
body temperature is supposed to be constant with no thermal regulation, (2) the sur-
rounding temperature is generally assumed to be lower than the body temperature, and
(3) psychological and pathological conditions are ignored. However, the SHT model
has some useful properties (proof is given in [10]) that motivated us to use it in our
work. The properties are it preserves the exact shape and location of the objects; it
increases the contrast on the high-temperature area and decreases the contrast on the
low-temperature area. Although it works well for the face images, we cannot directly
apply it to the TBIs because the capturing conditions and pathological conditions of the
breast are completely different from the face. Thus, we have modified the SHT model
for the application to the TBI.

In a thermally neutral condition, heat equilibrium equations can be defined at the
skin surface [11]:

Tr þ Te þ Tf ¼ Tc þ Tm þ Tb; ð1Þ

where Tc; Tm; and Tb are the body heat production elements and stand for deep body
conduction, metabolic heat, and blood flow convected heat, respectively. Tr; Te; and Tf
are the outflows terms and stands for radiation, basic evaporation, and convection,
respectively.

In Wu et al. [10] model, they have ignored evaporative heat loss Te because under
the equilibrium state evaporative heat loss is very low. Similarly, the metabolic heat
component Tm is considered as a constant term in the SHT model (Assumption 3). In
our work, TBIs are used to identify the presence of abnormality in the breast. Hence,
metabolic heat cannot be a constant term. Based on the above argument, we have
proposed a new SHT model, called BBP model, which incorporated the SHT model

Fig. 2. a Original breast thermogram b Manually segmented left and right breast region
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along with a new metabolic heat term. Theoretical justification of the proposed BBP
model is similar to the SHT model [10]. The following parameters Tr; Tf ; Tc, and Tb in
(1) are directly obtained from the SHT model and depicted in (2), (3), (4), and (5). Tm is
the metabolic heat defined in (6) [11].

Tr ¼ er t4 � t4e
� � ð2Þ

Tf ¼ Akf d
3M�1 Prgb=v

2
� �M

t � teð ÞMþ 1 ð3Þ

Tc ¼ ks tc � tð Þ
D

ð4Þ

Tb ¼ acbxb ta � tð Þ ð5Þ

Tm ¼ m0 � 2 t�tað Þ=10 ð6Þ

where t is the apparent temperature of the skin, te is the environmental temperature,
e ¼ 0:98 is the emissivity of the body, r is the Stefan–Boltzmann constant, A and M are
constants, d is the length of the object, Pr is the Prandtl number, g is the local gravitational
acceleration, b is the air thermal expansion coefficient, v is the kinematic viscosity of air,
kf is the air thermal conductivity, ks is the skin thermal conductivity, tc is the core body
temperature, D signifies the distance from the skin to the body core, a is the skin coun-
tercurrent exchange ratio, cb signifies the specific heat of the blood, xb is the blood
perfusion rate, ta is the arterial or core body temperature, andm0 is themetabolic constant,
respectively.

From the above equations, it can be seen that there are various controlling
parameters associated with the equations. The appropriate estimation of these param-
eters plays a vital role during the transformation. Thus, by several trial and errors, we
have selected the value of the parameter, which is best suited for our domain of
application. Table 1 depicts the parameters’ values used for our case. Finally, based on
the above equations, the BBP model can be obtained as follows:

Table 1. Parameters and their values used in Eq. (7)

Parameter Value Parameter Value

r 5:67 � 10�8 W=m2k4 b 3:354� 10�3 K�1

te 292.15 K v 1:56� 10�5 m2=s
A 0.29 ks 0:5W/mK
M 0.25 tc 310.15 K
kf 0:024 W/mK a 0.8
d 0.170 qb 1060 kg/m3

D 0.085 cb 0:92 cal/ml:K
Pr 0.72 ta 310.15 K
g 9.8 m2/s m0 0.0144
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IðBPÞ ¼ xb

er t4 � t4e
� �þAkf d3M�1 Prgb

v2

� �M
t � teð ÞMþ 1� ks tc�tð Þ

D � m0 � 2 t�tað Þ=10

acb ta � tð Þ ð7Þ

From the perspective of breast thermography, it can be easily visually demonstrated
by naked eye that the BBP image enhances the contrast of the high-temperature region
and suppresses the contrast of the low-temperature region. As a result, the pathological
variations can be easily diagnosed. Figure 3a shows the gray-level left and right breast
thermogram, whereas Fig. 3b demonstrates the left and right BBP image.

2.3 Feature Extraction

After transformation of the TBIs into the blood perfusion images, the following three
types of features are extracted: texture features (Haralick features), gradient-based
features (HOG features), and Hu’s moment invariants.

The basis of Haralick texture features is the gray-level co-occurrence matrix
(GLCM) [12]. Basically, computation of Haralick features involves two steps.
The GLCM is computed in the first step, which describes the texture of the image
followed by the extraction of texture features from the GLCM. A set of 14 Haralick
texture features are extracted from the co-occurrence matrix. The feature sets are then
normalized using z-score [13]. Histogram of oriented gradients (HOG) captures local
edge or gradient structure from an image [14]. It is significant for breast thermograms
with weak or blur edges and independent of local edge orientation. In this study, HOG
is computed by dividing the image into smaller nine rectangular blocks, which are
followed by nine bins histogram generation per block. The nine histograms with nine
bins were concatenated to form an 81-dimensional feature vector. The gradients were
locally normalized over each cell. Hu’s moment invariants are computed based on the
information provided by both the shape boundary and its interior region. The features
extracted from Hu’s moment are invariant to rotation, scaling, and translation and so
the breast thermograms are independent of any geometric transformation [15]. In this
work, a set of seven normalized Hu’s moment invariants are calculated based on the
central moments, which are invariant to image translation.

Each of the normalized feature sets is then concatenated to form 102-elements
feature vector for each of the left and right breasts. Finally, the asymmetry features are
calculated for each patient’s breast thermogram by taking the absolute difference

Fig. 3. a Gray-level breast thermograms b Corresponding BBP images
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between f ðLÞv

h i
1�102

and f ðRÞv

h i
1�102

, where these are concatenated feature vectors of

left and right breast thermogram of each patient. Let ½F�1�102 be the asymmetry feature

vector of a patient’s breast thermogram and is defined as F ¼ f ðLÞv � f ðRÞv

���
���.

3 Experimental Results

The breast thermograms used in this research work are collected from the existing
Database for Mastology Research (DMR) database [16]. DMR is an available online
database that includes 287 breast thermograms of normal, benign, and malignant
patients. From the dataset, we have randomly chosen 150 frontal view TBIs (45
malignant and 105 benign) to validate the proposed system.

Here, we have shown the effectiveness of our proposed BBP image for the differen-
tiation of the malignant patients from the benign patients. The 102-elements feature
vector is formed for each patient’s breast thermogram, which is then fed to the
three-layer FANN for the classification [5]. 102 neurons in the input layer of the
network are considered to fit the 102-elements feature vector. Since our problem of
classification is a binary problem; we have considered one neuron in the output layer.
One hidden layer with 51 neurons is considered for this network. For the training of the
network, the Levenberg–Marquardt backpropagation algorithm (with learning
rate = 0.1) is used. 75 (35 malignant and 40 benign) BBP images are randomly chosen
from a set of 150 BBP images (45 malignant and 105 benign) to train the network.
Remaining TBIs are used to test the network. We have performed some classical
performance measurements such as accuracy, sensitivity, specificity, NPV, and PPV
based on the classification results [4]. In this work, the obtained accuracy, sensitivity,
specificity, NPV, and PPV are 98%, 93.5%, 100%, 97.1%, and 100%, respectively. In
order to verify the superiority of the proposed BBP image over the existing blood
perfusion image (EBPI) model [10] and raw grayscale image (RGI), the same set of
features are extracted and fed to the FANN classifier. Table 2 shows the experimental
results for three types of TBIs. From Table 2, it can be seen that the proposed BBP
image-based breast abnormality prediction system achieved significantly better results
compared to other two different image-based methods.

Table 2. Comparison of performance measures

Methods Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

PPV
(%)

NPV
(%)

AUC

RGI-based
method

89 70.9 97.1 91.6 88.1 0.929

EBPI-based
method [10]

91 77.4 97.1 92.3 90.5 0.941

Proposed method 98 93.5 100 100 97.1 0.976
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We have also quantified our classification results using receiver operating char-
acteristic (ROC) curve. The area under the curve (AUC) is very much informative for
the analysis of the system results, which typically lies between 0.5 and 1 [17]. Figure 4
shows the comparison between the ROC curves of the proposed BBP image-based
method, raw grayscale image-based method, and existing BPI-based method. The
obtained AUC value for our proposed model is 0.976 and attained 100% true positive
recognition at a value less than 0.1 false positive rate.

4 Conclusion

Preprocessing of the TBI plays a crucial role in the computer-assisted diagnosis of
breast cancer using TBIs. The raw breast thermogram often suffers from the intra-class
scatter problem that makes it very difficult to differentiate a malignant breast thermo-
gram from the benign one. Hence, in this paper, we have proposed a BBP model, which
is also the primary contribution of this paper, to convert the raw gray-level breast
thermogram into the blood perfusion image. The BBP model used thermal physiology
of the breast and reduced the intra-class variability of the breast thermograms. The BBP
model can be used as a preprocessing step for the diagnosis of the breast using breast
thermogram. The experiment results have shown that the blood perfusion image of the
breast is more powerful than the raw gray-level breast thermogram for the prediction of
the breast abnormalities. Additionally, we have introduced a new combination of
texture features for the analysis of the breast thermograms. In future, we will try to
address the problem of suspicious region segmentation using BBP image, which is
comparatively very hard for the gray-level breast thermal image.

Fig. 4. Comparison of the ROC curves
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1 Introduction

Asthma is a disease of the bronchial tubes in the lungs (the “airways”) [1]. The
commonly known symptoms of asthma attack are coughing, wheezing, chest tightness,
and shortness of breath [2]. There are three major features of asthma: (1) Airway
obstruction, (2) Inflammation, (3) Airway Irritability. Asthma is a serious threat to
mankind. According to WHO (World Health Organization), 9 people die every day
across the globe because of asthma and an estimated 300 million people worldwide
suffer from asthma. It is estimated that the number of people with asthma will grow by
100 million by the year 2025 [1]. Thus, the diagnosis and control of asthma are of
utmost importance.

Paredi et al. (2002) have proposed a temperature sensor to measure rate of the
exhaled breath temperature. They have shown that the faster rise of exhaled breath
temperature is an indicative of inflammation in conducting airways [3].

Popov et al. (2010) have developed an exhaled temperature measuring device for
assessment of inflammatory processes in the conducting airways [4].

Dieffenderfer et al. (2016) have proposed a multimodal sensing platform using an
array of sensors for an asthma predictor to monitor environmental pollutants, heart rate,
breath rate, wheezing sound, expiratory airflow, three-axis acceleration, and many more
[5].

However, the above devices are bulky, operationally complex, and have incorpo-
rated multiple sensors, and therefore, the common people are reluctant to use them.

Siemens have manufactured a device that detects the early signs of airway
inflammation by measuring the concentration of nitric oxide (NO) in the patient’s
exhaled breath [6]. Star et al. (2007) have developed a NO sensor using carbon nan-
otube that can detect an asthma attack before its onset [7]. However, the presence of
NO in exhaled breath for NO detection is not at all full proof as its concentration may
change due to other factors also. High expense is an additional disadvantageous factor.

Hence, the objective of the present work is the development and performance
characterization of an asthma predictor that would be simple, relatively inexpensive,
and easy to use to meet the needs of mankind. It will serve asthmatic patients all around
the globe, enabling them to take early precautionary measure.
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The proposed single sensor-based device measures primarily the respiration tem-
perature of the subject. Simple programs were embedded in an Arduino controller to
derive clinically significant asthmatic indices to foresee possible asthma attack.

2 Theoretical Background

Olson (1958) reported the electrical analog of the ventilatory system [8]. Schmidt et al.
(1998) have described the respiratory system using the electrical RC-model. The res-
piratory tract is analogous to electrical resistor (R) and alveolus represents the electrical
capacitor (C) [9].

An oxygen deficiency in the blood stream of an asthmatic patient occurs due to the
formation of mucus in the respiratory tract. The presence of the mucus reduces the
cross-sectional area of the tract causing a restricted ventilatory flow leading to higher
breath rates to meet the required oxygen demand. Moreover, during expiration air
leaving the lungs is cooled as it passes through the respiratory tract through
direct transfer of heat to the airway mucosa [10]. The excessive mucous layer in the
respiratory tract of the asthmatic patients reduces this heat transfer efficiency resulting
in higher exhaled breath temperature. The slope of time–temperature response curve is
higher for asthmatic patients.

During exhalation, breath temperature rises and during inhalation, breath temper-
ature falls. For mathematical reasons, it was determined that the temperature slope from
the beginning of exhalation to 63% of the plateau temperature best characterized the
rate of increase, i.e., was the maximum [11] (Fig. 1).

The exhaled breath temperature changes exponentially with time. The shape of the
curve depends upon the time constant (τ). In one time constant, the response reaches
63% of its final change. The rate of temperature increase (ΔT(t)/Δt) calculated between
the beginning of exhalation and 63% of the total temperature increase proved to be the
more reproducible parameter to characterize the curves. The response is of the form

Fig. 1. Exhaled temperature versus time curve
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T tð Þ ¼ To 1� e�
t
s

� �
ð1Þ

To = temperature at steady state

dT tð Þ
dt

¼ 1
s
� To� e�t=s ð2Þ

t = time after exhalation starts, τ (time constant) = R × C
As the value of t in Eq. (2) will increase, the slope will decrease hence we can say

that with increase in time slope is decreasing.

dT tð Þ
dt

maxð Þ ¼ To=s; at t ¼ 0 ð3Þ

dT tð Þ
dt

minð Þ ¼ 0; at t ¼ 1 ð4Þ

3 Materials

The components used in the proposed hardware system are: (a) LM35 (Temperature
Sensor), (b) OP-AMP (IC-741), (c) Arduino (UNO), (d) 16 × 2 LCD, (e) breathing
mask, (f) resistors, and capacitors (passive components).

4 Methodology

4.1 Overview of the Method

The proposed system uses LM35 as the temperature sensor that provides electrical
signal (mV) replicating the respiration temperature. A conditioning circuit using an
amplifier and a low-pass filter processes the signal and feeds to the Arduino Uno
controller. The Arduino (using embedded algorithms) evaluates the desired parameters
and displays them on the LCD. The block diagram and prototype of the system are
shown in Fig. 2 and Fig. 3, respectively.
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4.2 Principle

The device works on the basic knowledge that the exhaled air has a higher temperature
than that of the inhaled air. The temperature sensor follows the breath temperature.
Arduino executes programs to evaluate (a) respiratory rate of the concerned subject.
The rate of respiration of a normal adult person is 12 to 25 breaths per minute; the same
for asthmatic patients is greater than 25 breaths per minute. (b) temperature and (c) rate
of rise of the exhaled breath. The differences in parameters have been exploited in
predicting asthma [3, 12].

4.3 Procedural Steps

The procedure for evaluating asthma-specific parameters is as follows:

1. The electrical output from LM35 is amplified with a gain of 11, Vo = {1 + (Rf/Ri)}
* Vi, where Vo is output voltage, Vi is input voltage, Rf is feedback resistor, Ri is
input resistor. Rf is 100 kΩ and Ri is 10 kΩ.

Fig. 2. Block diagram

Fig. 3. Prototype of the system
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2. The amplified signal is fed to an active first-order low-pass RC filter of unity gain in
order to remove the noise from the final output. The cutoff frequency of the filter is
around 5 Hz (frequency = 1/(2ΠRC)). Value of R is 3.3 KΩ and value of C is
10 μF.

3. The final output obtained from the low-pass filter goes to the A4 pin of Arduino
Uno. This input received is converted by an ADC in the range of 0–1023 which is
further mapped on to a scale of 0–5 V using a conversion factor of 0.0048828
(= 5/1024).

4. The Arduino executes the program to evaluate (a) respiration rate, (b) temperature,
and (c) slope (rate of rise of exhaled breath temperature) and the results are dis-
played on a 16 × 2 LCD screen.

4.4 Program Algorithm

The output of the low-pass filter is fed to the Arduino Uno which executes a preloaded
code to determine the asthma-specific parameters. The pseudo-code of the algorithm
processed by the microcontroller is given.

7: Convert b into temperature and store in variable d using regression equation
8: IF d is greater than c then
9:  count=1; sp=(d-c)/300; slope=maximum of (slope, sp)
10: END IF
11: IF c is greater than or equal to d then
12:  count1=count+1
13: END IF
14: IF count1=2 then
15:  rate=rate+1; count=0; count1=0
16: END IF
17: END WHILE
14: PRINT rate, slope and temperature

1: INITIALIZE slope, rate and count1 to zero.
2: WHILE time is less than 60 seconds do
3: Read data from pin A4 of Arduino into variable a
4: Convert a into temperature and store in variable c using regression equation
5: Delay for 300 milliseconds
6: Read data from A4 pin of Arduino into variable b

5 Results and Discussion

5.1 Calibration of Temperature Sensor Along with Signal Conditioning
Unit

The electrical signal from the overall temperature sensing system is calibrated against a
set of predetermined temperatures using an infrared thermometer. The data pairs are
plotted to get a calibration curve (Fig. 4) and a regression equation is established as
Y = (0.1048 * X) + 0.4441 using Microsoft Excel, 2016, where Y is voltage in Volts
and X is temperature in °C.
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5.2 Performance Study of the Device

136 healthy male subjects and 53 male asthmatic subjects were studied who belonged
to the age group of 20 to 25 years. The device measures breath rate, breath temperature,
and rate of rise of exhaled breath temperature of all the subjects. The exhalation and
inhalation breath pattern of the subjects were also observed using the Arduino serial
plotter. The different temperature values in the serial plotter are actually digital values
of the input voltage (converted into temperature) converted by the 10-bit ADC of the
Arduino Uno. The breath pattern is a temperature v/s time graph. One complete breath
cycle consists of exhalation and inhalation. Temperature rises during exhalation and
temperature falls during inhalation. A sample breath pattern is shown in Fig. 5. The
Table 1 shows the data obtained from only ten subjects due to space constraint.

The subjects under consideration in Table 1 labelled as ASTH were asthmatic. The
breath rates obtained were all in the range of (29–33) breaths per minute. This satisfies
the theoretical criteria that breath rate of asthmatic patients should be greater than 25
breaths per minute [12]. The subjects under consideration in Table 1 labelled as
HLTHY have no medical history of respiratory diseases. The breath rates obtained are
found to be in the range (16–23) breaths per minute. This also satisfies the theoretical
criteria that the breath rate should lie between 12 and 25 breaths per minute [12].
However, the breath rate might change with different geographical locations and dif-
ferent age groups.

Fig. 4. Calibration curve
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The results obtained by performance study of the device as shown in Table 1
indicate that the device is clinically fit for asthma prediction. The device is found to
consume 410 mW of power which is close to the power consumed, 500 mW and 800
mW, by some available asthma predicting devices [4, 13].

6 Conclusion

A single sensor-based, inexpensive, and easy-to-adopt asthma attack predictor has been
presented. The sensor, fitted inside a breathing mask, tracks the respiration temperature.
The temperature pattern is processed by a set of simple algorithms, embedded in an
Arduino-UNO controller, to calculate the breath rate, exhaled breath temperature, and
its rate of rise of a subject to warn the patient. The device consumes only 410 mW of
power. However, the use of Arduino Pro Mini will reduce the power consumption
drastically to 0.115 mW. Its predictive performance is clinically satisfactory.

Fig. 5. Exhalation and inhalation breath pattern

Table 1. Values of the asthma-specific parameters of Asthmatic and healthy subjects

Age Breath rate Breath temperature
(°C)

Rate of rise of
exhaled
temperature (°C/s)

ASTH HLTHY ASTH HLTHY ASTH HLTHY ASTH HLTHY
22 21 34 20 35.71 33.94 1.0310 0.4361
22 20 31 18 35.32 34.56 0.9136 0.4355
23 24 29 16 35.55 34.45 0.9197 0.5052
22 22 30 21 36.11 34.21 0.9256 0.5120
22 20 35 17 35.96 33.96 1.0520 0.4361

420 S. Das et al.



References

1. The Global Asthma Report (2014) In: Globalasthmareport.org. http://www.
globalasthmareport.org/burden/burden.php. Accessed 12 Jun 2017

2. The Symptoms of Asthma. In: WebMD. http://www.webmd.com/asthma/guide/asthma-
symptoms1. Accessed 12 Jun 2017

3. Paredi P, Kharitonov S, Barnes P (2002) Faster rise of exhaled breath temperature in
Asthma. Am J Respir Crit Care Med 165:181–184. https://doi.org/10.1164/ajrccm.165.2.
2103053

4. Popov T, Kralimarkova T, Tzachev C et al (2010) Development of an individual device for
exhaled breath temperature measurement. IEEE Sens J 10:110–113. https://doi.org/10.1109/
jsen.2009.2035732

5. Dieffenderfer J, Goodell H, Mills S et al (2016) Low-power wearable systems for continuous
monitoring of environment and health for chronic respiratory disease. IEEE J Biomed Health
Informat 20:1251–1264. https://doi.org/10.1109/jbhi.2016.2573286

6. Westly E (2011) Early warning for asthma sufferers. In: MIT technology review. https://
www.technologyreview.com/s/422832/early-warning-for-asthma-sufferers/. Accessed 12
Jun 2017

7. (2007) New nano-sensor can detect Asthma symptoms. In: Phys.org. https://phys.org/news/
2007–08-nano-sensor-asthma-symptoms.html. Accessed 12 Jun 2017

8. Olson H (1958) Dynamical analogies, 2nd edn. Van Nostrand, New York
9. Schmidt M, Foitzik B, Hochmuth O, Schmalisch G (2017) Computer simulation of the

measured respiratory impedance in newborn infants and the effect of the measurement
equipment. Med Eng Phys 20:220–228

10. Taylor M, Shores S (1981) Heat exchange in the nose. Laryngoscope 91:1606–1613. https://
doi.org/10.1288/00005537-198110000-00004

11. Johnston R (2017) Exhaled air temperature and Asthma. In: PFTBlog. https://www.
pftforum.com/blog/exhaled-air-temperature-and-asthma/. Accessed 7 Aug 2017

12. Vital signs | Cleveland clinic. In: Cleveland clinic. https://my.clevelandclinic.org/health/
articles/vital-signs. Accessed 7 Aug 2017

13. Malik S, Singh O, Nurifhan A, Malarvili M (2017) Portable respiratory CO2 monitoring
device for early screening of Asthma. In: International conference on advances in
computing, electronics and communication pp 90–94. https://doi.org/10.15224/978-1-
63248-113-9-61

Development and Feasibility Studies of a Device 421

http://www.globalasthmareport.org/burden/burden.php
http://www.globalasthmareport.org/burden/burden.php
http://www.webmd.com/asthma/guide/asthma-symptoms1
http://www.webmd.com/asthma/guide/asthma-symptoms1
http://dx.doi.org/10.1164/ajrccm.165.2.2103053
http://dx.doi.org/10.1164/ajrccm.165.2.2103053
http://dx.doi.org/10.1109/jsen.2009.2035732
http://dx.doi.org/10.1109/jsen.2009.2035732
http://dx.doi.org/10.1109/jbhi.2016.2573286
https://www.technologyreview.com/s/422832/early-warning-for-asthma-sufferers/
https://www.technologyreview.com/s/422832/early-warning-for-asthma-sufferers/
https://phys.org/news/2007%e2%80%9308-nano-sensor-asthma-symptoms.html
https://phys.org/news/2007%e2%80%9308-nano-sensor-asthma-symptoms.html
http://dx.doi.org/10.1288/00005537-198110000-00004
http://dx.doi.org/10.1288/00005537-198110000-00004
https://www.pftforum.com/blog/exhaled-air-temperature-and-asthma/
https://www.pftforum.com/blog/exhaled-air-temperature-and-asthma/
https://my.clevelandclinic.org/health/articles/vital-signs
https://my.clevelandclinic.org/health/articles/vital-signs
http://dx.doi.org/10.15224/978-1-63248-113-9-61
http://dx.doi.org/10.15224/978-1-63248-113-9-61


Game Theory for Vertical Handoff Decisions
in Heterogeneous Wireless Networks:

A Tutorial

Pramod Goyal(&), D. K. Lobiyal, and C. P. Katti

School of Computer and Systems Sciences, Jawaharlal Nehru University,
New Delhi, India

{pramodgoyal73,lobiyal}@gmail.com, cpkatti@mail.jnu.

ac.in

1 Introduction

Heterogeneous wireless networks are an overlay structure of different types of wireless
networks as shown in Fig. 1 [1]. The participating multiple networks generally differ
with each other in terms of Radio Access Technologies, Network Architecture, Pro-
tocols, Type of Service requests from Mobile Users, and Network Operators in the
market [2, 3]. In such a heterogeneous environment a mobile user, equipped with
multi-mode or multi-home terminals [4], may experience availability of more than one
wireless networks at any moment of time, which are better than the current wireless
network as per the user preferences. Similarly, a wireless networks may experience
more than one mobile users at any point in time, which can provide better revenue
without degrading network performance. Such situations lead to the competition
between wireless networks or between mobile users or between wireless networks and
mobile users to acquire the best user or best networks or best resources respectively.
The game theory is an important mathematical tool to solve such problems.

The handoff is an event where a mobile user leaves current network and connects to
another network for continuation of its current application/service. A handoff from one
cell to the other cell of the same network is termed as horizontal handoff (HHO) while
the handoff between two different networks is termed as vertical handoff (VHO).
The VHO decision process [5] comprises three important stages: 1. Handoff Initiation
and information gathering, 2. Network selection and 3. Handoff decision.

The game theory is vastly studied and applied to solve the problems in economics
[6]. However, nowadays, game theory is also increasingly used in solving the problems
of VHO decisions in HWNs. Various types of games are used to solve various types of
problems related to VHO [7–9], but most of the works are either network centric or
user centric and does not considers the both user aspects as well as network aspects
simultaneously to perform an efficient VHO in HWN’s. In network-centric VHO, the
handoff decision factors are related to network aspects like bandwidth, received signal
strength, delay, jitter and bit-error rate, etc., while in user-centric VHO, the handoff
decision factors are related to the user aspects like battery power, terminal velocity, and
usage cost along with their respective relative user preferences in addition to the
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network-related aspects. The user preferences are expressed as user preference weights
such that the sum of all such user preference weights is equal to one.

Several survey works [10–12] present the applications of game theory for VHO, but
lacks in providing all the relevant information regarding Game theory at one place.
This paper is an effort in this direction to fulfill this requirement. This paper presents in
a tutorial form all the basic concepts and elements of game theory, game types, and
game solutions. This paper, in specifically, presents the noncooperative game formu-
lations for modeling the competition between mobile users, between wireless networks
and, between mobile users and wireless networks which may become the ready ref-
erence for the researchers in this area.

The rest of the paper is organized as follows; Sect. 2 presents game theory over-
view, Sect. 3 presents three different types of noncooperative game formulation,
Sect. 4 presents Game solution using NASH equilibrium and Sect. 5 presents the
conclusions and future prospects of application of game theory.

2 Game Theory: An Overview

Game theory is an analytical tool to get the optimum results from the situations where
specific actions of decision makers lead to mutually conflicting consequences to each
other [6, 13]. The essential elements of a game, as shown in Fig. 2, are as follows:

Wi-Fi Wi-Fi Wi-Fi

Wi-Max

CDMA CDMA

MT 1

MT 6

MT 5MT 4

MT 2

MT 7

MT 3

Fig. 1. Structure of heterogeneous wireless networks [1]

Game Theory for Vertical Handoff Decisions 423



Players: They are the individual stakeholder who makes the decision. The aim of
each stakeholder is to maximize his/her own payoff/profit by adopting a suitable
strategy. The players can be of two types––Rational and Irrational. A player who
always strives to maximize its payoff is termed as rational player.

Strategy: It is an action by a player which results in a corresponding payoff to the
player. The strategies can be classified into three types––Pure, Mixed, and Dominant
Strategy. The dominant strategy can be strictly dominated or weakly dominated.

Payoffs: They are the profits receivable by a player when it adopts a certain strategy
while the strategies of all the other players are decided. The profits are generally
expressed using utility functions and sometimes termed as utility also.

Solution Methods/Equilibrium: A solution of the game, at an equilibrium, gives
the best combination of strategies of all the players, which result in the best payoff to
each player of the game.

The games can be classified in any of four ways [10, 12, 14]:

1. Noncooperative Games versus Cooperative Games
2. Static versus Dynamic Games
3. Complete Information Games versus Incomplete Information Games
4. Perfect Information Games versus Imperfect Information Games.

Fig. 2. Essential elements of a game
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Figure 3 shows the relationship between different types of the games in a hierar-
chical structure. A game is said to be Complete Information Game, if all elements of
the game are common knowledge. Otherwise, the game is said to be one with
incomplete information, or an Incomplete Information Game. In noncooperative
games, the strategies/moves/actions of players are independent while in Cooperative
games, the strategy/move of one player depends on move of other players. In Coop-
erative games, the players share the information to decide their moves so that all
players can get best payoffs. In Static games, players take their actions only once,
independently of each other. While in Dynamic games, time has a central role in the
decision making. The static games are represented in strategic form/matrix form due to

Fig. 3. Classification of games
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which they are sometimes termed as normal form game also, while dynamic games are
generally represented in extensive form using tree structure. A game is said to be
Perfect information game, if only one player moves at a time and if each player knows
every action of the players that moved before it at every point of the game. Otherwise,
it is said to be an Imperfect information game where some of the players do not know
all the previous choices of the other players.

3 Game Formulation for VHO

Techniques of Game theory are now increasingly applied in network selection for VHO
in HWNs. The noncooperative games [15] are always of special interest in heteroge-
neous wireless networks, since the different WNs controlled by different network
operators always try to maximize their revenue without cooperating with any other
WN, until and unless it becomes highly necessary to do so. Hence, here we present the
concept of game theory through noncooperative games. A noncooperative game in
strategic form (or Normal Form), is a triplet

G ¼ P; Sið Þi2P; Uið Þi2P
� � ð1Þ

where

P: A finite set of rational player’s, i.e., P ¼ 1; 2; 3; . . .; nf g
Si: Set of available strategies for player i

Ui : S ! R; represents a utility Payoffð Þfunction for player i ,with ð2Þ

S ¼ S1 � S2 � � � � � Si � � � � � Sn: ð3Þ

Here, the strategy space S is the strategy set defined as the Cartesian product of the
individual strategy set of all the players.

In the wireless networking context, the players are the mobile users and/or wireless
networks. The players are assumed to be rational, i.e., they always try to maximize
their payoffs (or utilities). The game theoretical network selection schemes [16] for
vertical handoff decisions in heterogeneous wireless networks can be classified into
three groups.

3.1 Game Between Mobile Users

A noncooperative game is played between mobile users to select a wireless network
that can maximize their payoffs. The payoffs of mobile users are the Quality of Service
or Quality of Experience receivable from a wireless network. A noncooperative game
between mobile users to select a particular wireless networks can be defined by the
Eqs. (1)–(3) with players P defined as a finite set of mobile user’s i.e.
P ¼ 1; 2; 3; . . .; nf g.
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3.2 Game Between Wireless Networks

A noncooperative game is played between wireless networks to select a mobile user
who can maximize their payoffs. The payoffs for the wireless networks are, generally,
the revenue receivable from a mobile user for providing the requested service. The
noncooperative game between wireless networks can be defined by Eqs. (1)–(3) with
players P defined as a finite set of wireless networks, i.e., P ¼ 1; 2 3; . . .; nf g.

3.3 Game Between Mobile Users and Wireless Networks

The game between mobile users and wireless networks can be modeled as a
non-cooperative game, to mutually select each other in such a way that maximizes the
payoffs of each player. The game can be modeled as a two-player strategic game, where
First Player is the set of “Mobile Users” and second player is the set of “Wireless
Networks”. The game is defined as-

G ¼ U;Nf g; SU; SNf g; pU; pNf gð Þ

where

U: The first player which is specified as a “set of mobile users”, i.e.,

U ¼ U1;U2. . .;Unf g

N: the second player which is specified as a “set of wireless networks”, i.e.,

N ¼ N1;N2; . . .;Nmf g

SU ¼ Sif gi2U Set of strategies for mobile users i.e.,

SU ¼ S1; S2; . . .Si; . . .; Snf g:

SN ¼ Sj
� �

j2N Set of strategies for wireless networks i.e.,

SN ¼ S1; S2; . . .Sj; . . .; Sm
� �

:

pi: SU ! R; represents a utility (Payoff) function for ith mobile user
pj: SN ! R; represents a utility (Payoff) function for jth wireless network with the

strategy space S given as

S ¼ SU � SNf g
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4 Game Solution Using NASH Equilibrium

Let i and j are the index values of strategies of Player 1 sið Þ and Player 2 sj
� �

,
respectively, for a two-player noncooperative game, and i* and j* are the index values
of the strategies at the NASH equilibrium [17]. Then the pure strategy pair si� ; sj�

� �
is

in NASH equilibrium if

p1 si� ; sj�
� �� p1 si0 ; sj�

� �
; 8i0 6¼ i�and i�; i0 2 n

and

p2 si� ; sj�
� �� p2 si0 ; sj�

� �
; 8j0 6¼ j�and j�; j0 2 m

The NASH equilibrium strategies si� and sj� is obtained using Best Response
(BR) function as given below.

si�ð Þ ¼ BR1 sj�
� � ¼argmaxsip1 si; sj

� �
; 8i ¼ 1. . .m and 8j ¼ 1. . .n

and

sj�
� � ¼ BR2 si�ð Þ ¼argmaxsjp2 si; sj

� �
; 8i ¼ 1. . .m and 8j ¼ 1. . .n

NASH equilibrium, if exists, gives the pair of strategies si� ; sj�
� �

which can provide
best payoffs to both the players. In case NASH equilibrium does not exist, we may opt
for suboptimal solutions which can converge the VHO decision algorithms.

4.1 Performance Measures of a Game

Price of Anarchy and Price of Stability [4] are two performance measures which are
originally proposed for the analysis of economic model/policies using game theory.
Here, we are proposing them to measure the performance of game theory models for
heterogeneous wireless networks, by remodeling as shown below, where the payoff of
the game players is represented as utility.

Price of Anarchy:

c ¼ Ucs

UNE
ð4Þ
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where
Ucs ¼ Maxs2Sð

P
i2N ui sð ÞÞ is the maximum utility achieved by any network among

all the considered networks and UNE ¼ Mins2SNE ð
P

i2N ui sð ÞÞ is the utility at the worst
case NE

Price of Stability:

q ¼ Ucs

UNE
ð5Þ

where
Ucs ¼ Maxs2Sð

P
i2N ui sð ÞÞ is the maximum utility achieved and

UNE ¼ Maxs2SNE ð
P

i2N ui sð ÞÞ is the utility at the Best Case NE.

5 Conclusion

Game theory is an important mathematical optimization tool to solve the problems
involving the contradicting goals of the constituent entities. The VHO decision prob-
lems in HWNs are some of such problems which may require to model the game
between mobile users, game between wireless networks and, game between mobile
users and wireless networks. In this paper, we have presented the three simple non-
cooperative game formulations for the same along with the procedure to obtain the
solution of the noncooperative games using NASH equilibrium. The concept of Price
of Anarchy and Price of Stability is presented to measure the performanc of Game
models. This work may be beneficial to the researchers who wish to apply game theory
to solve the network selection and vertical handoff decision related problems in HWNs.
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1 Introduction

Future cellular networks require a very high data throughput due to continuously
increasing worldwide demand for wireless data traffic. This target can be accomplished
with the help of spatially multiplexed multiple-input multiple-output (MIMO) systems
without requiring more bandwidth or additional base stations (BSs) and with improved
spectral efficiency (SE). MIMO is a potential technology in the field of wireless
communication which outperforms the single-input single-output (SISO) in terms of
high-data rate, low bit-error rate (BER) and enhanced signal-to-noise plus interference
ratio (SINR) [1]. The effective process to increase the SE of a cellular network is to
yield multiple parallel transmissions. Therefore, multi-user (MU) MIMO is the most
scalable and appealing solution [2]. The canonical MU MIMO system contains a BS
having N antennas that assists K single-antenna terminals or number of users. The BS
practices its antennas for directing each signal on the way to its desired receiver in the
downlink, and for separating the multiple signals received in the uplink. The terminal
having multiple antennas is advantageous due to extra antennas for alleviating inter-
ference and improving the signal-to-noise ratio (SNR) instead of transmitting multiple
data streams [3].

The researchers are still working to improve the spectral efficiency of MU MIMO
with multi-antenna BSs. Consequently, some prominent works are included in [4–6].
Many non-linear precoding techniques have been investigated to achieve uplink and
downlink capacity. However, to achieve the optimal performance, inter-user interfer-
ence suppression is needed by interference-attentive transmit processing or iterative
interference-attentive receive processing. In addition, non-linear techniques demand
large mathematical computation and correct channel state information (CSI) [7]. Thus,
the performance analysis and optimization of linear processing techniques have gained
huge attention. The linear precoding e.g., zero forcing (ZF) is simple and easy to
implement in MIMO system [4, 8].

The two popular approaches to implement the downlink and uplink transmission
over a specified frequency band are frequency division duplex (FDD) and time division
duplex (TDD) [9]. In FDD mode, the bandwidth comprises two parts: one for the
uplink and other for the downlink. Pilot sequences are needed in both the downlink and
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the uplink due to the frequency selective fading, giving an average pilot length of
NþKð Þ=2 per sub channel. On the other hand, in TDD mode, the entire bandwidth is
exploited for both downlink and uplink transmission, however at different time slots. If
the system switches between downlink and uplink faster than the changing of channels,
then it is sufficient to learn the channels in only one of the directions which leads to the
average pilot length of min N; Kð Þ per sub channel by sending pilots only in the most
efficient direction. In the preferable operating regime of N � K, where TDD systems
should send pilots only in the uplink, the pilot length becomes min N;Kð Þ ¼ K [10].

In [10], the SE for MU MIMO is analyzed over the mostly considered Rayleigh
fading scenario. However, we have analyzed the SE for MU MIMO system in Weibull
fading scenario which considers the multipath fading, indoor, outdoor and radar clutters
[11]. In addition, we have analyzed the performance of the system by considering TDD
and FDD mode with slightly high and low SNR regime.

The reminder of paper is organized as follows. Section 2 includes precoded
MU MIMO system and Weibull channel model. Section 3 presents the simulation
results and related discussion. Finally, the paper is concluded in Sect. 4.

2 System and Channel Model

The proposed system model comprises a base station (BS) having N number of antenna
which aids the K number of users. For the sake of simplicity, we assume the imperfect
CSI at the transmitter and the channels are modeled as the uncorrelated Weibull fading.
The BS multiplexes the data stream per user for downlink and receives one stream per
user in the uplink. The BS exploits its antennas to transmit each signal towards the
desired receiver in the downlink, and to separate the multiple signals received in the
uplink. The multiple antennas at the terminal allows to suppress interference as well as
to improve SNR. In this case, min N;Kð Þ represents the maximal number of data
streams that can be simultaneously transmitted in the cell, while still being separable in
the spatial user MIMO system. The precoding technique is considered to be linear one
and known as zero forcing (ZF).

For an arbitrary BS l, the xl 2 CN represents the transmitted signal vector for its K
users. Since we have considered the linear precoding, therefore, the transmitted vector
is evaluated as

xl ¼
XK
t¼1

ffiffiffiffiffiffi
ql;t

p
Wl;t Sl;t ð1Þ

where the payload symbol Sl;t is transmitted for user t in cell l and has unit transmit

power E Sl;t
�� ��2n o

¼ 1, ql;t denotes the assigned transmission power to the specified

user, and Wl;t 2 CN , (for t = 1, …, K) are conforming linear precoding vectors. The
received signal yl;k 2 C at user K in the cell l is defined as
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yl;k ¼
XL
i¼1

ðhil;KÞHxi þ nl;k ð2Þ

where nl;k and hil;K denotes the additive white noise with variance r2DL, and channel gain
from base station to the Kth user in the ith cell respectively.

Adding more number of BS antennas, both the high capacity achieving non-linear
precoding and a simple linear ZF precoding come up to the instance without inter-
ference. Moreover, it is an important property called promising propagation. For the
promising propagation, channels should be orthogonal to each other and hence, we
considered the orthogonal channels. There is negligible correlation among the chan-
nels. As channel h is modeled as the Weibull channel model, it is represented in terms
of Gaussian in-phase elements U and quadrature phase elements V of the multipath
components [12]

h ¼ Uþ jVð Þ2=b ð3Þ

The amplitude of channel coefficient is R ¼ hj j. Probability density function of
Weibull random variable r is represented in [12] as

p rð Þ ¼ b
X
rb�1 exp � rb

X

� �
ð4Þ

where b is shape parameter, X is average fading power ðb[ 0;X� 0; r� 0Þ. For
b ¼ 1 and b ¼ 2; Weibull distribution is approached to exponential and Rayleigh
distribution respectively. Correspondingly, with high b, fading severity reduces.

3 Simulation Results and Discussion

In this paper, we have evaluated the average downlink spectral efficiency of
MU MIMO system with respect to the number of BS antennas using ZF precoding, and
different types of CSI available at the BS over Weibull fading channel. Figure 1a, b
illustrate the SE for downlink transmission with K = 10 users having SNR of 8 dB and
20 users having SNR of 1 dB respectively, in an uncorrelated Weibull fading envi-
ronment for b ¼ 2. However, Fig. 2a, b display the SE in the comparatively light
fading environment (b ¼ 5). The first case of SE for b ¼ 2 shows the Rayleigh fading
scenario which is comparable to [10], and validate the simulation results of this paper.
The simulation results compare the SE achieved when having perfect CSI with the
performance when having CSI estimated with pilot sequences of length tp. The SE is
shown as a function of the number of BS antennas, N, and Fig. 1a compares TDD
mode for b ¼ 2 using tp = K = 10 with FDD mode using either tp = 10, tp = N, or
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tp = min(N, 40), where the last-mentioned selects an arbitrarily maximum pilot length
of 40. In addition, Fig. 1b shows the same comparison while selecting tp = K = 20
with FDD mode using either tp = 20, tp = N, or tp = min(N, 40), keeping the pilot
length and b same as Fig. 1a, however, reducing SNR from 8 to 1 dB. We observe that
increased tp also increases SE even at a very low SNR.
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Fig. 1. Average downlink spectral efficiency using zero-forcing precoding with different forms
of CSI available at the BS in Weibull fading for b = 2 a SNR = 8 dB b SNR = 1 dB
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Figures 1 and 2 depict a noticeable performance degradation in TDD mode as
compared to having perfect CSI. It is observed that the performance falls are signifi-
cantly constant regardless of the number of BS antennas, thus TDD systems are always
beneficial with added large number of antennas. Consequently, FDD systems are only
beneficial by adding more antennas while keeping the pilot sequences larger when
tp = N. With tp = 10 (Figs. 1a and 2a) and tp = 20 (Figs. 1b and 2b), we cannot
achieve the significant gain in SE by adding more than 10 and 20 antennas for tp = min
(N,40) respectively, while the performance steeps at 40 antennas. TDD operation
shows complete scalability with regard to the number of BS antennas, however, FDD
operation can employ more number of antennas with increased pilot overhead. It is
practically feasible to arrange FDD systems with many antennas, mainly for slowly
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Fig. 2. Average downlink spectral efficiency using zero-forcing precoding with different forms
of CSI available at the BS in Weibull fading for b = 5 a SNR = 8 dB b SNR = 1 dB

Downlink Spectral Efficiency of ZF Precoding 435



varying channels where we can accept a large pilot overhead, but TDD proofs the
superior choice in this context. Different values of b, e.g., 2 and 5 demonstrate the
severe and non-severe fading scenario. In which, our results verify the results of [10] by
changing the parameters under special case of Rayleigh fading. Much improvement in
the SE can be seen by selecting high b value or less fading scenario. Thus, our results
are valid in both the scenarios. We see the maximum improvement in SE with perfect
CSI by changing b from 2 to 5.

4 Conclusion

This paper concludes that TDD is the superior mode since it not only involves shorter
pilots than FDD, but is also extremely scalable due to the independency of pilot length
from the number of BS antennas. The improved SE is achieved with MU MIMO ZF
processing using TDD systems than FDD, however, we get a perceptible performance
loss in TDD mode than having perfect CSI, and performance reduction is significantly
constant irrespective of the number of BS antennas. Thus, TDD systems are more
advantageous by adding more number of antennas than FDD. Consequently, FDD
systems are only beneficial by adding more antennas while taking large pilot
sequences. We achieve a significant performance gain in spectral efficiency even after
reducing SNR at a very low value with increased pilots under Weibull fading. Con-
sequently, SE is increased in less fading environment. The uplink works in the similar
means in both TDD and FDD modes, whereas the advantage of scalability in TDD
occurs in the downlink.
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1 Introduction

The growth of online shopping in today’s world is exceptional. The pleasure of
shopping things online is remarkable. Shopping in the comfort of the house is the main
feature which made online shopping a very big success. There are many shopping sites
like Flipkart.com, Amazon.in, ebay.in, shopclues.com, and so on. There are certain
limitations in online shopping. The main drawback about this online shopping is that
the touch and feels factor of a general shopping is missing. Here, the user cannot touch
the product or test the product before buying it. The customer needs some factor to
come to a conclusion about the product, this is exactly where customer reviews get into
the picture. Customer reviews play a vital role in this sector. There may be thousands of
reviews on a product. It is highly impossible for the customer to read all the reviews, to
decide the product, make this easy for the customer, this system was initiated. Though
shopping from home is comfort, the customer cannot purchase by just looking at the
images displayed. A good product with all negative reviews may not hit the higher
sales rate.

2 Literature Survey

Most of the Product Recommendation Systems use the Reviews given by the
Reviewers to provide the reliable useful information for the end user to take the
decision to purchase the particular product.

Mostly reviews are presented with either useful or un-useful reviews. These
reviews are mixed with both positive and negative reviews which make the online
shopper to get a confused, and it is needed for a system to generate the aggregation of
overall product reviews and provide the consolidated ratings from the multiple cus-
tomer views. In existing works, the ratings are done only by considering the reviews in
single sites. It usually provides a wrong view on particular product, whereas the same
product has a high rating in another site.
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The methodology proposed by Garg et al. [1] has providing simple aggregating
evaluation techniques for product reviews.

VðpÞ ¼�ani¼1 u Ti Pð Þð Þ Polarity of reviews Ti Pð Þð Þð Þ
�ani¼1u Ti Pð Þð Þ ð1Þ

In the given Eq. (1), the evaluation for product P is considered as V(p). In this, the
usefulness score u(Ti(P)) is used as a ranking function. This given ranking functions
helps to eliminate unwanted information which creates overload for users who gone
through the reviews.

Most of the Natural Language Analysis System uses statistical approaches to learn
the given text corpora. The work discussed by Wiebe et al. [2], tested the similarity
distribution between words based on their frequencies, collocations, and tag generated
for the words. In addition, they have proved that the density of subjectivity clues in the
surrounding context strongly affects how likely it is that a word is subjective. Finally,
they used the subjectivity clues to identify opinionated chunks in text. The system
proposed by Yu and Hatzivassiloglou [3] discussed about extracting the opinions from
the fact reviews. The analyses are carried out both in context and document level. They
used naive Bayes classifier, which is standard classifications algorithm for extracting
the opinions from the context. They also considered and developed a polarity classi-
fication based on context-average approaches. These techniques used to provide an
opinion of the review by considering all words in the context instead classifying it as
positive or negative by considering a single word.

Some of the early works carried out by Turney [4], classifies the reviews as rec-
ommended or not recommended by the symbols (thumbs-up and thumbs-down) pro-
vided in the review. This work does not consider the exact opinion of the review that is
given in the sentence level. The work is proposed by Pang et al. [5], for classifying the
movie reviews. In this, the documents are simply classified by considering the prob-
ability of positive and negative words. If the document has higher probability for
positive words, then it considered as a positive review document, otherwise it takes it
as a negative review document.

Another work by Pang et al. [5], considers the multipoint scale approaches which
extend the symbol from thumbs-up or thumbs-down to stars (1–5). By this way, they
can provide ranking of the review documents from positive to negative. Popescu and
Etzioni [6], discussed unsupervised information extraction system, in this system
switching from classification to extraction. It can be used to determine the product
quality, for customers to make the decision easily.

The framework proposed in Liu et al. [7], for analyzing and contrasts the customer
reviews of competing products. This framework provides functionality of visualization
to the customer to identify the accurate rate of that product clearly. Each and every
product in e-commerce sites, it has the strength and weaknesses based on the customer
opinions or reviews. Soo-Min Kim and Eduard Hovy discussed a system that
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automatically extracted pro and con reasons from the opinion text. Shifting from
classification to extraction, Ana-Maria Popescu and Oren Etzioni introduced Opine, an
unsupervised information extraction system (Popescu and Etzioni [6]). Opine mines
reviews to build a model of important product features, their evaluation by reviewers,
and their relative quality across products (Kim and Hovy [8]).

3 System Design: Proposed System

The main aim of the system is to recommend the online shopper, if the product
specified is worth buying. Reviews on that particular product from the shopping
websites will be crawled and data preprocessing will be done. Gold Standard Use-
fulness score is calculated. Usefulness features are extracted from the data. With the
above feature the Squared Correlation Coefficient and Mean Squared Error is calcu-
lated. Regression Analysis of two standard metrics is used to evaluate the quality
namely, the Squared Correlation Coefficient and Mean Squared Error. Then, Review
aggregation is done. Three types of review aggregation are considered and compared,
they are, SimAvg, PredAvg, and GsAvg. This Review Aggregation is provided as the
final output.

3.1 Detailed Architecture

The following Fig. 1 is the block diagram of the proposed system and Fig. 2 is the
detailed architecture of the proposed system respectively.

Fig. 1. Block diagram
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The detailed system architecture components are,

A. Review Crawling
The online shopping site chosen to collect reviews is Flipkart. Product name is given as
input to the program. JSoup Html Parser, a Java library is used to parse the web page.
Product id is fetched from the web page of the product. URL of the review page framed
with the product name and id. Then, the reviews are crawled.

B. Preprocessing
Customer reviews are extracted from Flipkart.com. The extracted reviews will have
tags that need to be removed. Punctuations should also be removed. Regex is used to
remove all the punctuations from the text. Methods in JSoupHTMLParser are used to
extract only the required content from the HTML page fetched.

C. Lexical Similarity
Lexical similarity feature of a review is calculated. Few product reviews are mere copy
of the Specifications. Such reviews are to be identified. Tf (Term frequency), idf
(inverse document frequency) and Tf-idf (Term frequency—inverse document fre-
quency) are calculated for estimating Cosine Similarity.

Lexsim is a feature which is used to measure the usefulness of the review. A cus-
tomer review which is a loyal rephrase of the product specification will not work. At
the same time a review without any impact of product specification may not be
appreciated. Tf-idf for each term in the review and the product specification is calcu-
lated and cosine similarity of each product review against product specification is
calculated. Then the obtained output is added to the .csv file. The output looks like
Table 1 Cosine value is always between −1 and 1: the cosine of a small angle is near 1,
and the cosine of a large angle near 180° is close to −1. This is good, because small
angles should map to high similarity, near 1, and large angles should map near to −1.

Fig. 2. Detailed architecture
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D. Shallow Syntactic Feature
Good reviews will have certain writing style. It is assumed that all the good reviews
tend to exhibit certain kind of similarity. Parts of speech tagger has been used to tag the
most rated reviews and check if other reviews are similar to it. Again tf, idf, tf-idf and
Cosine Similarity is calculated. It is believed that useful reviews hold certain Syntactic
Features. Cosine similarity between all the user reviews and the useful review is
calculated. For which, top ten useful reviews are handled as single review and its
average is taken. There are about 33 parts of speech. For each term Tf-idf is calculated
and its cosine similarity is estimated. During cosine similarity each and every review is
compared with the aggregated review. Obtained cosine similarity is added to the .csv
file, Table 1. This .csv file will be used to find the Useful regression. This will be very
much helpful in finding the Squared Correlation Coefficient and the Mean Squared
Error.

E. Usefulness Regression
Regression performance of all the features is calculated against the real usefulness
score. Two support vector regression is used, namely, e-Support vector regression and
n-Support vector regression, for which Squared Correlation Coefficient and Mean
Squared Error is calculated. Squared Correlation Coefficient and Mean Squared Error is
calculated using weka tool. The input given to the weka tool should contain attributes
such as Product Name, Author, Gold Standard Usefulness Score, LexSim Score, and
SSF Score.

Table 1. Shallow syntactic feature, lexical similarity score, and calculated usefulness score

Product Author Real_Usefulness Lexsim Inherent polarity SSF

Samsung Galaxy On5 Akash Sharma 0.97 0.02202 1 0.153463715
Samsung Galaxy On5 Nitin Kumar 0.95 0.01191 1 0.018647898
Samsung Galaxy On5 Karthik Iyer 0.93 0.15519 1 0.411112955
Samsung Galaxy On5 Akshay Singh 0.94 0.06279 0.8 0.123338421
Samsung Galaxy On5 Bajrang Sewag 0.91 0.04817 1 0.082809204
Samsung Galaxy On5 Adish Jain 0.89 0.07733 1 0.15587808
Samsung Galaxy On5 Ashok Kumar R 0.87 0.02499 0.2 0.050425057
Samsung Galaxy On5 Abhishek Singh 0.89 0.12395 1 0.370998695
Samsung Galaxy On5 Jimmy Kadakia 0.78 0.05505 0.6 0.092267496
Samsung Galaxy On5 Himanshu Kumar 0.81 0.16954 0.8 0.423765535
Samsung Galaxy On5 Sunil 0.79 0.23611 0.8 0.646471335
Samsung Galaxy On5 Sathish Kumar 1 0.02973 1 0.040440377
Samsung Galaxy On5 Pawan Kumar 0.79 0.13091 0.8 0.32697262
Samsung Galaxy On5 Tanmay Srivastav 1 0.13091 0.4 0.310121351
Samsung Galaxy On5 Rakesh Kumar 1 0.01689 1 0.02580486
Samsung Galaxy On5 Balaji 1 0.01191 1 0.018647898
Samsung Galaxy On5 JigarVira 1 0.08617 1 0.270993234
Samsung Galaxy On5 Kavish kumar 1 0.12503 1 0.300824885
Samsung Galaxy On5 Virkumar Chougul 0.8333 0.04188 1 0.054811478
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Table 2 represents the statistics for the attribute LexSim and Fig. 3 represents the
Lexical Similarity graph.

Gold Standard Usefulness Score is very much important in this process. All the
reviews in the Flipkart come with its usefulness rating. Once, the calculating Gold
Standard Usefulness score is done, the content is written to the .csv file. Data such as
product Name, Author, Gold Standard Usefulness Score is written to the file, it is
depicted in the Table 1. Calculating usefulness feature is the next step after determining
the real usefulness score. Table 3 displays the Squared Correlation Coefficient and
Mean Squared Error value obtained using e-SVR for Gold Standard Usefulness Score,
Lexsim and Ssf.

Fig. 3. Lexical similarity graph

Table 3. e-SVR

Gold standard usefulness
score

Lexsim Ssf

Squared correlation
coefficient

0.02244 0.06584 0.1330

Mean squared error 0.007089 0.004761 0.02839

Table 2. Statistics of lexical similarity

Statistics Value

Minimum 0.012
Maximum 0.236
Mean 0.086
StdDev 0.06
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Table 4 displays the Squared Correlation Coefficient and Mean Squared Error value
obtained using n-SVR for Gold Standard Usefulness Score, Lexsim, and Ssf. Figure 4
shows the Performance Evaluation of Squared Correlation Coefficient and Mean
Squared Error.

F. Review Aggregation
Aggregated review polarity is calculated. Polarity of the review is found using the star
rating given to the review by the shopping site. Three types of Review Aggregation are
done; they are SimAvg, PredAvg, and GsAvg. Based on these averages calculated, the
product can be recommended to the user.

4 Implementation and Results

Implementation details are discussed here. Reviews are examined, Lexical similarity
and shallow syntactic features are extracted, cosine similarity is calculated, a weighted
average of each system is calculated and ranking is done through Kendall’s ranking
correlation. Every Recommendation System should have accuracy, efficiency, and

Table 4. n-SVR

Gold standard
usefulness score

Lexsim Ssf

Squared correlation
coefficient

0.003844 0.8284 0.15634

Mean squared error 0.006905 0.001962 0.028695

Fig. 4. Performance evaluation
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scalability. So that Customers will get the true value of the items which they need for.
In this Product Recommendation System giving the highest accuracy of review results
than Compared with the previous works.

4.1 Review Aggregation

This section deals with review aggregation process, there are three types of review
aggregation, SimAvg, PredAvg, and GsAvg.

SimAvg computes the aggregated polarity as a simple average of individual review
polarity; that is u(Ti(P)) is always 1. PredAvg calculates the aggregated polarity as a
weighted average of isolated review polarity; the weight allocated to each review Ti is
its predicted usefulness score u(Ti(P)). GsAvg determines the aggregated polarity again
as a weighted average of discrete review polarity; the weight assigned to each review Ti

is its Gold Standard Usefulness Score u(Ti(P)). Review polarity is calculated with the
help of the star rating given by the shopping e-commerce site to the reviews. Figure 5
represents the graph drawn on the values obtained from SimAvg, PredAvg and GsAVg.

5 Conclusion

Product Recommendation System using Support Vector Machines Regression. User is
supposed to enter the product Name. Having the product name, reviews are fetched
from the shopping site, preprocessing is done. Gold Standard Usefulness Score is
calculated. Features such as LexSim and SSF are estimated. Usefulness Prediction is
done based on two standards Support Vector Machine Regression. Three types of
Review Aggregation, SimAvg, PredAvg, and GsAvg is done.

Fig. 5. Aggregation graph—SimAvg, PredAvg and GsAVg
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6 Future Work

In future, Correlation ranking will be calculated against the aggregations and sales
rank. This ranking correlation will be done using Kendall’s and Spearman’s Ranking
Correlation. Comparison between the ranking correlations can be done.
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1 Introduction

Visual saliency is the perceptual eminence that makes an object, region, person, or pixel
standalone from its surrounding and thus it drags our attention. Visual saliency guide
our attention based on two standard mechanisms called bottom-up and top-down [1, 2].

In the practice of visiting a scene, selective visual attention [3] plays a crucial role
to filter out unimportant information from that scene. It directs our brain to process only
visually overlooked portions of a scene in the deeper level. Visual saliency [4, 5] gives
intimation to any vision system for automatic selection of a region from a scene.
Subsequently, our brain extracts the visual information from this region for the further
processing. This mechanism allows extracting only “noticeable” information and
ignores extraneous uninspiring information [6]. This proficiency of human vision
system makes our organism to quickly gaze toward the precise target like acquain-
tances, strangers, stunning or horrible personalities, etc.

In order to provide the similar capability to the computer vision system, like
humans, enormous researches have been established.

Based on bottom-up mechanism [7, 8], a biologically plausible basic framework has
been developed by Koch and Ullman [9]. Inspiring from Koch and Ullman, Itti et al. [10]
determine center-surround contrast using a Difference of Gaussians (DoG) approach.

Unlike, the biological-inspired model some researchers developed different aspects
of saliency models which are purely computational [11–14]. On the basis of
center-surround feature distances, Ma and Zhang [11] and Achanta et al. [14] had
developed their saliency model. Hu et al. [12] determine salient location through
heuristic measures. Some authors e.g. Hou and Zhang [13] computed saliency in the
frequency domain.

In the third category of saliency model, authors have incorporated both
biological-inspired model as well as the computational model altogether. These
methods are Graph-Based Visual Saliency [15], Degree Centrality-Based Model [16].

Among various states of art models, we found Frequency-tuned Salient Region
Detection [17], Minimum Barrier Salient Object Detection [18] and Context-Aware
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Saliency [19] as the better one. Therefore, these models have been incorporated in our
proposed work.

Even though several methods have been validated with the available ground truth,
But in real time no any vision system has been developed which can deal with the
generic vision task like we humans do. The main reason behind it is, the existing vision
system has been developed by keeping the target to match with a particular ground
truth which may be obtained through volunteer’s voting or eye fixation experiment
[20]. Many times this ground truth may be very specific.

Further, sections are arranged as: In Sect. 2, Requirements for a saliency is dis-
cussed. Various states of art methods for generating the saliency map have been
discussed in Sect. 3. Section 4 described about our proposed saliency map for gen-
erating the ground truth. Experimental validation has been explained in Sect. 5. At last,
Sect. 6 confers the concluding remark.

2 Requirement of Combined Saliency Map

We set the following requirements for a saliency detector:

• To develop a generalized saliency map.
• To get a single master map which covers the entire salient region obtained from

various state of the art.
• Uniformly bring into light upon all prominent regions.
• Create precise boundaries of salient objects.
• Alternate approach for preparing ground truth data by using reverse engineering.
• Reduction in time and cost because of reusability.

3 Various State-of-the-Art Methods to Compute Saliency
Map

To follow up the above requirements (mentioned in Sect. 2), some standard and well
verified techniques has been considered for the fusion. These states of art techniques
namely, Frequency-tuned Salient Region Detection [17], Minimum Barrier Salient
Object Detection Methods [18] and Context-aware saliency [19] have been described in
the following subsections.

3.1 Frequency-Tuned Salient Region Detection

In this technique, authors have filled the drawback of some state-of-the-art methods
[5, 15, 16] for saliency detection. These methods depict salient regions with low
resolution, poorly borders and also it is expensive to generate. Moreover, some other
method [11, 13] highlights the object edges instead of highlighting the whole object,
which fallout to consume entire spatial frequency of the input image. In this work, the
author investigates the spatial frequencies and commences a frequency-tuned technique
for computing the center-surround difference with intensity and color features and
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proposes some benefits over existing techniques. It uniformly exposes salient location
with clear borders, good resolution, and better computation. Authors compared the
accuracy of the saliency maps with methods [10, 11, 13–15].

In this method, saliency map S for an image I of width W and height H pixels can
thus be formulated as

S x; yð Þ ¼ Il � Iwhcðx; yÞ
�
�

�
� ð1Þ

where Il is the arithmetic mean pixel value of the image and Iwhc is the
Gaussian-blurred version of the original image to remove deep texture details and
noises. The rule of difference is used because authors are finding the magnitude of the
differences. This is quite efficient to compute. Also, operating this approach on the
original image, without any downsampling a full resolution saliency map can be
obtained. Rewriting the Eq. (1) for incorporating color and luminance, as:

S x; yð Þ ¼ Il � Iwhcðx; yÞ
�
�

�
� ð2Þ

where Il is the mean feature vector, Iwhcðx; yÞ is the corresponding pixels values in
Gaussian version (obtained by using 5 * 5 binomial mask) of the original image, and
“|| ||” is the L2 norm.

3.2 Minimum Barrier Salient Object Detection Methods

Here, authors have recommended a very efficient and prevailing, technique which is
based on the Minimum Barrier Distance (MBD). In order to compute pixel-value
fluctuation, MBD transform is found to be robust and effective to perform on original
pixels without region generalization. In this work, an approximate MBD transform
algorithm with 100X speedup has been implemented. After applying fast MBD
transform algorithm, the proposed “salient object detection” process runs at 80 FPS,
and performs significantly better than some state-of-the-art techniques [21, 22] on four
large benchmark datasets with similar speed. Furthermore, this work is extended by a
technique (which is based on color whitening) to control the cue. This comprehensive
version improves the work and performs faster.

3.3 Context-Aware Saliency

This work proposes a novel kind of saliency called “context aware saliency” which
identified the arousal region of the image. The saliency is computed based on four
principles available in the psychosomatic prose. They are:

• Local low-level concern, which includes contrast and color of local regions.
• Global reflection, which incorporates repeatedly appearing features, also main-

taining those features which are deviated from the norm.
• Visual association rules, which describe that visual appearance, may acquire one or

numerous centers of gravity about which it is organized.
• Inclusion of high-level aspect such as human faces.
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Further, including the above aspects, authors proposed a technique for saliency
computation. There exists a variety of applications where the context of the prevailing
objects is considered as crucial. Moreover, the contribution of context-aware saliency
has been described in two applications namely retargeting and summarization.

4 Proposed Saliency Map for Generating Ground Truth

Composite Saliency map has been generated by using various state- of- art techniques
mentioned in Sect. 3. These techniques have been implemented over different dataset
having the large no of images. Results (Saliency map) obtained through these states of
art techniques have also been validated with the proper ground truth. Accuracy has
been measured and found to be satisfactory. Any particular method is not considered as
a generic method. For a particular kind of images may be a particular approach is more
suitable. Similarly, for another kind of images, any other method is more appropriate.
Therefore, in this proposed work, we have incorporated the composite saliency map
based on three effective state-of-the-art saliency model. The reason behind the selection
of these models is to cover the necessary aspects like human psychological principle
through [19], computing pixel-value fluctuation using [18], and frequency-tuned
approach [17] for getting sharp edge and high resolution of salient region. As these
models are considered as better than various leading state-of-the-art methods, therefore,
these model altogether can enhance the performance significantly.

4.1 Saliency Map Generation Using Various Methods and Resizing

Saliency map using method [17–19] are shown in the Fig. 1. In the next step, we are
combining these maps to generate a composite master map. In order to merge the
corresponding pixels of these saliency maps, we have made them into the same size.

Fig. 1. Top-left: input image, top-right: saliency map using [17], bottom-left: saliency map
using [18], bottom-right: saliency map using [19]
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4.2 Proposed “Master Map” Through “Saliency Maps” Fusion

“Master map” of an image is obtained by fusing the corresponding saliency maps have
been obtained by methods [17–19]. In this work, images are fused by using normal
image addition process.

If “SA”, “SMB”, and “SC” are saliency map generated by methods [17–19],
respectively, then the proposed master saliency map “SM” has been obtained as:

SM ¼ SA þ SMB þ SC ð3Þ

The result obtained after combining the saliency map “SA” and “SMB” and then
combining the saliency map “SA” and “SMB”, and “SC” have been shown in Fig. 2.

5 Experiment Validation and More Results

In this experiment, composite saliency map has been generated by fusing three leading
state-of-the-art techniques [17–19]. The experiment has been performed on a large
dataset. Result’s validation through these techniques has already described in [17–19],
with the proper ground truth. Accuracy in terms of matching with the ground truth has
been measured and found to be satisfactory. As we have adopted these standard state of
art methods and fused them together to generate the combined saliency map, therefore
the resultant map grabs the properties of all its component maps. In other words, we
can say, in the large scale, the resultant map has also been validated indirectly with the
ground truth. The various results obtained from our proposed work have been shown
below. In Fig. 3, we can clearly visualize that the proposed saliency map covers all the
salient regions obtained from its component maps (Fig. 1). Therefore, the proposed
map can be considered as the generalized map which occupies all properties of the
state-of-the-art. Some more results obtained using our fusion techniques have been
depicted in Fig. 3.

Fig. 2. Left: composite saliency map after fusing [17] and [18]. Right: master saliency map after
fusing [17–19]
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6 Conclusion

In order to detect the salient regions in a scene, so far various saliency models have
been developed. Many of these have been validated with the ground truth obtained
from eye fixation experiment or based on volunteer’s views. Therefore, these saliency
models are considered as a state-of-the-art in the literature. In this paper, these tech-
niques are utilized to generate composite saliency map and may be considered as the
ground truth information. Preparing ground truth in such a way is inspired by reverse
engineering and may be considered as an alternate approach (other than the volunteer’s
voting or eye fixation experiment) for preparing ground truth. In the complex images,
where salient locations are very confusing and therefore preparing ground truth is also
very difficult. In such images, results are varying with different state-of-the-art saliency
model. To address this problem, this paper implements different combine strategies to
achieve composite saliency map which can incorporate the properties of every indi-
vidual map. Fusion of saliency maps in this way can be utilized to generate good
ground truth information which can be alternate to base on volunteers or through eye
fixation machine. As this approach incorporates the concepts of reusability, therefore it
reduces the time and cost in the preparation of ground truth.
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1 Introduction

Electronic nose is a bioinspired engineering system that operates analogous to human
nose for odor sensing. Like odorant sensing receptor neurons in human nose it consists
of an array of chemical sensors imparted with broad range of chemical selectivities.
The sensor array outputs are patterns of electrical signals encoded with odorants
information. Application of data processing methods like scaling, normalization, fea-
ture extraction and pattern recognition analogous to biological functionalities of
olfactory bulb and cortex part in human brain makes an Electronic Nose (E-nose)
instrument [1].

A number of chemical sensor technologies are available, often with competing
performance, which can be used for making an E-nose instrument. The sensors based
on electro-acoustic and electro-mechanical principles such as surface or bulk acoustic
wave (SAW or BAW) oscillators and microelectromechanical system (MEMS) can-
tilevers have been extensively investigated for E-noses for VOCs (volatile organic
compounds) detection and identification. The chemical selective functionality in these
sensors is imparted by parametric sensitization, most commonly by depositing a thin
polymer film on the device surface. The odorants (chemical analytes) sorption into the
polymer film generates a change in acoustic wave velocity, surface stress and/or elastic
stiffness of the vibrating structure. An electrical read out circuitry converts these
changes into electrical signal. A set of sensors coated with different polymers define the
sensor array. The set of sensor array outputs upon exposure to a chemical sample define
the array response pattern. The odor identity information is hidden in the response
pattern. An analysis of response pattern by pattern recognition methods reveals the
odor identity. The odor recognition capability comes from the proper selection of
polymer coatings that can generate maximally discriminating information about the
target chemical analytes. In other words, the polymers that provide divergent chemical
interaction possibilities with target analytes will be the proper choice for making an
E-nose. This is the most crucial step in polymeric E-nose design [2]. The conventional
approach for the selection of sensing elements in an array is the empirical optimization,
where various sensors are fabricated by using different polymers, their various com-
binations are evaluated as sensor array, and best among them are selected by the
method of elimination. This involves long expensive experimentation, large man power
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and material resource, hence makes the development of an E-nose instrument a costly
affair.

Our group has been active over the last couple of years to develop some compu-
tational intelligence method that can explore the available polymer data base for
making polymer selection (or at least short listing) prior to real sensors fabrication. This
will reduce the development time and cost. The data base considered was the
vapor-polymer partition coefficients. The partition coefficient (K) is defined as the ratio
of analyte concentration in polymer phase (CP) to that in vapor phase (CV ) in ther-
modynamic equilibrium in the limit of infinite dilution, K ¼ CP=CV . The set of
polymers that are maximally divergent with regard to partition coefficients of the target
chemical analytes is expected to encode maximally divergent information the analytes.

Based on this idea, our group applied different clustering algorithms of computation
intelligence to segregate polymers according to some measure of similarity among
them in respect of their interaction with target chemical analytes. A polymer from each
cluster is selected to represent maximally dissimilar (chemically divergent) subset for
making the sensor array [3–8]. The clustering methods used are the principal com-
ponent analysis (PCA), hierarchical clustering (HC), fuzzy c-means (FCM) clustering,
fuzzy subtractive clustering (FSC), and particle swarm optimization (PSO). Each
method employs a different measure of similarity. Therefore, it is expected that each
one will lead to a different subset. The goodness of the selection is evaluated by
analyzing the virtual (model based) sensor array responses for discrimination of dif-
ferent target analytes in presence of interferents specific to particular applications. The
analyses in these works ranged from discrimination between living and dead human
body odor [3], body odor for biometrics [4], explosives [5–7], chemical weapon agents,
narcotics and drugs of abuse [7], food spoilage and freshness (milk and fish) [8–12],
and oxidative stress [13]. The sensing platforms used were either SAW oscillators or
MEMS cantilevers.

All the polymer selection methods resulted in 3–6-element sensor array. The
analyses of synthetic array data generated by each method resulted in qualitative dis-
crimination between various targets and associated interferents. However, the fuzzy
clustering (both FCM and FSC) methods appeared to generate comparable and best
results. It was difficult to decide the superiority of one over the other. Using the SAW
sensing platform it was found that in respect of the discrimination between the target
and interferents the FSC yields better results whereas in respect of the specific volatile
marker detection the FCM is superior. It was conjectured that perhaps FCM and FSC
reveal some complimentary information, and a method of combining or fusing them
must be developed to obtain optimum results for both detection and identification. In
the present study, we extend this effort using MEMS cantilever sensing platform and
apply both FCM and FSC selection procedures by taking the spoilage/freshness
detection of fish as a case study. The purpose of this study is (i) to ascertain the relative
complementarity of the FCM and FSC selection procedures, and (ii) to examine
whether their efficacies have to do something with the type of sensing mode.
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2 Fish Spoilage Markers and Polymer Selection

Fish is a widely consumed food item. Ascertaining the stage of its degradation
(spoilage) is important for human health safety. The degradation occurs due to
microbes-linked biochemical processes in dead fish body which produce several
volatile metabolites (biogenic amines). Most significant among the latter are
trimethylamine (TMA) that is produced by bacterial reduction of TMA oxide,
dimethylamine (DMA) generated from autolytic enzymes, ammonia due to deamina-
tion of amino acids, and nucleotides [14, 15]. The DMA and ammonia emissions
become significant in the advanced stages of degradation, hence are unreliable for
monitoring the level of spoilage threshold unfit for human consumption. In many
research reports, the TMA has been established to be the most reliable volatile marker
for monitoring the initial stages of degradation [16]. The TMA emits from the living
fish also in low concentration, and its emission rate increases with time after fish death.
Therefore, detection and concentration estimation of TMA in headspace of a fish
sample is taken to be most reliable indicator of fish freshness or degradation level [17].
Typically, in fresh fish headspace the TMA concentration is in ppt–ppb range. As the
degradation advances the concentration level goes up in ppb to ppm range. It may be
remarked that some variation in TMA emission rate occurs due to types of fish species,
geographical location, processing, and storage methods [18].

The problem offish spoilagemonitoring by SAWE-nose was investigated in an earlier
study from our group [8]. Based on the available literature this paper identified 16 fish
freshness/spoilage markers, 26 prospective polymers for sensor array coatings, and tabu-
lated the partition coefficient data (Table 2, Table 3, and Table 5 respectively in [8]). The
volatile markers and polymers are listed as follows. Fish freshness markers: (1PTL)
1-Pentanol, (1HXL) 1-Hexanol, (1 OCL) 1-Octanol. Fish spoilage markers:
(TMA) Trimethylamine, (MM) Methyl mercaptan, (ET) Ethanol, (1PPL) 1-Propanol,
(1BTL) 1-Butanol, (2BTN) 2-Butanone, (AC) Acetone, (TO) Toluene, (EB) Ethyl ben-
zene, (MX) m-Xylene, (PX) p-Xylene, (OX) o-Xylene, (ST) Styrene. Prospective poly-
mers: (PIB) Polyisobutylene, (PECH) Polyepichlorohydrin, (OV-202)
Polytrifluoropropylmethylsiloxane, (OV-25) 75% phenyl 25% methyl polysiloxane,
(PEI) Polyethylenimine, (PDMS) Polydimethylsiloxane, (PMCPS) Polymethylcyno-
propylsiloxane, (PMPS) Polymethyl phenylsiloxane, (ZDOL) Fomblii-ZDOL, (PVPR)
Polyvinyl propionate, (PVA) Polyvinyl acetate, (PMA) Polymethyl Acrylate, (FPOL)
Fluoropolyol, (PVTD) Polyvinyltetradecanal, (PEM) Polyethylenemaleate, (SXCN)
Polybiscyanopropylsiloxane, (SXFA) Hexafluoro-2-propanol substituted polysiloxane,
(SXPYR) Alkylaminopyridyl-substituted polysiloxane, (P4V) Poly(4-vinylheduorocumyl
alcohol, (SXPHB) phenyl methyl variant of polysiloxanes, (PMHS) Polymethylhy-
drosiloxane, (PLF) Linear functionalized polymer, (PBF) Branched functionalized poly-
mer, (PMFTPMS)Trifluoropropylmethylsilox.Thedetails ofFCMandFSCalgorithmsare
described in [8] and [9]. In [8] only FCM was used and in [9] both FCM and FSC were
compared. Following the same approach,we obtained the following selection subsets in the
present study.
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3 MEMS Sensor Model

MEMS cantilever coated on one surface with a thin polymer film responds to the vapor
exposure via changes in the mass and volume of the polymer and surface stress at the
polymer–cantilever interface. The volume change occurs due to the addition of free
volume associated with the process of vapor solvation. Since the film is attached to the
cantilever surface it can not expand in planes parallel to the surface. If the volume
change (polymer swelling) is assumed to be isotropic this constraint has two conse-
quences. (i) The polymer film thickness is increased because it is free to expand in the
surface normal direction. (ii) Due the interfacial nonexpandability the film is elastically
stretched in the planer directions. The latter produces a difference in surface stresses
across the cantilever thickness causing downward bending of the cantilever beam. The
gravimetric effect due to mass loading is usually small, and is ignored in calculating the
bending effect. The mass loading and the volumetric swelling, however, change the
cantilever mass and stiffness constant, hence the cantilever resonance frequency [19].

These effects are commonly used in two types of sensor operating modes: static and
dynamic. These are schematically shown in Fig. 1. In the static mode, the cantilever
bending due to differential surface stress is read by the laser beam deflection method.
The vapor sorption induced deflection with reference to the undeflected condition
defines the sensor signal, shown as ZL. In the dynamic mode, the cantilever is made
movable plate of a parallel plate capacitor against a rigid ground surface, and is driven
by an external AC source in resonance condition. In this mode the cantilever is usually
biased by a DC voltage so that it remains in the state of a static deflection state before
the AC drive is applied. The amplitude of the AC drive is kept small so the entire
vibratory sweep of the cantilever remains always on one side of the neutral position
towards the ground surface, and it does not reach the pull-in condition [20]. This is
done to avoid frequency doubling and instability. The resonance frequency is read by a
laser Doppler vibrometer. The vapor sorption induced change in the resonance fre-
quency defines the sensor output in dynamic mode, shown as Dfres in Fig. 1.

Table 1. Polymers selected for making MEMS sensor array

Selection
method

Selected polymers (mass density q2 in 103 kg/m3 [8])

FCM OV202
(1.25)

PEI
(1.05)

P4V
(1.44)

SXPYR
(1.00)

SXFA
(1.48)

PBF
(1.30)

FSC PMPS
(1.12)

PEM
(1.35)

P4V
(1.44)

SXPHB
(1.15)

PMHS
(0.99)

PLF
(1.43)
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The static mode bending is calculated by using the Stoney formula which relates
the beam curvature with the differential surface stress across the beam thickness. Since
the cantilever length is much larger than the width the interfacial nonexpandability
constraint will result in mainly longitudinal strain. Integrating this formula twice and
applying the fixed-free boundary conditions of the cantilever tip deflection (ZL) is
obtained as

ZL ¼ 3L2
h2ðh1 þ h2Þ

h31

ð1� m1Þ
E1

� �
r ð1Þ

with

r ¼ 1
3
E2VaKCV ð2Þ

where (L, h1, E1 and m1) denote, respectively, the cantilever length, thickness, Young’s
modulus and Poisson’s ratio, (h2, E2) denote, respectively, the polymer film thickness
and Young’s modulus, Va denotes the specific volume of the sorbed vapor in ml/mol, K
denotes the equilibrium partition coefficient and CV denotes the chemical analyte
concentration in the vapor phase in mol/ml; r represents longitudinal stress at the
polymer film cross section.

The resonance frequency of the coated MEMS cantilever under the conditions of
soft polymer coating and equilibrium sorption is given as ([21], Eq. (12)).

L

Insulator

Polymer Coated 
Cantilever

LZ

Position 
Sensitive 
Detector 

LASER

Static Mode

resfΔ

L

Insulator

Stationary Ground Surface

Polymer Coated 
Cantilever LASER Doppler Vibrometer

ACV

DCV

Dynamic Mode

Fig. 1. Schematic of MEMS cantilever sensor operation in static and dynamic mode
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fres ¼ a2

2p L2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffieE1h31
12ðq1h1 þ q2h2Þ

s
� 1þ h2ðh22 þ 3ðh1 þ h2Þ2

2h31

eE2eE1

 !
ð3Þ

where q1 and q2 are the mass densities of the cantilever and the polymer materials,
respectively, eE1 ¼ E1=ð1� m1Þ, and a is constant that depends on the mode of
vibration. For free vibrations in the fundamental mode (no axial loading) the value of
mode constant a ¼ a0 ¼ 1:875. However, the polymer swelling due to vapor sorption
generates longitudinal film stress (r) as discussed in the preceding given by (2). This
acts as axial load on the cantilever beam. The axial load per unit beam length will be
given as

r ¼ rðwh2Þ
L

ð4Þ

where w denotes the beam width. The effect of surface stress produced axial loading on
a has been theoretically calculated in [22]. It is shown that a gets modified as

a ¼ a0 1þ 2rL3

p2E1I1

� �1=4

ð5Þ

where I1 ¼ 1
12wh

3
1 is the cross-sectional moment of inertia.

The changes in ZL and fres under exposure to vapor samples define the sensor
outputs. From (1) and (3), it can be seen that these result from the changes in the
polymer mass density and thickness. Denoting the latter by q02 and h02, it can be seen
that

h02 ¼ h2=ð1� VaKCV Þ ð6Þ

q02 ¼ ðq2 þMaKCV Þð1� VaKCV Þ ð7Þ

where Ma denotes the molar mass (g/mol) of the sorbed vapor. The calculation of ZL
and fres by using (6) and (7) in (1) and (3) and subtracting from these their values prior
to vapor exposure defines the output from these sensors. In the analyses to follow the
normalized tip deflection ZL=L and the fraction change in resonance frequency Df =fres
will be taken to be the signal from these sensors.

4 Data Generation

Assuming rectangular cross-section Si-MEMS cantilever to be the sensing platform,
the two 6-element sensor arrays were defined by the two sets of 6 polymers selected by
the FCM and the FSC methods, Table 1. The sensor array responses were calculated by
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using (1) and (3) for both the static and the resonant modes. The geometrical and
material parameters of the cantilever beam are L ¼ 200 lm, w ¼ 40 lm, h1 ¼ 1 lm,
q1 ¼ 2330 kg/m3, E1 ¼ 169 � 109 N/m2, m1 ¼ 0:22. The elastic parameters of all the
selected polymers were not available. Therefore, E2 ¼ 1 � 108 N/m2 and m2 ¼ 0:3
(typical of rubbery polymers at T ¼ 298 K) were assumed for all the polymers [23,
24]. For the dynamic response calculations the value of E2 was assumed to be an order
of magnitude higher than this to represent the high frequency limiting elastic behavior
of the polymers [25]. The mass densities of the polymers (q2) are listed in Table 1. The
values of vapor-polymer partition coefficients were taken from the Table 5 in [8]. The
molar specific volumes of the analytes Va were estimated from their liquid phase
densities qL (g/ml) and molar mass Ma (g/mol) as Va ¼ ðMa=qLÞ ml/mol by data from
[26]. The concentrations of the analytes and interferents in vapor phase were varied
over the same range as specified in Table 2 of [8]. In synthetic data generation additive
noise sources were included at the outputs of each sensor. For the static mode, the noise
source is assumed to be uniformly distributed thermal fluctuations of the cantilever tip
characterized by the root mean square deflection DZ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4
3kBT=k

p
where kB Boltzmann

constant, T absolute temperature, and k represents the cantilever beam stiffness [27].
For the dynamic mode, Gaussian frequency fluctuation was assumed with mean zero
and variance defined as \Df 2 [ ¼ fres=2Q with Q being the quality factor. A typical
value of Q ¼ 500 was assumed for all calculations. The fundamental frequency of the
cantilever without coating was calculated to be fres ¼ 38:939 kHz, and the polymer
coatings generated frequency shifts over [4.92, 7.17] kHz. The array response data
were generated for 100 samples of each analyte vapor for ppb–ppm range of con-
centration as in [8]. Thus, each data matrix consisted of 1600 rows and 6 columns.

5 Results and Discussion

The raw data were preprocessed by mean centering, scaling normalization, and loga-
rithmic scaling as done in previous studies [3, 7, 8]. The data matrix consisted of the
vapor samples in rows and the polymer-coated sensors in columns were processed by
principal components analysis (PCA) using MATLAB function ‘princomp’. The
principal components with largest eigenvalues carry the most information. The prin-
cipal component (PC) scores are the projections of data vectors onto the principal
component eigenvectors. Figure 2 shows the PC score plots (PC1-PC2) for both the
FSC and the FCM selected arrays in static and resonant modes as indicated.

We can make some specific observations from these plots either by comparing the
results for the static and the resonant mode sensing for a given polymer selection or for
the FSC and FCM selection methods for a given sensing mode. From the results in
Fig. 2a, b for the FSC selection it can be seen that the spoilage markers (labeled 1–6)
are clearly separated from the interferents and the freshness markers, and the separation
is distinctly better for the dynamic mode sensing. However, it can be noted that the
intraclass compaction within the spoilage group is much better with the static mode
sensing. This has the implication that if in an application only the qualitative detection
of spoilage is desired the resonant mode sensing will perform better. However, if a
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quantitative estimation of the stage of spoilage is also desired then the static mode
sensing will produce better results because the quantitative estimation is usually done
by monitoring and calibrating a single marker analyte.

In several studies on fish spoilage detection trimethylamine (TMA) has been
identified to be the most reliable marker. From Fig. 2a, c one can notice that TMA is
well separated from the spoilage-interferents boundary as well as from the other intr-
aclass markers for the static mode sensing for FSC and FCM selections. However,
qualitative separation between spoilage and freshness/interferents is the best
FSC-dynamic sensing. The FCM selection yields comparable results in sensing modes
but the FSC selection appears to score better. Therefore, if TMA alone is considered for
the detection of fish spoilage the FSC-static sensing is the obvious choice. However,
the cost and complication associated with the static mode readout (laser reflection
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Fig. 2. PC1-PC2 score plots for the data generated by both the static mode and resonant sensors
arrays: a and b comparing the results for FSC selection, and c and d for the FCM selection
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vibrometer) may be much higher than the dynamic mode readout (frequency shift of
electronic oscillators). Therefore, a trade-off between cost and performance is
demanded then FCM-dynamic system may be the choice, compare the results in
Fig. 2b, d. In terms of performance alone another point in favor of the static mode
sensing is that the separation between three freshness markers (1-pentanol, 1-hexanol
and 1-octanol) from the interferents, Fig. 2a, c is much better than that in dynamics
mode.

6 Conclusion and Future Work

The analysis concludes that the FSC selection of polymers in combination with the
static-mode MEMS cantilever sensing yields the best results for both qualitative
detection as well as quantitative estimation of the stage of the fish spoilage. However,
qualitatively the results for all the selection and sensing combinations
(FSC-static/dynamic, FCM-static/dynamic) are comparable, and for a trade-off between
cost and performance the FCM-dynamic system may be preferred. A closer scrutiny by
focusing on the individual markers reveals that FSC and FCM selections throw up
polymers with complimentary characteristics. Therefore, more exhaustive simulation
studies based on different target detection cases and sensing platforms are needed. In
our earlier studies mainly SAW sensing platforms were employed. Therefore, a com-
parative analysis between SAW and MEMS E-noses is imminent.
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1 Introduction

In the recent days, many techniques have been studied frequently in order to control the
unmanned air vehicle (UAV). The TRMS is a type of setup used for the experimental
purpose because it resembles the helicopter model and it is difficult to test the designed
controller directly to helicopter [1, 2]. In TRMS there is two inputs and two outputs and
these inputs and outputs are coupled to each other.

Linear-state variable feedback controller is designed for nonlinear system with
parametric uncertainty using linear matrix inequality [3]. This work is also applied to
inverted pendulum system. Model predictive controller is implemented in nonlinear
system with uncertainties using linear matrix inequality technique [4]. A linear matrix
inequality (LMI)-based controller is designed for inverted pendulum system [5]. The
balancing of the two-wheeled mobile manipulator has been done by using H infinity
controller [6]. The developed controller is robust with respect to perturbations. The
authors present a neural network based observer for the TRMS to estimate the
unknown nonlinearities [7].

Linear matrix inequality is a competent computational method to solve the decisive
control problem by algebraic approach. It is a part of a new generation computational
tool which converts the control problem into a semi-definite programming problem. In
general it is found during the literature review that LMI process is particularly used to
solve the theoretical numerical problems. But since the past few years the demand of
application of LMI in industrial engineering is increasing which motivate the authors
to design the H infinity controller for TRMS on the basis of LMI in the present work.
First, the feasibility condition with controller is checked and when the feasibility
condition is satisfied the algorithm provides the controller gain matrix. The remainder
of the paper is arranged as below. Next section reports the mathematical modeling of
TRMS. Section 3 represents the decoupling technique of TRMS. In Sect. 4 design of H
infinity controller is described. Section 5 covers the simulation results while Sect. 6
consists of conclusion section.
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2 Mathematical Modeling

In the helicopter there are two degree-of-freedom. One is the rotation of the helicopter
body with respect to the horizontal axis and second one is rotation around the vertical
axis. The TRMS is nonlinear in characteristics.

The nonlinear equations are obtained by an electromechanical diagram as shown in
Fig. 1 [8]. Momentum along the pitch angle is derived as

I1 � _w ¼ M1 �MFG �MBw �MG ð1Þ

where M1 is as given as follows:

M1 ¼ a1 � s21 þ b1 � s1 ð2Þ

The gravitational torque equation is derived as follows:

MFG ¼ Mg sinw ð3Þ

The frictional torque is as follows:

MBw ¼ B1w � _wþB2w � signð _wÞ ð4Þ

Due to the effect of the carioles force gyroscopic torque is produced in TRMS.

MG ¼ Kgy � M1 � _/ � cosw ð5Þ

The motor momentum is as follows:

s1 ¼ K1

T11ðsÞþ T10
� u1 ð6Þ

The net torque of tail rotor is as below.

2I

GBFG MM M ++ ψ

RB MM +ϕ

φ

1I ψ

Fig. 1. TRMS phenomenological model
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I2 � €/ ¼ M2 �MB/ �MR ð7Þ

where,

M2 ¼ a2 � s22 þ b2 � s2 ð8Þ

Frictional torque is shown below.

MBw ¼ B1/ � _wþB2/ � signð _/Þ ð9Þ

The cross-reaction momentum MR (Table 1)

MR ¼ Kc � ðT0sþ 1Þ
ðTpsþ 1Þ � s1 ð10Þ

s2 ¼ K2

T21ðsÞþ T20
� u2 ð11Þ

Table 1. Specification of TRMS

System parameter specification Value

I1-vertical rotor moment of inertia 68 � 10�2 kgm2

I2-horizontal rotor moment of inertia 2 � 10�2 kgm2

a1-static characteristic 0.0135
a2-static characteristic 0.0924
b1-static characteristic 0.02
b2-static characteristic 0.09
mg-gravity momentum 0.32 N m
B1w-friction momentum function 6 � 10�2 N m s/rad
B2w-friction momentum function 1 � 10�2 N m s/rad
B1u-friction momentum function 1 � 10�1 N m s/rad
B2u-friction momentum function 10�2 N m s/rad
Kgy-gyroscopic momentum 0.05 s/rad
K1-motor 1 gain 1.1
K2-motor 2 gain 0.8
T11-motor 1 denominator 1.1
T10-motor 1 denominator 1
T21-motor 2 denominator 1
T20-motor 2 denominator 1
Tp-cross-reaction momentum 2

T0-cross reaction momentum 3.5
kc-cross-reaction momentum −0.8
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Now, TRMS transfer function is obtained by linearizing around origin as an
operating point as below.

GðsÞ ¼
1:246

s3 þ 0:9215s2 þ 4:77sþ 3:918
0

1:482sþ 0:4234
s4 þ 6:33s3 þ 7:07s2 þ 2:08s

3:6
s3 þ 6s2 þ 5s

2
664

3
775 ð12Þ

From the transfer function, it is clear that heavy influence is present across
u1 � y1; u1 � y2 and u2 � y2 but no influence is detected across u2 and y1 � G11;G22 are
main rotor and tail rotor transfer functions, respectively.

3 Design of Decoupler

Here, a decoupler is designed for TRMS based on generalized decoupling technique to
rectify the coupling effect associated with the plant. In the generalized decoupling
technique the design of decoupler for any square plant G(s) is based on the formula as
described below.

GDðsÞ ¼ GIðsÞ � GRðsÞ ð13Þ

where GDðsÞ ¼ decoupling matrix of G(s), GIðsÞ ¼ inverse matrix of G(s) and GRðsÞ ¼
diagonal matrix of G(s)

By considering the Eqs. (14) and (15), the decoupling matrix GDðsÞ is obtained as
below for the TRMS.

GIðsÞ ¼ 0:7358s3 þ 0:7338s2 þ 3:522sþ 3:148 0
�0:3305s6�2:313s5�5:212s4�12:55s3�16:39s2�7:07sþ 4:056e�14

s3 þ 5:909s2 þ 4:545sþ 1:11e�14 0:2778s3 þ 1:667s2 þ 1:389s

� �

ð14Þ

GRðsÞ ¼
1:246

s3 þ 0:9215s2 þ 4:77sþ 3:92 0
0 3:6

s3 þ 6s2 þ 5s

� �
ð15Þ

GDðsÞ ¼ 1 0
�0:4492s6�3:143s5�7:083s4�17:06s3�22:28s2�9:60sþ 5:51e�14

s6 þ 6:906s5 þ 15:22s4 þ 37:09s3 þ 47:03s2 þ 19:44sþ 4:749e�14 1

� �
ð16Þ

4 Design of H Infinity Controller

Figure 2 depicts the H1 control method. Here P(s) is the plant and K(s) is the con-
troller gain to be evaluated. The variables y and z are control variables and interest
variables respectively. Once gamma c[ 0 is assigned compensator gain K(s) is
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calculated on the basis of H1 to stabilizes the closed-loop system of Fig. 2. The state
equations of the system P(s) are given as below.

_x ¼ AxþB1wþB2u

z ¼ C1xþD11wþD12u

y ¼ C2xþD21wþD22u

ð17Þ

The system to be controlled can be written in matrix scheme as

PðsÞ ¼
A B1 B2

C1 D11 D12

C2 D21 D22

2
4

3
5 ð18Þ

LMI minimization problem is considered with linear objective defined by the
following constraints.

N12 0
0 I

� �T ARþRAT RCT
1 B1

C1R �cI D11

BT
1 DT

11 �cI

2
4

3
5 N12 0

0 I

� �
\0 ð19Þ

N21 0
0 I

� �T ATsþ sA sBT
1 CT

1
BT
1S �cI DT

11
C1 D11 �cI

2
4

3
5 N21 0

0 I

� �
\0 ð20Þ

R I
I s

� �
� 0 ð21Þ

where N12 and N21 are the bases of the null spaces, respectively, of ðBT2;DT12Þ and of
ðC2;D21Þ.

In case of main rotor, the transfer function s determined as below by the Eq. (14).

G11ðsÞ ¼ 1:246
s3 þ 0:9215s2 þ 4:77sþ 3:918

ð22Þ

Now converting the transfer function into state space form as described by Eq. (23),
the state variables A, B, C, and D is obtained as below.

yu

w
P(s)

k(s)

z

Fig. 2. Scheme of robust control
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_x ¼ AxþBu; y ¼ CxþDu ð23Þ

A ¼
�0:9215 �4:77 �3:92

1 0 0
0 1 0

2
4

3
5;B ¼

1
0
0

2
4

3
5;C ¼ 0 0 1:246½ � ð24Þ

Now for obtaining the H infinity controller gain matrix the state equation is written
in the form of Eq. (17) and system matrix is obtained by (18) in MATLAB is as below.
The H infinity controller gain matrix is obtained and is converted to state space data
form (a1, b1, c1, d1) as below.

a1 ¼ �34:38 35:21
18:81 �22:06

� �
; b1 ¼ �193:46

113:44

� �
; c1 ¼ �20:39 35:71½ �; d1 ¼ 0:0034½ �

ð25Þ

By adopting the same procedure the controller gain matrix of tail rotor of TRMS is
determined.

5 Simulation Results

5.1 Time Response Analysis

Simulation results have been obtained from nominal model of TRMS with H infinity
controller in MATLAB as displayed in Fig. 2. Figure 3a, b exhibits the main rotor
system response and control voltage for a step input. Figure 4a, b exhibits the tail rotor
system response and control voltage for a step input.
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Fig. 3. a Step response for the Main rotor. b Main rotor control voltage
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Fig. 4. a Step response for the Tail rotor. b Tail rotor control voltage
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5.2 Robustness Analysis: Plots for Nominal Model with 50% Increment
and Decrement in Moment of Inertia of Main and Tail Rotor

It is observed by simulation results that up to 50% increment and decrement in system
parameters which is considered here as moment of inertia and the TRMS system
remain stable. Figure 5a, b exhibits the main rotor system response and control voltage
for step input with 50% decrement in moment of inertia. Figure 6a, b exhibits the tail
rotor system response and control voltage for step input with 50% decrement in
moment of inertia. Figure 7a, b exhibits the main rotor system response and control
voltage for step input with 50% increment in moment of inertia. Figure 8a, b exhibits
the tail rotor system response and control voltage for step input with 50% increment in
moment of inertia.
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Fig. 5. a Step response for the Main rotor with 50% decrement in moment of inertia. b Main
rotor control voltage with 50% decrement in moment of inertia
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Fig. 6. a Step response for the Tail rotor with 50% decrement in moment of inertia. b Tail rotor
control voltage with 50% decrement in moment of inertia
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Fig. 7. a Step response for the Main rotor with 50% increment in moment of inertia. b Main
rotor control voltage with 50% increment in moment of inertia
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6 Conclusion

In this work, H infinity controller is designed for TRMS system. A mathematical
modeling of the system has been done. The decoupler is designed to eliminate the
cross-coupling effect of TRMS. The designed controller is implemented in
MATLAB/Simulink and implemented in simulation with nonlinear model of TRMS.
The results show the satisfactory performance with respect to time domain analysis and
parametric uncertainty.

Appendix

Minimization of objective function in MATLAB: Solver for linear objective mini-
mization under LMI constraints

Iterations: Best objective value so far

1. 2.670002
2. 0.019524
3. 0.019524
4. 9.005440e-03
5. 9.244373e-04
6. 9.244373e-04
7. 9.244373e-04
8. 4.591259e-04
9. 6.551457e-05
10. 6.551457e-05
11. 6.551457e-05
12. 1.942346e-05
13. 1.942346e-05
14. 1.942346e-05
15. 1.130349e-05
16. 1.130349e-05

(continued)
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Fig. 8. a Step response for the Tail rotor with 50% increment in moment of inertia. b Tail rotor
control voltage with 50% decrement in moment of inertia
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(continued)

Iterations: Best objective value so far

17. 1.115295e-06
18. 1.306157e-07
19. 2.445126e-08
20. 2.445126e-08
21. 2.445126e-08
22. 1.645019e-08
23. 1.525763e-08
24. 1.525763e-08
25. 9.306554e-09
26. 8.736946e-09
27. 8.397046e-09
28. 8.397046e-09
29. 7.318684e-09
30. 7.178155e-09
31. 7.055896e-09
32. 6.979828e-09
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1 Introduction

Jaundice or icterus occurs due to the breakdown of red blood cells, named hemolysis
and causes cite-dependent color changes that include sclera of eyes, palm, and
underneath the tongue. A liver function test (LFT) is conducted to detect jaundice. It
requires a blood sample, an invasive process, to get a numeric value of bilirubin
concentration in the blood. However, noninvasive approach is always preferable rel-
ative to its invasive counterpart. Several researches have been done on noninvasive
measurement bilirubin level in the blood.

Gosset, in 1960, has proposed an Icterometer which is like a transparent ruler with
different marks of yellowish color of the skin. Each color corresponds to a bilirubin
level [1]. Hamza [2] proposed a laser-based bilirubin meter to monitor neonatal
jaundice [2]. J.W. Kornberg [3] introduced a transcutaneous bilirubin detection device
based on the absorption of light by the skin at particular wavelength [3]. Buttitta and
Steven [4] developed a device in which two lights were transmitted through the infant
skin. The differential absorption of light was indicative of bilirubin level in the blood
skin [4]. Jayasingh and Sankaranarayanan [5] introduced colorimetric detection method
using RGB sensor to assess bilirubin level in blood [5]. Penhakar et al. [6] proposed a
photometric method for blood bilirubin measurements [6]. Saini et al. [7] proposed a
noninvasive technique for bilirubin detection that relied on the yellow discoloration of
the skin. They used a smartphone-based application that was developed to predict the
jaundice level [7]. The present work proposes an inexpensive, reliable, and
user-friendly jaundice detecting opto-electronic device by measuring the blood
bilirubin concentration noninvasively using.

2 Theoretical Backgrounds

The color of a surface what we see depends on proportionate mixing of three funda-
mental colors: red, green, and blue. Every color is formed by a certain proportionate
combination of red, green, and blue colors (RGB). The RGB color model is an additive
color model in which red, green, and blue are added together in various proportions to
produce a broad array of colors. Therefore, every different color is having a different
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RGB percentage. When all three colors are projected together upon an object’s surface,
it reflects a particular amount of RGB, which is allowed to fall on a light dependent
resistor (LDR) [5, 6]. In dark condition, the resistance of the LDR is very high (10 MΩ).
But as intensity of the falling light increases, the resistance of LDR drops dramatically.
Keeping the same measuring conditions, if RGB source (TCLED) is subjected one after
another upon skin surface, the reflected light will be received by the LDR and it will
show different electrical output for different skin samples. As the yellow discoloration of
the skin varies, the percentage of the color constituents in the reflected RGB change that
causes a modulation in the voltage drop across the LDR. As different human being is
having different skin tone, it is very difficult to fix the measurement reference In case of
jaundice, yellow discoloration occurs only at some specific skin sites, where elastic
tissues belong. The differential measurement of skin color is done with respect to the
nearby cite on the skin surface where discoloration does not occur. To fix the mea-
surement range of the device, we used the Von Luschan’s chromatic scale [].

3 Materials and Methods

3.1 Components

Components used to develop the proposed device are: a TCLED (4 pin, common
cathode), a LDR (200 k), 2 resistors (100 k, 1/4 W), 3 resistors (1 k, 1/4 W), 3 presets
(10 k, 1/4 W), an Arduino Uno development board, and an LCD (16 � 2).

3.2 System Overview

Figure 1 shows the schematic diagram of the proposed device. TCLED (used as the
RGB source), LDR (optical sensor), and a separator in between are fitted within a
cylindrical chamber. To eliminate the surrounding optical noises, the chamber is
wrapped with the black anchor tape. Figure 2 shows the circuit diagram.

Fig. 1. System model
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The intensity of reflected light is calibrated in terms of the electrical output from the
LDR. For different color samples, the individual electrical output for RGB is used to
determine the output for combined RGB. Different color sample is having different
combined output value which is fed into Arduino ADC. The 10-bit ADC (of the
Arduino) maps the LDR output voltage (0–5 V) within a range of 0–1023. The smallest
detectable change in voltage on the input pin is 5 V/1023 = 0.0049 V or 4.9 mV.

To determine the combined output value, Von Luschan’s skin color chart has been
scanned by the device and a multiple linear regression formula (Eq. 1) is derived.

Ycom ¼ 0:416843 � XR�0:031851 � XG þ 0:238606 � XB þ 404:532014 ð1Þ

Ycom = Combined output value in term Arduino ADC, XR = Output for red light
over object’s surface, XG = Output for green light over object’s surface, XB = Output for
blue light over object’s surface.

The combined ADC output Ycom is almost similar to the actual ADC output for the
combined light source, i.e., the device is performing linearly. The experimental set up
of the proposed device is shown in Fig. 3.

Fig. 2. Circuit diagram of the proposed device

Fig. 3. The hardware setup
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3.3 Program Algorithm

1 Turn on red LED
2 Delay for 10 seconds
3 Record LDR output
4 Turn on green LED
5 Delay for 10 seconds
6 Record LDR output
7 Turn on blue LED
8 Delay for 10 seconds
9 Record LDR output
10 Calculate the combined effect of three lights in-

dividually using regression equation over the 
specific region (palm position of skin)

11 Turn off all lights and delay for 7 seconds and 
shift the measuring position

12 Repeat the steps from 1-9 
13 Calculate the combined effect of three lights in-

dividually using regression equation over the 
specific wrist position

14 Calculate the difference between the combined ef-
fect of palm and wrist positions

15 Calculate the blood bilirubin amount using the 
difference value of the two measuring position 
and the liner equation: y= -19.33*x + 67.12

16 Display the output or the approximate blood bili-
rubin amount

3.4 Calibrating the Device

The device is calibrated with black and white tiles for the adjustments of zero and span
respectively. An ideal white colored tile reflects cent percent of red, cent percent of
green, and cent percent of blue colors, whereas an ideal black color reflects zero percent
of individual RGB colors. Presets are used to adjust the zero and span of the device, the
variation of yellow color will reflect various proportions of RGB colors. The basic
calibration stage has been done using Von Luschan’s skin color chart.

3.5 Statistics of Subjects

Prior to check the performance of the proposed device, we took the permission of the
ethical committee of Sagar Dutta College of Medicine and Hospital, Kamarhati,
Kolkata, W.B., India. The study was conducted over the indoor patients, admitted to
the department of medicine of the said hospital and were prescribed for the LFT tests.
Before the tests, we described the working and objective of the project to the patients.
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We collected noninvasive skin color-based data using the proposed device and blood
bilirubin using LFT tests of 22 subjects.

4 Results

4.1 Selecting the Measuring Sites

The yellowish discoloration is easily detectable at the palm position of human skin. For
safety reasons, we discarded the sensing from the eyes and tongue. To select the best
sensing sites for differential measurements, we selected three positions on the palm and
two on the wrist. We collected real-time skin color data from the selected positions and
analyzed the data carefully. According to the analysis outcomes, the best sensing sites
were fixed as shown in Fig. 4. The positions 1 and 2 refer to the measuring and
reference sensing sites. We collected combined output data from position 1 and
position 2.

4.2 Performance Study

To select the best measuring position, we selected three positions from palm and two
positions from wrist. We collected real-time skin color data from the selected positions
following the proposed methodology. By trial and error method, the exact positions are
fixed as shown in Fig. 4.

There is a measuring position on palm (position 1) and a reference position on wrist
(position 2). We collected combined output data from position 1 and position 2 when
the blood sample was taken for the test and recorded the blood bilirubin amount. By
subtracting the outputs, we got the differential reflected light intensity of position 1 and
position 2 in terms of voltage. The output is plotted in Fig. 5.

Fig. 4. Skin color sensing sites for measurements. Position 1: yellowish cite and position 2:
normal skin cite
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The response of the sensing system can be described by Eq. (2):

y ¼ �0:0987 � xþ 0:3328 ð2Þ

y Differential voltage drop between position 1 and position 2.
x Bilirubin concentration (mg/dl).

5 Discussion

Before we used the proposed device to access the color discoloration, the written
consents were obtained from the healthy and jaundice abused patients. When Bilirubin
rises above the threshold level (2 mg/dl), a color change occurs at some specific region.
To measure the color change, we selected a nearby reference skin position. By plotting
the differential voltage drop of measuring and reference position with respect to the
real-time blood Bilirubin concentration, we found that as the Bilirubin concentration
increases the differential voltage drop between measuring and reference position
decreases almost linearly. The measurement is based on the RGB percentage of any
color. The device is calibrated by following the RGB character of white and black
color.

6 Conclusion and Future Scope

We have designed an inexpensive, easy-to-adopt noninvasive device to detect jaundice,
which is based on the yellow discoloration of the bilirubin samples. The study was
done taking 22 indoor patients who were prescribed for the LFT tests. The device
obtained data and blood bilirubin concentration of the patients showed a good

Fig. 5. Bilirubin concentration versus differential voltage drop (position 1 and position 2) graph
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correlation. In future, the device is to be tested with more clinical data. Moreover, an
app for smartphone can be designed for early and easy detection of jaundice even at
home ambience, it is required to gather.
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1 Introduction

Image processing is very important field. It is used in various applications such as
computer vision, medical imaging, object recognition, remote sensing, robotics,
astronomy etc. [1]. Noise can be added into images during image acquisition or
transmission stages. To remove such noises we need some real time filters. In this
literature, we have implemented some real time filters on FPGA Spartan 3E. This
requires a significant amount of computing resources [2]. Similarly these applications
require a high speed. As FPGA has fast execution speed, large memory and reconfigure
ability, it is generally used in real time applications [3]. Gaussian filter, Mean (Aver-
age) filter and Median filter have been implemented here. We have used both hardware
and software implementation techniques to compare the results.

2 Filtering Algorithm

Algorithms required for these filters are explained in Sects. 2.1, 2.2, 2.3 and 2.4.

2.1 Convolution Operation

Convolution of the image I (x, y) and a mask g (x, y) of size w � l is given as below
[2].

Fðx; yÞ ¼
Xw�1

i¼0

Xl�1

j¼0

Gði; jÞIðx� i; y� jÞ ð1Þ

2.2 Gaussian Filter

The Gaussian filter is a 2D convolution operator which is used to smooth images and
remove noise. It can be used to blur images. Gaussian filter is a filter whose impulse
response is a Gaussian function. It can be considered as an ideal time domain filter just
as the sinc function is the ideal frequency domain filter. Mathematically, Gaussian filter
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modifies the input signal by convolution with a Gaussian function. Gaussian function
in 2D can be given as below [4].

Gðx; yÞ ¼ 1
2pr2

e�ðx2 þ y2Þ=2r2 ð2Þ

where r = Standard deviation.
We need to discretize the continuous Gaussian function to store it as discrete pixels.

So, Gaussian functions are shown by different kernels. Kernels can have different sizes.
Here we are using different kernel sizes which are 3 � 3, 5 � 5, 7 � 7, 9 � 9 and
11 � 11. Here 3 � 3 Gaussian kernel is as below:

0:0113 0:0838 0:0113
0:0838 0:6193 0:0838
0:0113 0:0838 0:0113

2
4

3
5 ð3Þ

These coefficients of the Gaussian kernel are floating point numbers. But hardware
implementation of this kind of floating point Gaussian filter require large computational
cost [1]. So we have converted this kernel into the fixed point numbers using the
MATLAB command ‘quantize’. After quantizing this kernel, we will get following
mask which is containing only fixed point numbers. So now hardware implementation
will be area efficient. The quantized kernel will be as below [1].

G x; yð Þ ¼
0 0:0625 0

0:0625 0:5625 0:0625
0 0:0625 0

2
4

3
5 ¼ 1

16

0 1 0
1 9 1
0 1 0

2
4

3
5 ð4Þ

2.3 Mean Filter

Mean (Average) filtering is a method of ‘smoothing’ images by reducing the amount of
intensity variation between neighboring pixels. The average filter works by moving
through the image pixel by pixel, replacing each value with the average value of
neighboring pixels including it. The mean filter kernel is as below:

Gðx; yÞ ¼ 1
9

1 1 1
1 1 1
1 1 1

2
4

3
5 ð5Þ

2.4 Median Filter

Median filter also does filtering like mean filter but it is better than Mean filter as it
preserves the edges of the images. Median filter is very effective for salt and pepper
noise. The median filter works by moving through the image pixel by pixel, replacing
each value with the median value of neighboring pixels. The median value is calculated
by arranging the pixels in increasing order and then selecting the center value. For this
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3 � 3 sub-images are selected from left to right and then top to bottom and each and
every central pixel value of those sub-images are replaced by their median value.
Example is shown as below Fig. 1.

3 Implementation

Filter implementation techniques are explained in following sections.

3.1 Implementation Steps for Gaussian and Average Filters
on Xilinx ISE

Implementation of Gaussian and Mean filter is same only the difference is in between
their kernel coefficients as shown in Eqs. 4 and 5. Filter will require to convolve the
noisy image with the Gaussian or Mean mask. So we need to implement algorithm for
convolution which is as shown in Fig. 2. Kernel is generated using MATLAB function
‘fspecial’ for Gaussian filter and then MATLAB quantization command ‘quantize’ is
used to quantize the kernel as shown in Eq. 4 [1]. For convolution process each of the
sub-image pixels are to be multiplied with the Gaussian kernel or Mean kernel (de-
pending upon which filter we need to implement) values and then result of MAC
(multiply and accumulate) is divided by16 for Gaussian filter or by 9 for mean filter.
Here we have used standard multiplication ‘�’ in verilog language.

PC

x1 x2 x3

x4 x5 x6

x7 x8 x9

Fig. 1. Median filter working

*

PC

x1 x2 x3
x4 x5 x6
x7 x8 x9

k1 k2 k1
k2 k0 k2
k1 k2 k1

Fig. 2. Gaussian and mean filter working
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A gray scale image is represented by a matrix of pixels with values ranging from 0
to 255. Each and every pixel is shown by 8 bits. In this design we are using a
128 � 128 image for filtering. For storing this image in Block RAM (BRAM) of
FPGA, it requires the image to be converted into a vector of 16384 elements. The input
to BRAM should be of the format ‘.coe’ file. Using MATLAB different kind of noises
can be added to image. Next step is to convert image to text containing 16384 elements
using MATLAB. Then ‘.txt’ file is converted to ‘.coe’ file manually. Then ‘.coe’ file is
loaded into BRAM memory using Xilinx IP core generator.

Here an FSM has been implemented to fetch sub-image pixels from BRAM.
This FSM will be in such a way so that mask (3 � 3, 5 � 5, 7 � 7 etc.) will be moved
from left to right and then top to bottom. In this way the central pixel will be updated.
Similarly this operation will be continued until all the pixels are updated. After sim-
ulation using Xilinx Isim, a text file will be generated containing the coefficients of
filtered image.

In the above Fig. 2, PC = � 1 � k1 + x2 � k2 + x3 � k1 + x4 � k2 + x5 �
k0 + x6 � k2 + x7 � k1 + x8 � k2 + x9 � k1. Here for Gaussian filter, k0 = 9/16,
k1 = 0, k2 = 1/16 and for mean filter, k0 = k1 = k2 = 1/9. The text file can be con-
verted to image by MATLAB coding. The resultant image will be the filtered image.
Here each 8 bit pixels can be taken out from the UART.

3.2 Median Filter Implementation

To implement median filter, we need another algorithm which can find the median
value of the sub-image [5]. Here the circuit to get median from any sub-image is shown
in Fig. 3. Here Fig. 3a shows that nine pixels of a sub-image are given as input (x1, x2,
x3, x4, x5, x6, x7, x8 and x9). In this circuit each node is working as a comparator
which is shown in Fig. 3b. From this algorithm we will get the output pixel which will
be median of these nine pixels.

Here we have implemented an FSM to fetch sub-image pixels from BRAM.
This FSM will be in such a way so that a mask of size 3 � 3 will be moved from left to

Fig. 3. a Median filter algorithm. b Basic node’s working
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right and then from top to bottom. In such way central pixel will be updated which will
be the median pixel. Similarly this operation will be continued until all the pixels are
updated. After simulation using Xilinx Isim, a text file will be generated containing the
coefficients of filtered image. The text file can be converted to image by MATLAB
coding. The resultant image will be the median filtered image. Here each 8 bit pixels
can be taken out from the UART.

4 Results

Results for the implementation are explained in these sections. We have explained
resource utilization and calculated MSE and PSNR values of images.

4.1 Resource Utilization

Here filters are implemented using Xilinx ISE 14.5, on XC3S500E of Spartan 3E
FPGA. Following tables show the resource utilization by these filters. Here Median
filter utilizes more resources in compared to the Gaussian and Mean filters. It concludes
that with respect to resource utilization Gaussian and Mean filters are good. Gaussian
and Mean both filters are implemented for 3 � 3, 5 � 5 and 7 � 7 kernel sizes and we
are getting same resource utilization for these kernel sizes with our method.

Here we have implemented Gaussian filter for different values of r (0.5, 1, 2, 4) as
shown in Table 1. As r increases, images are more smoothen. In our method we have
used standard multiplication ‘�’ in verilog language Table 2.

Table 1. FPGA resource utilization for Gaussian filter for different values of r

Resource utilization Gaussian r = 0.5 Gaussian
r = 1, 2, 4

Mean Median Total available

Slices 60 (1%) 83 (1%) 60 (1%) 539 (11%) 4656
LUTs 116 (1%) 160 (1%) 116 (1%) 1000 (10%) 9312
IOBs 2 (0%) 2 (0%) 2 (0%) 170 (73%) 232
BRAMs 8 (40%) 15 (75%) 8 (40%) 8 (40%) 20

Table 2. Comparison of resource utilization of our method with Gaussian filter

Resource utilization Our method [6] [2]

Slices 60 228 127
LUTs 116 2088 176
IOBs 2 30 –

DSP48Es (Multiplier) 0 6 9
Image size 128 � 128 137 � 109 8 � 8

Noise Removing Filters and Its Implementation on FPGA 485



4.2 Resultant Filtered Images

Figure 4 shows the resultant images (128 � 128) after filtering for different kernel
sizes. To determine the quality of filtered images, we calculate the MSE and PSNR
values. Equations 6 and 7 show the formulae to find MSE and PSNR values for image
size w � l [7] (Fig. 5).

(a) Original image (b) Gaussian noise (c) Salt & pepper

(d) Gaussian (3×3) (e) Gaussian (7×7) (f) Gaussian(11×11)

(g) Mean (3×3) (h) Mean (7×7)    (i) Mean (11×11)

(j) Median (3×3) (k) Median (7×7) (l) Median (11×11)

Fig. 4. MATLAB filtered images (Here images a–c are original and noisy images and d–l are
filtered images with different filters and kernel sizes)
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MSE ¼ 1
w� l

Xw�1

i¼0

Xl�1

j¼0

I1ði; jÞ � I2ði; jÞk k2 ð6Þ

PSNR ¼ 10 log10
256� 256

MSE
ð7Þ

We have analysed different type of images with different noises. Median filter is
good for the Salt and pepper noise. Comparing images having different complexity, we
can conclude that as image complexity changes MSE and PSNR also changes.
Tables 3, 4 and 5 shows the MSE and PSNR for these three filters. It can be seen that as
r increases, MSE increases and PSNR decreases (Table 4). Here difference between

(a) Gaussian(σ = 0.5)               (b) Gaussian(σ = 1) (c) Gaussian(σ = 2)                  (d) Gaussian(σ = 4)

(e) Mean filtered (f) Median filtered (g) Gaussian   
(salt& pepper)

(h) Median
(salt& pepper)

Fig. 5. Xilinx resultant images (Here images a–h are filtered images with different filters and r
values)

Table 3. MSE and PSNR for all three filters with different size of kernels

Kernel size Filter MSE PSNR (in dB)

3 � 3 Gaussian 46.59 31.4820006
7 � 7 58.38 30.5020808
11 � 11 79.42 29.1654914
3 � 3 Mean 27.53 33.7671274
7 � 7 48.85 31.2765085
11 � 11 68.76 29.7915171
3 � 3 Median 56.32 30.6583229
7 � 7 63.86 30.1125070
11 � 11 78.14 29.2359186
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Xilinx and MATLAB results (Tables 4 and 5 compared) are due to the Quantization
error as shown in Eq. 4. Here mean filter is giving least MSE (Table 5) but image
quality is best for Median filter as it preserves sharp edges.

5 Conclusion

We have successfully implemented all three filters on FPGA XC3S500E Spartan 3E
board and verified the results with MATLAB simulations. Here median filter is best
among these filters in removing Salt and pepper noise but it is utilizing more resources
in compared to other two filters. These filters have been analyzed with different kernel
sizes, with different noises and also with different image complexity and compared the
resource utilization and image quality too. Here Peak Signal to Noise Ratio (PSNR)
from Xilinx is about +0.7463494 to −0.3254327 dB different than the MATLAB result
because of quantization error.
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1 Introduction

Retinal vascular structure has been extensively utilized in the analysis of
various cardiovascular and ophthalmologic diseases. Change in retinal vascu-
lature is an significant sign for diseases, such as diabetic retinopathy, arterioscle-
rosis, hypertension, and stroke [7]. The automatic detection and analysis of reti-
nal vasculature structure is extremely important in order to avoid the visual
impairment. Segmented retinal blood vessels and identification of branch points
can be used for multimodal and temporal retinal image registration, optic-disc
detection, fovea location, retinal image mosaic synthesis, and biometric
identification [4].

Retinal blood vessel segmentation can be done both manually and auto-
matically. Figure 1 shows manually detected vasculature of corresponding color
fundus image. However, manual vessel segmentation is time-consuming, skill-
demanding, and expensive. Automatic vessel segmentation has not attained wide
acceptance due to several challenges: (1) irregular shaped pathologies such as
exudates, hemorrhages, and drusens, (2) vessel diameter and length variability,
(3) the central light reflex on large vessels, (4) low blood vessel contrast corre-
sponding to the background, (5) vessel bifurcation and crossing.

The major contribution of this article is that we have proposed a novel unsu-
pervised method for blood vessel segmentation by exploiting adaptive filter and
mathematical morphology based operations. Initially, we employed a set of pre-
processing steps to remove the noisy circular border and to enhance the vessel
contrast. Further, we exploit large median filter for estimating the background.
Finally vessels are segmented by iterative thresholding approach. This method
was evaluated on extensive datasets and encouraging results are achieved.

The rest of the paper is organized as follows: Sect. 2 summarizes the earlier
state-of-the-art approaches of vessel segmentation, Sect. 3 presents the proposed
technique, Sect. 4 illustrates the performance of presented method and its com-
parison with other existing methods, Sect. 5 gives the conclusion.

c© Springer Nature Singapore Pte Ltd. 2018
S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Lecture Notes in Electrical Engineering 475,
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Fig. 1. a Color fundus image, b manually drawn ground truth image

2 Related Work

Several retinal vessel detection methods have been proposed earlier and are
present in the literature. This substantial amount of work can be broadly divided
based on two approaches: (a) Supervised and (b) Unsupervised.

Supervised segmentation method classifies each pixel of image as vessel and
non-vessel using the ground truth data. Staal et al. [17] used the features of
convex sets computed using ridge profile and feature selection is done in sequen-
tial forward manner and finally classification is done using K-Nearest Neighbor
(KNN). Soares et al. [15] presented a pixel-based classification approach using
Gaussian mixture model Bayesian classifier in combination with Gabor wavelet
transform. In the algorithm of Ricci and Perfetti [14], line strength features were
deployed using line operator and SVM was used as a classifier. Lupascu et al.
[10] for each pixel generated a 41-dimensional feature vector and these features
were used in an AdaBoost classifier. In Maŕın et al. [11], moment and intensity
invariant features were extracted using mathematical morphology and neural
network classifier is used for classification. Fraz et al. [4] employed classifica-
tion based on a feature vector and ensemble of bagged decision tree. Annunziata
et al. [3] presented a method for curvilinear segmentation using manually crafted
features in combination with learned context filters.

Unsupervised segmentation techniques are based on matched filtering, model-
based algorithm, multi-scale analysis, vessel tracking, and morphological process-
ing. Hoover et al. [7] used matched filtering, it is based on 2-D Gaussian kernel
rotated through 12 different orientations. A piecewise thresholding technique
is used to obtain segmented vessels. Jiang and Mojon [8] proposed a multi-
thresholding scheme in combination with a classification procedure to prune
non-vessels and keep vessels like structures. Mendonca and Campilho [13] used
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mathematical morphological coupling for centerline detection in combination
with matched filter. Region growing process for vessel detection was exploited by
Martinez-Perez et al. [12] based on information of edge and maximum principal
curvature. Al-Diri et al. [1] used “Ribbon of Twins” for identification and width
measurement of the retinal vessels. Lam et al. [9] proposed three multiconcavity
measures to handle both bright and dark lesions in healthy and unhealthy retina.
Yu et al. [18] used hessian-based method for retinal vessel detection. Annunzi-
ata et al. [2] used an inpainting filter which inpaints exudates and multi-scale
Hessian approach for retinal vessel enhancement.

3 Proposed Method

3.1 Preprocessing

Preprocessing is done as a primary step to remove unwanted noise. Green plane
g is chosen over red r and blue b planes for detection of vessels as it shows
better contrast between the retinal vessels and the background. Green plane
(see Fig. 2b) of the color fundus image I (see Fig. 2a) is defined as g = (g(i))i∈R2 .
We use g to determine the field of view (FOV) as shown in Fig. 2c. FOV is
obtained by mean estimation using the g as follows:

FOV =

{
1, g(i) ≥ g(mean)/2
0, otherwise

(1)

Fig. 2. a Color retinal fundus image, b green plane g, c FOV, d circular border

Finally, the circular border region is estimated to remove the bright border
region. The circular border Ic is obtained by subtracting the eroded (ε) FOV
from dilated (δ) FOV as given in Eq. 2. Figure 2d shows the circular border
obtained.

Ic = [εEs(FOV )] − [δEs(FOV )] (2)

We call Es as structuring element E of size s.
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3.2 Image Enhancement

Certain challenges in the identification of vessels are due to the uneven illu-
mination which occurs while capturing the fundus image. Image enhancement
increases the contrast between the vessel and background which creates ease in
vessel detection. Image enhancement is done using an adaptive manifold filter [5].
In this filter, weighted average of the input color pixels is done and a new set of
pixel colors is produced. The weights of the filter are given by kernel φ. Filtering
the image with φ gives a new image yi

yi =

∑
nj∈s φ(n̂i − n̂j)gi∑
nj∈s φ(n̂i − n̂j)

(3)

Functional selection of φ is an axis-aligned Gaussian, as given below:

φ
∑

(n̂i − n̂j) = exp(−1
2
(n̂i − n̂j)T

−1∑
(n̂i − n̂j), (4)

where
∑

is a diagonal covariance matrix of size d×d. The n̂i and n̂j are neighbor-
hoods around the corresponding pixel. Figure 3b shows the image after enhance-
ment.

Fig. 3. a Color fundus image, b enhanced image, c background estimated, d retinal
vessel with noise, e difference image, f ground truth image
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3.3 Vessel Segmentation

Contrast limiting adaptive histogram equalization (CLAHE) is used to further
enhance the contrast of the image obtained after previous step. Image yi is
splitted into blocks of size 8 × 8 and these small blocks are enhanced with 128
number of bins. Let the output image be Iadpt. Perform 2-D median filtering on
image Iadpt and obtained image is Imed. Morphological opening Iopen of Imed by
disc structuring element E of size s = 2 is given mathematically by Eq. 5

IEs
open(Imed) = δEs[εEs(Imed)] (5)

where, δ and ε are morphological dilation and erosion operation respectively. Fur-
thermore, a large 2-D median filter of size 69×69 is applied on Iopen. Background
is estimated and denoted by Iback. Difference image D is obtained by subtract-
ing estimated background Iback from Imed given in Eq. 6. Figure 3d shows the
difference image D.

D(x, y) = Imed(x, y) − Iback(x, y) (6)

Thresholding of the difference image D is done by iterative approach. The
following algorithm is utilized to estimate the threshold level:

Using the value of level, the image D is binarized using the threshold value
as level−0.008 for DRIVE and level+0.108 for STARE database. Further from
the binarized image, the bright border part is eliminated using circular border
Ic and the connected components which are less than 100 pixels are removed.

Algorithm 1 Thresholding
1: function Threshold(D)
2: i ← iteration
3: Let i = 1
4: [C,N ] = imhist(D)
5: M ← mean intensity of D using histogram
6: loop:
7: MAT ← mean above threshold M
8: MBT ← mean below threshold M
9: i = i + 1

10: T = (MAT + MBT )/2
11: if T (i) �= T (i − 1) then
12: goto loop
13: end if
14: level = (T − 1)/(N(end) − 1)
15: end function
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4 Experimental Evaluation

4.1 Performance Evaluation

The outcome of vessel segmentation after thresholding is binary in which the
pixel is either classified as a vessel or non-vessel. The performance evaluation of
vessel segmentation and quantification is done by using four events, true pos-
itive (TP) when pixel is a vessel and is classified as a vessel, otherwise they
are false negative (FN), true negative (TN) when pixel belongs to background
and is classified as non-vessel otherwise they are false positive (FP). Sensitivity
and Specificity are two statistical measures used for evaluation, they are normal-
ized measure of well-classified vessels and non-vessel respectively. The accuracy
(ACC) is related to the segmentation confidence. These measures are defined in
Eq. 7:

SE =
TP

TP + FN
, SP =

TN
TN + FP

, ACC =
TP + TN

TP + FN + TN + FP
(7)

4.2 Vessel Segmentation Result and Analysis

The presented method is evaluated on retinal images of publicly available DRIVE
[16] and STARE [6] database. The DRIVE database have two groups namely:
training and testing. Both groups consist of 20 fundus images of size 565 × 584
pixels. The first observers gold standard hand-labeled images were used for the
evaluation. In STARE database, fundus images are of size 605 × 700. Ground
truths of 20 images for vessel segmentation are given and they are used for per-
formance evaluation. Table 1 shows the comparative result of presented method
with the other state-of-the-art methods on DRIVE and STARE database, respec-
tively.

5 Conclusion

An improved unsupervised approach for the segmentation of retinal blood vessels
using image enhancement and median filtering has been described. The proposed
technique followed by simple thresholding gives results comparable to a state-
of-the-art method on DRIVE (SE = 0.7565, SP = 0.9793, ACC = 0.9513) and
STARE (SE = 0.7706, SP = 0.9705, ACC = 0.9553) database. Our method works
better than the several methods listed and overcomes some of the listed chal-
lenges of vessel segmentation. The experimental result shows good performance
on normal as well as pathological images.

References

1. Al-Diri B, Hunter A, Steel D (2009) An active contour model for segmenting and
measuring retinal vessels. IEEE Trans Med Imaging 28(9):1488–1497



A Novel Unsupervised Framework for Retinal Vasculature Segmentation 497

2. Annunziata R, Garzelli A, Ballerini L, Mecocci A, Trucco E (2016) Leveraging
multiscale hessian-based enhancement with a novel exudate inpainting technique
for retinal vessel segmentation. IEEE J Biomed Health Inform 20(4):1129–1138

3. Annunziata R, Kheirkhah A, Hamrah P, Trucco E (2015) Boosting hand-crafted
features for curvilinear structure segmentation by learning context filters. In: Inter-
national conference on medical image computing and computer-assisted interven-
tion. Springer, pp 596–603

4. Fraz MM, Remagnino P, Hoppe A, Uyyanonvara B, Rudnicka AR, Owen CG,
Barman SA (2012) An ensemble classification-based approach applied to retinal
blood vessel segmentation. IEEE Trans Biomed Eng 59(9):2538–2548

5. Gastal ES, Oliveira MM (2012) Adaptive manifolds for real-time high-dimensional
filtering. ACM Trans Graph (TOG) 31(4):33

6. Hoover A (1975) Stare database. http://www.ces.clemson.edu/∼ahoover/stare
7. Hoover A, Kouznetsova V, Goldbaum M (2000) Locating blood vessels in retinal

images by piecewise threshold probing of a matched filter response. IEEE Trans
Med Imaging 19(3):203–210

8. Jiang X, Mojon D (2003) Adaptive local thresholding by verification-based mul-
tithreshold probing with application to vessel detection in retinal images. IEEE
Trans Pattern Anal Mach Intell 25(1):131–137

9. Lam BS, Gao Y, Liew AWC (2010) General retinal vessel segmentation
using regularization-based multiconcavity modeling. IEEE Trans Med Imaging
29(7):1369–1381

10. Lupascu CA, Tegolo D, Trucco E (2010) FABC: retinal vessel segmentation using
adaboost. IEEE Trans Inform Technol Biomed 14(5):1267–1274
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1 Introduction

Stochastic resonance (SR) is a nonlinear phenomenon in which the internal noise
present in a nonlinear system interacts cooperatively with an external periodic stimulus
to generate enhanced response [1]. In a variant, the noise can be fed externally also to a
periodically stimulated nonlinear system [2]. Benzi et al. first suggested stochastic
resonance in modelling the nearly periodic occurrence of earth’s ice age due to climatic
perturbations [3]. Since then it has found extensive applications in physics, chemistry
and biology. The occurrence of SR has been experimentally demonstrated in several
systems like the predator detection by crayfish, weak magnetic field detection by
superconducting quantum interference device (SQUID) [4], ring laser [5], signal
amplification and noise self-filtering [6], microelectromechanical sensor (MEMS) [7].
The major studies involving SR in noisy nonlinear electrical oscillators have been
summarized in [8]. The existence of nonlinearity is considered to be essential for the
occurrence of SR, even though some studies have reported the occurrence of SR in
linear systems also in the presence of colored noise [9].

Recently SR has been investigated in fractional order systems [10]. The fractional
order descriptions of certain nonlinear dynamical systems provide an effective method
for modeling and analyzing their characteristics accurately [11, 12]. Bagley-Torvik
equation with fractional order damping has been shown to represent the dynamics of a
long thin plate in Newtonian fluid [11]. The solution of this equation has been ana-
lytically found in [11, 13]. The damping term in Bagley-Torvik equation is expressed
as fractional order derivative. The fractional order systems have been found to model
some other systems also having memory and viscoelastic damping [14, 15]. In the
present work we consider random frequency fluctuations and analyze occurrence of SR
in this system. The analyses presented here could be of direct relevance to the modeling
of micro/nano cantilever devices [16].
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2 Bagley-Torvik Equation with Frequency Noise

The Bagley-Torvik equation in dimensionless form is written as

€uþ c
d3=2

dt3=2
uþx2u ¼ a cosXt ð1Þ

This describes a harmonically driven damped harmonic oscillator system with
fractional order damping. In this, c denotes the damping coefficient, x the funda-
mental frequency, a and X being the amplitude and frequency of the driving source.
In order to investigate the possibility of stochastic resonance we consider a random
fluctuation of the fundamental frequency x and write the noisy Bagley-Torvik
equation as

€uþ c
d3=2

dt3=2
uþ ½x2 þ nðtÞ�u ¼ a cosXt ð2Þ

The fractional order derivative is defined as [6].

Dau ¼
Z t

a

ðt � sÞn�a�1

Cðn� aÞ uðsÞds ð3Þ

where n is an integer and a the order of derivative and n[ a. The system with a ¼ 3=2
defines the Bagley-Torvik equation. We consider an additive frequency noise nðtÞ with
the mean and autocorrelation function specified as

nðtÞh i ¼ 0; nðtÞnðsÞh i ¼ r expð�k tÞ ð4Þ

where r denotes the root variance and k defines the correlation rate.

3 Solution

Equation (2) defines a stochastic differential equation. The solution is sought by using
the methods of statistical differentiation and averaging as detailed in [10]. The method
proceeds as follows. The first step is to write Eq. (2) in averaged form

d2

dt2
þ c

da

dta
þx2

� �
uh iþ n uh i ¼ a cosXt ð5Þ

Next, multiply Eq. (2) by n and average to yield

hn d
2u
dt2

iþ chn da

dta
uiþx2 n uh iþ n2u

� � ¼ 0 ð6Þ
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For evaluation of the higher correlator \n2u[ the decoupling procedure as
discussed in [9] is applied. Further simplification of Eq. (6) is made by using the
Shapiro-Loginov formulae

hn d
2u
dt2

i ¼ d
dt

þ k

� �2

n uh i ð7Þ

hn d
au
dta

i ¼ e�k t d
a

dta
n uh iek t ð8Þ

Writing n2 ¼ r and making substitutions of Eqs. (7) and (8) in Eq. (6) we obtain

d
dt

þ k

� �2

þx2

" #
hn uiþ c e�k t d

a

dta
ðhn uiek tÞþrhui ¼ 0 ð9Þ

The fractional order derivatives do not obey Leibnitz chain rule for differentiation
[17]. Therefore, we apply Laplace transformation method for finding solutions of
Eqs. (5) and (9). Substituting X ¼ hui and Y ¼ n uh i in Eqs. (5) and (9) we obtain

d2

dt2
þ c

da

dta
þx2

� �
Xþ Y ¼ a cosXt ð10Þ

d
dt

þ k

� �2

þx2

" #
Y þ c e�k t d

a

dta
Yek t þrX ¼ 0 ð11Þ

The Laplace transformation of a fractional order derivative is defined as [18]

L
daf ðtÞ
dta

� �
¼ saL½f ðtÞ� �

Xn�1

k¼ 0

sa�k�1f kð0Þ ð12Þ

where f ðtÞ ¼ XðtÞ or YðtÞ and f kð0Þ is the kth order time derivative at the time of start
and s ¼ Rþ jX is the complex frequency. For long time behavior, the effect of initial
condition can be ignored [10]. Under these conditions, denoting the Laplace transforms
of Eqs. (10) and (11) as LðXÞ ¼ x; LðYÞ ¼ y we obtain,

c1xþ y ¼ a
s

s2 þX2 ð13Þ

c2yþ rx ¼ 0 ð14Þ

where c1 ¼ s2 þ c sa þx2 and c2 ¼ ðsþ kÞ2 þ cðsþ kÞa þx2. Solving Eqs. (13) and
(14) we obtain
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x ¼ HðsÞ a s

s2 þX2 ð15Þ

with,

HðsÞ ¼ 1
c1 � r

c2

ð16Þ

Using s ¼ jX where j ¼ ffiffiffiffiffiffiffi�1
p

we rewrite Eq. (16) as

HðjXÞ ¼ c2
c1c2 � r

ð17Þ

Note that the coefficients c1 and c2 are functions of jX. Therefore, these can be
written in the complex notation as c1 ¼ a1 þ ja2 and c2 ¼ a3 þ ja4. The new variables
a1; a2; a3 and a4 are related to the system parameters as follows

a1 ¼ x2 � X2 þ cXa cosða p
2
Þ; a2 ¼ cXa sinða p

2
Þ ð18Þ

a3 ¼ k2 þx2 � X2 þ c ra cosðahÞ; a4 ¼ 2kXþ c ra sinðahÞ ð19Þ

with,

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þX2

p
; h ¼ tan�1 X

k

� �
ð20Þ

Seeking the steady state response in harmonic form defined as hui ¼ A sinðXtþ/Þ
we can obtain for the output amplitude

A ¼ HðjXÞj ja ¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 21 þ f 22
f 23 þ f 24

s
ð21Þ

and the output phase

/ ¼ argðHðjXÞÞ ¼ tan�1 f2f3 � f1f4
f1f3 þ f2f4

� �
ð22Þ

where,

f1 ¼ a3; f2 ¼ a4; f3 ¼ a1a3 � a2a4 � r; f4 ¼ a1a4 þ a2a3 ð23Þ
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4 Results and Discussion

The amplitude responses of the system are shown in Fig. 1 through Fig. 3 for different
values of the noise parameters (r and k) for a fixed value of the damping constant ðcÞ:
In Fig. 1 one can see that under no-noise condition ðr ¼ 0Þ there is a well defined
resonance peak in the vicinity of X ¼ 1. However, as the noise strength ðrÞ is
increased, a new resonance peak starts appearing on the lower frequency side with
simultaneous decline and shifting of the primary resonance peak. The amplitude of the
lower frequency side peak grows with increasing noise strength. This is the stochastic
resonance behavior. In going from Figs. 1 to 2 it can be noted that as the noise strength
is increased further, the SR peak reaches a maximum, then starts diminishing. These
behaviors are consistent with the SR studies in [7] and [9].

Figure 3 shows the effect of correlation rate for fixed values of noise strength and
damping constant. The correlation rate is a measure of noise spectral bandwidth, higher
the rate more is the bandwidth. It can be noted that at high correlation rates only the
primary resonance peak occurs. As the correlation rate decreases (that is, the noise gets
confined to narrower bandwidth) there emerge two new resonance peaks positioned
symmetrically on either side of the primary peak position. This is a typical feature of
signal mixing. To our knowledge, this type of behavior is not reported in the SR
literature. In order to understand this behavior and to analyze the role of fractional order
damping in it we need further analysis.

Fig. 1. Variation of amplitude (A) as a function of driving frequency (X) with noise strength ðrÞ
as parameter. The range of r variation is as indicated with the arrow pointing in increasing
direction. Different curves correspond to r ¼ 0; 0:01; 0:05; 0:1; 0:2; 0:5; 0:7; 1. All the quantities
are normalized by assuming a ¼ 1 and x ¼ 1

502 A. K. Singh et al.



Fig. 2. Variation of amplitude (A) as a function of driving frequency (X) with noise strength ðrÞ
as parameter. The range of r variation is as indicated with the arrow pointing in increasing
direction. Different curves correspond to r ¼ 1:5; 2; 3; 4; 6; 8. All the quantities are normalized
by assuming a ¼ 1 and x ¼ 1

Fig. 3. Variation of amplitude (A) as a function of driving frequency (X) with noise correlation
rate k as parameter. The range of k variation is as indicated with the arrow pointing in decreasing
direction. Different curves correspond to k ¼ 1; 0:8; 0:3; 0:08; 0:05; 0:02: All the quantities are
normalized by assuming a ¼ 1 and x ¼ 1
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5 Conclusion

We find that the frequency noise in a Bagley-Torvik system (which has the charac-
teristics of a fractional order damping) gives rise to a new type of stochastic resonance,
which looks like a traditional signal mixing (Fig. 3). This occurs for the noise processes
with low correlation rates and moderate power level. For high correlation rate noises,
the traditional stochastic resonance also occur (Figs. 1 and 2).
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1 Introduction

The abnormal growth of cells in the brain results in tumors. It is being observed that
deaths caused by brain tumor are increased and it is a second leading cause for death
nowadays. The article published by brain tumor association states that approximately
79,270 cases of brain tumor or related diseases will be diagnosed at the end of year
2017 [1, 2]. Brain tumor is more prominent in men as compared to women. It is a
frequently found disease in children too [3]. Its early detection through image
modalities has emerged as a necessary task in the medical science. Brain images can be
captured through several modalities like magnetic resonance imaging (MRIs), X-rays,
computed tomography (CT) scans, etc. Among these, brain MRI scans are the most
frequently used among radiologists to detect tumorous images [4, 5]. Detection of brain
tumor is a challenging task for the radiologists and clinicians, as it is not easy to detect
various anomalies by simply visualizing medical images.

This work is aimed to classify tumorous and non-tumorous brain MRIs. The pro-
posed classification is based on the generation of superpixels. Superpixels are more
informative, and they adhere better to natural image boundaries. They also reduce
susceptibility to noise (outliers) and redundancy [6, 7]. Run length of centralized
patterns (RLCP) features is extracted and classified by naïve Bayes (NB) classifier.
RLCP is proven robust against illumination changes and easy to implement. These
features preserve most of the textural information and are also used to detect directional
biasing of the textural patterns [8]. It is observed that the proposed approach using
superpixel based classification produces significant results on two clinical datasets and
outperforms existing methods. The work is organized in five sections. Section 2
highlights the existing works. The proposed methodology is discussed in Sect. 3.
Results and discussion are presented in Sect. 4. At last, Sect. 5 concludes the work.

2 Previous Works

Based on the gravity of the situation, various researches are focused in this direction
now. Segmentation is one of the important tasks for this type of categorical applica-
tions. Among various segmentation techniques, clustering is very common. Watershed,
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k-means, fuzzy c-means (FCM), region growing, and Markov random field (MRF) are
frequently used algorithms for segmentation task [9]. However, manual interruption
and tuning of the parameters make them inconvenient for real-time processing. FCM
with pixel intensities is used for clustering non-tumorous and tumorous MRIs [10] to
achieve 88% similarity index. In a similar work, FCM is used with GLCM features to
classify tumorous and non-tumorous MRIs and reported 98.67% accuracy [11]. In [12],
watershed algorithm is used to extract the region of interest and 93.13% dice similarity
index is obtained for segmentation results. In the similar way, [13] used region growing
clustering for segmentation, which is followed by threshold to get segmented images.
In the recent works, a few new algorithms for segmentation have been developed and it
is observed that their performances are quite better as compared to conventional
approaches [14]. In evolutionary methods, MRF model based segmentation techniques
also perform better [15]. Voxels are extracted as features and 96% total lesion load is
observed by MRF. In the recent works, [16] used superpixel-based segmentation on
FLAIR images and classified images by extremely randomized tree to achieve 91%
dice similarity coefficient. Similarly, texture-based and contour-based algorithms are
used for automatic segmentation of tumors to achieve 96.80% accuracy on simulated
FLAIR images [17]. In another work, wavelet transformation is used to extract texture
features on BRATS dataset and 95% dice overlap is achieved on enhancing tumor
regions [18].

To assists radiologists, various computer aided diagnosis (CAD) systems are
developed to detect and classify tumorous and non-tumorous MRIs. In 2014,
El-Dahshan et al. [19] proposed a technique by using discrete wavelet transformation
(DWT) coefficients obtained from raw images and reduced feature length through
principal component analysis (PCA) resulting in 98% accuracy using KNN. In 2015,
Gupta and Khanna [20] developed a block based technique and extracted mean of each
block. Threshold is used for classification of MRIs and 97.40% accuracy is observed.
In 2016, selective block based approach is proposed and local binary patterns (LBP) are
extracted from the selected blocks resulting in 99.67% accuracy [21]. FCM and
watershed approaches are used to extract region of interest in [22] to observe 91%
accuracy through NB classifier. Further, Gupta et al. [8] developed a technique using
the fusion of different MR pulse sequences and extracted RLCP features from the
segmented images. Images are classified by NB to achieve 97.83% on JMCD and
96.47% on BRATS dataset.

Although these works perform good but sometimes due to the selection of seg-
mentation techniques, features, or classifiers, most of these hold a complex structure
and computational costs. Conventional segmentation techniques, region growing
approaches, and fuzzy c-means require manual tuning of parameters. This interruption
delays the process. Features like Gabor suffer with correlation problem due to
non-orthogonality [23], and GLCM yield poor directionality [24]. The complexity of
classifiers and their biasness is another important issue. To overcome some of these
issues, a simple yet efficient segmentation approach is used for the classification in this
work and a CAD system is developed to assists radiologists for tumor detection on
brain MRIs. The proposed approach uses the concept of superpixels. The performance
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of RLCP is observed better than various conventional features. The proposed CAD
system uses RLCP features extracted from the segmented images and classified by NB
for detection of brain tumor.

3 Methodology

Basic steps of the proposed CAD system are depicted in Fig. 1 and discussed here.
Superpixels capture image redundancy and provide a convenient primitive to compute
image features. This greatly reduces the complexity of subsequent image processing
tasks. This technique groups the pixels into perceptually meaningful regions, which can
be further used to replace the rigid structure of the pixel grid. Instead of going through
pixelwise extraction, superpixels are generated to efficiently utilize the property of each
significant pixel [25]. The concept of superpixels is new in the image processing field
and is successfully used for the segmentation task. Simple linear iterative clustering
(SLIC) algorithm is used to create superpixels here. SLIC is an adaptation of k-means
for superpixel generation. It produces compact superpixels in low computational cost of
OðnÞ having regular sized and excellent boundary adherence. SLIC is the fastest
superpixel method and its advantage increases with the image size.

3.1 Dataset Acquisition

The experiments are performed on two brain MRI datasets. A dataset is collected from
NSCB Medical College, Jabalpur (referred as JMCD here) and the other is publically
available Brain Tumor Segmentation Challenge (BRATS) dataset. JMCD contains
images of 140 patients (80 non-tumorous and 60 tumorous) with 200–250 scanned MR

Fig. 1. Proposed methodology for brain MRI classification
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images of each patient having different kind of pulse sequences, i.e., T1-weighted,
T2-weighted, T1-post contrast, and Fluid Attenuated Inversion Recovery (FLAIR).
BRATS dataset contains four types of pulse sequences of 80 patients.

3.2 Segmentation

Superpixels are formed by the combination of significant pixels, which represent
specific characteristics around the region. Superpixels are generated by simple linear
iterative clustering with the adaptation of k-means clustering. The size and compact-
ness are prescribed from the search space and weighted distance, respectively.
Parameter k is initialized to get the desired number of superpixels. The grid interval is
defined by S ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

MN=k
p

, where MN is number of pixels in the image. Each pixel is
associated with the nearest clustering centers through the distance measure. A residual
error E is measured by L2 norm to compute the locations of new cluster center and
previous cluster center. This process repeats iteratively until the error converges, and
assignments and updates are maintained [25]. Following this strategy, 20 significant
superpixel grids are prepared for the analysis and their accuracy is observed. These
segmented regions are further processed for feature extraction and classification. The
formation of superpixels on both the datasets is shown in Fig. 2.

Fig. 2. Proposed approach (first row: JMCD and second row: BRATS) a original images
b formation of superpixels c superpixels highlighting tumor
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3.3 Feature Extraction and Classification

The combined strategy of Local Binary Pattern (LBP) and Gray-Level Run Length
(GLRL) matrices gives a new feature named as Run Length of Centralized Patterns
(RLCP) [8]. LBP is computed by matching the pixel value with its neighbor pixels.

LBPP;R ¼
XP�1

p¼0

s gp � gc
� �

2p; sðxÞ ¼ 1; x � 0
0; x\ 0

�
;

where gc represents the central pixel and gp denotes the neighbor on the circle of radius
of R and P is the total number of the neighbors. P ¼ 8 and R ¼ 1 are selected here for
experimentation. This parameter selection is significantly proven good for similar
image processing tasks. The luminance of an image is signified by the joint distribution
and their differences. LBP code is indexed and GLRL matrices are formed in each
principle direction to count the run length occurrences for each gray level. Let C(i,j)
denotes run-length matrix for indexed LBP image. C(i,j) defines the number of runs
with pixels of gray level i and runlength j. For this run length matrix C(i,j), letMR is the
number of gray levels, NR is the maximum run length, nr is the total number of run
lengths, and np is the number of pixels in the indexed LBP image. RLCP features used
in this work are summarized in Table 1. The observed textural information is quite
important for the categorical task, specifically for medical diagnosis [8].

Table 1. RLCP features used in this work

Run percentage
RP ¼ nr

np

Run length nonuniformity

RLN ¼ 1
nr

PNR

j¼1
ðPMR

i¼1
Cði; jÞÞ2

Gray-level nonuniformity

GLN ¼ 1
nr

PMR

i¼1
ðPNR

j¼1
Cði; jÞÞ2

Short run emphasis

SRE ¼ 1
nr

PMR

i¼1

PNR

j¼1

Cði; jÞ
j2

Long run emphasis

LRE ¼ 1
nr

PMR

i¼1

PNR

j¼1
Cði; jÞ � j2

Low gray-level run emphasis

LGRE ¼ 1
nr

PMR

i¼1

PNR

j¼1

Cði; jÞ
i2

High gray-level run emphasis

HGRE ¼ 1
nr

PMR

i¼1

PNR

j¼1
Cði; jÞ � i2

Short run low gray-level emphasis

SRLGE ¼ 1
nr

PMR

i¼1

PNR

j¼1

Cði; jÞ
i2�j2

Long run low gray-level emphasis

LRLGE ¼ 1
nr

PMR

i¼1

PNR

j¼1

Cði; jÞ�j2

i2

Short run high gray-level emphasis

SRHGE ¼ 1
nr

PMR

i¼1

PNR

j¼1

Cði; jÞ�i2

j2

Long run high gray-level emphasis

LRHGE ¼ 1
nr

PMR

i¼1

PNR

j¼1
Cði; jÞ � i2 � j2
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The features are concatenated to form a feature vector of size 20� 11� 4 ð¼ 880Þ.
The processed feature vector is classified into tumorous and non-tumorous MRIs by
NB classifier. This classifier beholds the mathematical properties and builds proba-
bilistic model based on the available data. It predicts the missing label of the data from
the established maximum probability [26]. The entire methodology is illustrated by the
algorithm shown below.

Algorithm: Classification of brain MRI 

Input: T2-weighted brain MR image
Output: Predicted class label

1. Take input image I_in from dataset 
2. Form superpixels  

a. Customize required parameters
        [l_out] = slic (I_in, k, m, r, dis)
b. Select Optimum parametric value k 

3. Feature extraction: 
Feature vector = RLCP(I_out)

4. Classification by Naïve Bayes classifier
Predicted label = NB(Feature vector)

4 Results and Discussion

Only T2-weighted MR images are considered for experimentation as tumors appear
brighter than normal tissues in this sequence. These images are preferred by radiolo-
gists and clinicians also for the diagnosis of tumors. The experiments are performed
using MATLAB® R2013a and simulated on Core i3 with 4 GB RAM.

4.1 Classification Rates and Performance Validation

Performance of the system is evaluated on various well-established parameters, i.e.,
accuracy, precision, sensitivity, and specificity [27]. The definition of each parameter
and their observed values are given in Table 2.

The proposed classification achieved 99.84% accuracy with 100% precision on
JMCD dataset. On BRATS, the proposed approach outperforms and gives 100%

Table 2. Classification rates (in %)

Accuracy
TPþ TN

TPþ TNþFPþFN

Precision
TP

TPþFP

Sensitivity
TP

TPþFN

Specificity
TN

TNþFP

JMCD 99.84 100 98.6 100
BRATS 100 100 100 100
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results. This shows that the proposed superpixel-based segmentation, RLCP feature
extraction, and classification perform quite well on both the datasets.

The statistical testing is applied to validate the classified outcomes. Statistical
student’s t-test is applied and it is observed that the proposed CAD system achieves
99% confidence interval with p value 0.00568 (<0.01) on JMCD (99.84 ± 0.0049).

4.2 Comparison with the Other CAD Systems

Performance of the proposed system is compared with some existing CAD systems.
The existing techniques are thoroughly implemented on a uniform platform and
examined on JMCD and BRATS datasets. The observed values are summarized in
Table 3.

It can be seen that the proposed approach outperforms other existing techniques.
Though other systems also work well and provide accuracy more than 94% on JMCD.
However, the proposed system achieves more than 99% accuracy. The accuracy
achieved on BRATS dataset is quite high. Although [19] also performed better on
BRATS dataset (99.99% accuracy), but does not do so on JMCD (96.25% accuracy).
Wavelet transformation is used to extract features from raw images in [19] and clas-
sification is performed by KNN. The work by [22] used FCM with watershed algorithm
to cluster the images and extracted area as a feature to achieve 94.43% accuracy on
JMCD and 97.80% on BRATS. Similarly in another work, Gabor features are extracted
and images are classified by SVM in [17]. Their system achieved 100% accuracy on
BRATS, but again it did not perform well on JMCD and observed only 96.29%
accuracy. The comparison by our recent works, i.e., [8, 20] and [21] also shows that the
observed accuracies are better with the proposed approach. In [8], images are fused and
adaptively threshold to segment the tumorous regions. RLCP features are extracted and
classified by NB to observe 98.14% on JMCD. In a similar way, block-based seg-
mentation is used in [20] and mean is extracted to achieve 98.90% accuracy on
BRATS. Selective block based segmentation is used and LBP features are extracted in
[21]. These are classified by SVM to achieve 94.76% on JMCD and 97.97% accuracy

Table 3. Comparison with existing techniques

Techniques Accuracy (in %)
JMCD BRATS

Dhashan et al. [19] 96.25 99.99
Gupta and Khanna [20] 97.30 98.90
Gupta et al. [21] 94.76 97.97
Subhashini et al. [22] 94.43 97.80
Nabizadeh et al. [17] 96.29 100
Gupta et al. [8] 98.14 97.73
Proposed system 99.84 100
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on BRATS. The advantage of the proposed approach over these existing approaches is
a simple strategy that gives comparable results on both the datasets. The system is well
structured and performs effectively on both the datasets.

5 Conclusion

The proposed CAD system is efficient in classifying tumorous MRIs from
non-tumorous ones. The classification of images is accomplished by applying the
concept of superpixels before feature extraction. Features extracted from each super-
pixel are concatenated to form a feature vector and classified through naïve Bayes
classifier. The accuracy achieved is 99.84% on JMCD and 100% on BRATS. The
performance is also examined through statistical testing. The work shows that the
classification approach using superpixels can be successfully used for diagnosis and
prognosis of tumors. The concept may be checked for classification of other diseases
too in future.
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1 Introduction

Stochastic resonance (SR) is a noise-induced resonance phenomenon in an oscillatory
system [1]. The random fluctuations in oscillator parameters can produce cooperative
effect to boost power level of a weak response. The phenomenon was first recognized
by Benzi et al. while modeling the climatic fluctuations and the periodic occurrence of
ice age on earth’s surface [2]. Later, it found applications in several engineering dis-
ciplines like electronic circuits [3], laser [4] and superconducting quantum interference
devices (SQUID) [1] and in biology like predator sensing by pray (crayfish response)
[1]. Initially, it was thought that the existence of nonlinearity in the system dynamics is
a basic prerequisite for the occurrence of SR. However, later in several studies, it was
shown that it can occur in linear systems also with multiplicative noise [5], and with
additive noise under periodic forcing [6]. The response of a periodically forced damped
harmonic oscillator with random frequency and damping fluctuations has been ana-
lyzed in detail for its dependence on the noise strength and rate of fluctuation [7, 8]. We
noted that the influence of SR on signal power (or amplitude) has been widely explored
in these works, and its advantages are mentioned for relevant applications, a similar
attention on the associated phase SR is not given.

In a recent study, noise-induced SR was analyzed for the case of vapor
sorption-desorption associated fluctuations in surface mass density of the
polymer-coated surface acoustic wave (SAW) chemical sensors [9]. The surface mass
fluctuations are transformed into the SAW oscillator’s frequency fluctuation. The SR
was produced by superimposing a weak vapor loading modulation. It was found that
the SR improves the signal-to-noise ratio of the SAW chemical sensors. In two other
recent studies, the phenomena of SR was analyzed in micro/nanoelectromechanical
(M/NEMS) cantilever sensors under the influence of frequency as well as damping
fluctuations [10, 11]. In view of the applications for the chemical and biological
sensing, the emphasis of their analyses had been on improving the sensor sensitivity by
the amplitude SR. No work has come to our notice that explores utilizing SR in phase
for sensing applications. In this paper, we consider M/NEMS cantilever resonator
modeled as a driven damped harmonic oscillator under the influence of damping
fluctuations and analyze its impact on the resonator frequency, amplitude, and quality
factor (Q-factor). The findings here indicate that exploiting phase SR may provide
better option for improving performances of chemical and biological sensors.
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2 Cantilever Dynamics and Damping Fluctuations

MEMS cantilever used as movable plate in a parallel plate capacitor is very common
for using this device as resonator or varactor. The device is usually biased by fixed DC
voltage and forced into vibrations by superimposing harmonic AC voltage. The AC
drive is kept sufficiently small so as to keep the cantilever vibrations on one side of the
neutral position and also to avoid pull-in instability. An electrostatically driven MEMS
or NEMS cantilever device becomes a chemical or a biological sensor if on one surface
of the cantilever is sensitized for the analyte binding. The sorption and desorption of
analytes on the sensitized surface generate changes in the cantilever mass and stiffness.
These in turn bring changes in the cantilever resonance frequency and the voltage
dependence of the MEMS capacitance; both can be read as sensor signal.

The cantilever dynamics in fundamental mode is often simplified by an equivalent
mass–spring–damper model whose motion under (DC + AC) actuation is described by
the following differential equation [11]:

€uþ 2c _uþx2u ¼ ðF0=meff Þ cosðXtÞ ð1Þ

where uðtÞ represents displacement from the static equilibrium, overdot (.) denotes time
derivative, and

2c ¼ c
meff

ð2Þ

x2 ¼ 1
meff

keff � eAV2
DC

ðd � x0Þ3
 !

ð3Þ

F0 ¼ eAVDCVAC

ðd � x0Þ2
ð4Þ

with meff denoting the cantilever effective mass, keff the effective spring constant, c the
damping constant, d the zero-drive plate separation, x0 the static plate separation under
DC bias, A the cantilever plate area, e the dielectric permittivity of the capacitor filling
medium. The (DC + AC) drive voltage is expressed as VðtÞ ¼ VDC þVAC cosðXtÞ;
where VDC denotes the DC voltage, and VAC and X denote, respectively, the AC drive
voltage amplitude and angular frequency.

We consider random fluctuations in the damping that may arise due to several
processes like the thermal, thermomechanical, and viscous forces in cantilever
dynamics. We write the noisy equation of motion as

€uþ 2cð1þ nðtÞÞ _uþx2u ¼ ðF0=meff Þ cosðXtÞ ð5Þ

where nðtÞ represents the noisy part of the damping coefficient. We assume nðtÞ to be a
Gaussian random variable with zero mean and exponential autocorrelation is defined as
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hnðtÞnðtþ sÞi ¼ r2 expð�ksÞ ð6Þ

where mean hnðtÞi ¼ 0 and variance hn2ðtÞi ¼ r2; and k is the correlation rate.
The solution of (5) is obtained by the methods of statistical averaging and statistical

differential calculus as detailed in [8]. By defining

du
dt

¼ y ð7Þ

dy
dt

¼ �2cð1þ nðtÞÞy� x2uþðF0=meff Þ cosðXtÞ ð8Þ

and statistical averages over time, we can write

dhui
dt

¼ hyi ð9Þ

dhyi
dt

¼ �2chyi � hnðtÞyi � x2huiþ ðF0=meff Þ cosðXtÞ ð10Þ

Multiplying these equations by nðtÞ and averaging over time yields

hn du
dt
i ¼ hnyi ð11Þ

hn dy
dt
i ¼ �2chnyi � 2chn2ðtÞyi � x2hnui ð12Þ

Using the statistical differentiation formulae [12], we can obtain the equations for
hnui and hnyi as written below:

dhnui
dt

¼ hn du
dt
i � khnui ð13Þ

dhnyi
dt

¼ hn dy
dt
i � khnyi ð14Þ

Using (11)–(14), we obtain

dhnui
dt

¼ hnyi � khnui ð15Þ

dhnyi
dt

¼ �ð2cþ kÞhnyi � 2cr2hyi � x2hnui ð16Þ

Now, by using (9), (10), (15), and (16), we obtain the following fourth-order
differential equation for hui:
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d4hui
dt4 þ c3

d3hui
dt3 þ c2

d2hui
dt2 þ c1

dhui
dt þ c0hui

¼ b2ðF0=meff Þ cos Xtþ b1ðF0=meff Þ sin Xt
; ð17Þ

where

c3 ¼ 2ðkþ 2cÞ ð18Þ

c2 ¼ ð2x2 þðkþ 2cÞ2 þ 2kc� 4c2r2Þ ð19Þ

c1 ¼ ðð2x2 þ 2ckÞðkþ 2cÞ � 4kc2r2Þ ð20Þ

c0 ¼ x2ð�x2 þ kðkþ 2cÞÞ ð21Þ

b1 ¼ Xðkþ 2cÞ ð22Þ

b2 ¼ ðx2 � X2 þ kðkþ 2cÞÞ ð23Þ

Equation (17) describes the average cantilever displacement. For small perturba-
tions, one can assume that the solution remains close to steady motion under external
drive. Therefore, one can assume the solution to be of the form

hui ¼ a cosðXt � /Þ ð24Þ

where a and / denote, respectively, the time-averaged amplitude and phase of the
noisy oscillator. Making substitution of (24) into (17), using certain trigonometric
identities, and equating the coefficient of sinðXtÞ and cosðXtÞ, we obtain the following
relations between a and /:

f3a cos/� f4a sin/ ¼ f2 ð25Þ

f4a cos/þ f3a sin/ ¼ f1 ð26Þ

with

f1 ¼ b1ðF0=meff Þ ð27Þ

f2 ¼ b2ðF0=meff Þ ð28Þ

f3 ¼ ðX4 � c2X
2 � c0Þ ð29Þ

f4 ¼ c3X
3 � c1X ð30Þ

Equations (25) and (26) can be solved for a and /. The results are as follows:
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a ¼ f 21 þ f 22
f 23 þ f 24

� �1=2

ð31Þ

/ ¼ tan�1 f1f3 � f2f4
f2f3 þ f1f4

� �
ð32Þ

These equations represent the amplitude and the phase of the cantilever vibrations
under noisy damping environment. In the following, we examine these results with
objectives for improving the performance of M/NEMS cantilever sensors by stochastic
resonance.

3 Numerical Results and Discussion

Figure 1 shows the average amplitude (a) and phase (/) responses of an electrostati-
cally driven M/NEMS cantilever as a function of the AC drive frequency X. These
responses are as defined through Eqs. (24), (31), and (32). Different quantities involved
in these expressions are in the normalized forms as indicated in the figure. From
Fig. 1a, one can see that as the noise strength rð Þ is increased from 0 to 2.000, the
resonance peak becomes sharper with increasing peak height. On further increase from
2.449 to 3.162, the height starts decreasing with peak broadening. This behavior in
response to the addition of damping noise is the characteristic of amplitude stochastic
resonance. From Fig. 1b, one can notice that the variation of phase near resonance peak
becomes steeper with the increase in noise strength up to r ¼ 2:000. Beyond r[ 2,
the steepness starts declining approaching toward low noise conditions. This has direct
implications for the quality factor (Q) of the cantilever resonator.

One can recall that the one definition of the Q-factor relates it to the phase slope of
the resonator at resonance frequency. This is written as

Q ¼ 1
2
x

d/
dX

����
����
X¼x

ð33Þ

This means that an increase in the magnitude of phase slope d/=dXj j must imply
an enhancement in the Q-factor. The damping noise assisted enhancement in phase
slope for noise strengths up to r ¼ 2:000 is contrary to the usual notion. Usually one
expects the Q-factor to degrade with the addition of noise. The Q-factor improvement
here is a direct consequence of the damping noise induced phase SR. At higher noise
levels beyond r[ 2:000, the phase slope starts receding back and reaches the behavior
of an overdamped resonator.

It is also noticeable that both the amplitude SR and the phase SR are correlated in
the sense that the highest amplitude is associated with the steepest phase slope. Fig-
ure 2 illustrates this behavior more clearly. In this figure, the Q-factor as given by
(33) has been plotted against the normalized drive frequency X=x for three cases
damping and noise strength r used as parameter. The normalized damping coefficient
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values c=x ¼ 0:04; 0:4 and 1:0 can be taken to represent, respectively, the low,
moderate, and high levels of damping. The normalized correlation rate k=x ¼ 2 has
been fixed for all the cases. That means these cases represent a particular noise
mechanism with varying noise powers. A distinct feature revealed by these plots is that

(a)

(b)

Fig. 1. Stochastic resonance in M/NEMS resonator with damping noise
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(a)

(b)

(c)

Fig. 2. Enhancement of Q-factor of M/NEMS cantilever resonators due to damping noise
induced phase SR for three damping conditions: a low damping, b moderate damping, and
c large damping
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a high Q resonator low cð Þ will need higher noise power for producing phase SR; see
the range of r values in each plot in comparison. Another noticeable point is that in the
low damping resonator the Q-factor improves by orders of magnitude larger than the
high damping resonator, see the trend from Fig. 2a–c.

In applications where high Q resonators are needed the design and development
efforts are mostly centered on reducing all kinds of internal noises, and isolating the
resonating component from external perturbations. This involves sophisticated preci-
sion oscillator technology. The analysis of damping noise induced phase SR presented
here suggests that the quality factor can be enhanced by addition of the random
damping noise and adjusting its power level. This may be highly useful in conditions
where the resonator device has to face harsh operating environment such as fluid
turbulence in chemical and biosensing applications. From Fig. 1b, one can notice that
for taking advantage of the phase SR it may be prudent to operate the resonator sensors
at some offset frequency from the fundamental. In MEMS-controlled feedback oscil-
lators, the occurrence of phase SR implies that one can enhance the frequency sensi-
tivity of the oscillator by tapping phase SR. This may be helpful in improving the
performance of M/NEMS oscillator sensors. These aspects are however vague at
present and need further investigation.

4 Conclusion

The paper concludes that the fluctuations in damping processes associated with the
operation of M/NEMS resonators and electrical oscillators can be advantageously
exploited for improving their quality factors. This feature of damping noise induced
stochastic resonance in phase could be very helpful in enhancing the performance of
M/NEMS chemical and biological sensors operating in harsh fluidic conditions.
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1 Introduction

MicroRNAs (miRNAs) are small non-coding RNAs of approximately 19–22
nucleotides that act as posttranscriptional gene expression regulators and bind
with complementary messenger RNAs (mRNAs) for stimulating their degra-
dation or repressing translation. In this regards, innovation of next generation
sequencing (NGS) [6] technology provides improved solution to the understand-
ing of an entire human genome sequence than compared to the previously used
technologies, i.e., Sanger sequencing or capillary sequencing. NGS technologies
can also be applied to the RNA sequencing (RNA-seq) to directly sequence com-
plementary DNAs (cDNAs). RNA sequencing permits the quantitative analysis
of gene expression and transcript variant discovery. The primary aim of RNA-
sequencing is to find out differentially expressed genes when applied to multiple
samples at different biological conditions.

Numerous statistical approaches have been proposed over the years to ana-
lyze differentially expressed RNA-seq data, e.g., edgeR [15], DESeq [1], and sSeq
[20]. In this connection, algorithms like [14,17] can be used to rank and select
the differentially expressed miRNAs. Apart from this, hypothesis test [10], clas-
sifier based method [7], and information theory based measures [13] are used in
gene ranking as well as in miRNA ranking. Parametric method like [18] is devel-
oped using the expression overlapping between different classes. Nonparametric
ReDiscovery Curve (RDCurve) based method [12] studies the stability of various
ranking methods.

Reviewing all these methods, here we have proposed an integrated analysis of
the gene expression profiling of both mRNAs and miRNAs by using kidney renal

c© Springer Nature Singapore Pte Ltd. 2018
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clear cell carcinoma data that includes tumor and control samples. The proposed
method is a feature selection wrapper, consisting of random forests [5], particle
swarm optimization (PSO) [8], and support vector machine (SVM) [4] classifier.
Moreover, emphasis is given here to identify the differentially expressed mRNAs
and miRNAs in order to find out mRNA-miRNA pairs. In particular, this kind of
observations might be significant in the cancer diagnosis. Moreover, we validate
some of our most interesting findings in different biological significance analysis.

The paper is organized as follows: Sect. 2 briefly describes the proposed
method. Section 3 shows the empirical results. Finally, Sect. 4 concludes this
paper with an additional note of future work.

2 Proposed Method

The proposed wrapper-based feature selection method starts with 1135 number
of samples having 20, 531 mRNAs. The mRNA sample includes 534 tumors and
601 control patients whereas miRNA includes 254 tumor and 455 control sample.
Since this experiment is an integrated analysis of mRNA and miRNA data.
Hence, common tumor and control samples among mRNA and miRNA data are
considered here that consist of 186 tumor and 71 control samples. Steps of the
proposed method are described below.

The primary goal of feature selection is to avoid any kind of over fitting as
well as to improve the model performance. To gain a deeper insight into the
underlying processes of feature selection, random forest is used here. Several
measures of variable importance can be identified by random forest. Hence, by
iteratively fitting random forest at each iteration, smallest set of informative
mRNAs is identified. In this regards, smallest OOB error rate is considered to
be the underline criteria. Because of the iterative approach, the OOB error is
biased down and mRNAs with smallest OOB error are selected as the reduced
set of features. For this analysis, normalized transcript reads of mRNAs are
considered.

After feature selection using random forest, in the next step of this work,
t-test and fold change concepts are applied in order to segregate differentially
expressed mRNAs from normal and malignant samples. For this purpose, cutoff
like p-value < 0.05 and the fold change > 1 or < −1 are used as in [21]. In par-
ticular, change in expression profile is considered to be the underline criteria to
find out differentially expressed mRNAs. Moreover, the differentially expressed
mRNAs are mapped to their normalized mRNA expression dataset of tumor and
control samples.

The particle swarm optimization (PSO) and support vector machine (SVM)
provide a wrapper-based approach for feature selection. It can effectively iden-
tify significant mRNAs associated with kidney renal cell carcinoma. For that,
initial particles of PSO are created using mRNA indices. Thereafter, the swarm
is prepared from a number of such particles. Moreover, encoded indices of these
particles are used to make a subset of data that are taken part during classifi-
cation by SVM. Here, fivefold cross validation (FCV) is applied and accuracy is
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considered to be the underline criteria for fitness evaluation. Block diagram of
the proposed approach is presented in Fig. 1. Moreover, the optimal signature
refers to be the best set of differentially expressed mRNA that provides highest
classification accuracy. In this regards, most appeared mRNAs concerning all
runs of the proposed methods are considered.

In this experiment, the expression datasets comprising the profiles of mRNAs
and miRNAs are considered. For this analysis, expression values of 1047
miRNA in 186 tumor and 71 control sample are used. The selected mRNAs
by PSO+SVM are considered to find their corresponding miRNA targets. For
this validation, miRDB [19] database is used. Shortlisted target miRNAs are
used to find their expression profiles from the normalized miRNA expression
dataset of 186 tumor and 71 control samples. Any further analysis of miRNA
is done using this reference expression vector in-order to find out differentially
expressed miRNAs.

Likewise, the mRNAs, based on p-value and fold change in expression lev-
els, up and downregulated miRNAs are identified. The miRNAs are known for
suppressing the expression level of mRNAs. Hence, our method selected up and
downregulated mRNAs and miRNAs that are used to make mRNA-miRNA
pairs. For that, combination of upregulated mRNAs with downregulated miR-
NAs and vice versa is used.

Fig. 1. A block diagram representation of the proposed workflow

3 Experimental Results

3.1 Datasets

The dataset comes from The Cancer Genome Atlas (TCGA).1 It features mRNA
and miRNA expression levels for kidney renal cell carcinoma (KIRC) of differ-
ent tumor, and control samples. For KIRC, normalized expression mRNA and
miRNA datasets consisting of 186 common tumors, and 71 common control
samples are considered.

3.2 Results

Here, the problem is to identify mRNA-miRNA pairs for the investigated dataset.
For this purpose, the expression profiles of 20, 531 mRNAs over 186 kidney
1https://tcga-data.nci.nih.gov/tcga/.

https://tcga-data.nci.nih.gov/tcga/
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renal cell tumor samples and 71 control samples are considered. In order to
find reduced set of features, random forest is used here. Because of its itera-
tive approach, the OOB error is biased down and mRNAs with smallest OOB
error are selected as the reduced set of features. This has been shown in Fig. 2a.
By this process, 511 informative mRNAs are selected. In order to identify the
up and downregulated mRNAs, significant changes in the expression profiles
are measured. For this analysis, the volcano plot in Fig. 2b illustrates the dif-
ferentially expressed mRNAs among the 511. By this process, 242 up and 191
downregulated mRNAs are identified. Now, these shortlisted mRNAs are pro-
cess, using PSO+SVM. For this process, the parameters used in the proposed
method are summarized in Table 1. Here, PSO+SVM executed 30 times (Nexe)
on these differentially expressed mRNAs. According to the experimental results,
PSO+SVM achieved 92.60% average classification accuracy for mRNA data.
The average values of precision, sensitivity, specificity, F-measure and MCC are
92.57%, 92.58%, 92.62%, 92.58%, and 0.920%, respectively. For this process, 10
mRNAs are considered by PSO+SVM during each run. Moreover, as PSO+SVM
was executed 30 times hence, in each run of the proposed method, a new set of
differentially expressed mRNAs is identified. After the end of 30 executions, one
list is prepared that includes all the appeared mRNAs. Thereafter, from that
list most appeared mRNAs covering all the runs of the proposed method are
identified. These mRNAs are considered to be optimal up and downregulated
mRNAs associated with kidney renal cell cancer subtypes.

Thereafter, these selected mRNAs are used to find their corresponding
miRNA targets and for this validation, miRDB [19] database is used. More-
over, these shortlisted target miRNAs find their expression profiles from the
normalized miRNA expression dataset of 186 tumor and 71 control samples. A
total of 450 miRNAs targets are identified from the miRGate database. Out of
which, 417 miRNAs match their expression profile in the normalized miRNA
expression dataset. Hence, the miRNAs for which expression profile information
is known are only taken at this stage. Therefore, out of the 450 miRNAs in the
list, 33 have been excluded because they did not have the expression profile infor-
mation in our used normalized miRNA expression dataset. Thereafter, p-value
and fold change analysis of the shortlisted 417 differentially expressed miRNAs,
identified the up and downregulated one. By this process, 14 informative miR-
NAs are identified that include 12 downregulated and 2 upregulated miRNAs.
Method selected downregulated miRNAs are hsa-mir-200c, hsa-mir-181a-2, hsa-
mir-196a-1, hsa-mir-183, hsa-mir-194-2, hsa-mir-196a-2, hsa-mir-10b, hsa-mir-
138-1, hsa-mir-182, hsa-mir-192, hsa-‘mir-135b, hsa-mir-199b whereas hsa-mir-
141, hsa-mir-196b are upregulated miRNAs.

Studies on miRNAs found that it can suppress the expression level of mRNAs.
As miRNAs and mRNAs belonging to same sample (Tumor and Control) of
KIRC dataset are used in this experiment. Hence, differentially expressed miR-
NAs and mRNAs of the same sample (Tumor and Control) can be paired. More-
over, upregulated miRNAs can be mapped with downregulated mRNAs and vice
versa. In the process, many of the selected mRNAs have been excluded from the
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list while miRNAs remain same. Final list of mRNA-miRNA pair includes 98
upregulated mRNA and 12 downregulated miRNA pair and 62 downregulated
mRNA and 2 upregulated miRNA pair. Details of which are given in Table 2.

Fig. 2. a Variation of OOB errors with the number of grown trees in Random forest,
b Volcano plot depicts 242 up and 191 downregulated mRNAs

Table 1. Parameters used in the experiment

Symbol Value Description Symbol Value Description

Npar 50 Number of particles ϕ2 2 Social constant

Nitr 50 Number of iterations ω 0.9 Inertia weight

L 10 Length of a particle C 0.01 SVM C constant

ϕ1 2 Cognitive constant Nexe 30 Number of executions

3.3 Biological Significance

Biological significance analysis of the mRNAs-miRNAs pairs has been carried
out by KEGG pathway enrichment and gene ontology analysis. In this regards,
miRSystem ver. 20160502 [11] and Enrichr [9] help in finding the associated
pathways of the significant mRNA-miRNA pairs. For the gene enrichment anal-
ysis, the biological process (P), cellular component (C), and molecular func-
tion (F) hierarchies in gene ontology (GO) are considered. The most significant
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Table 3. Most significant gene ontology terms concerning selected genes for biological
process (P), cellular component (C), and molecular function (F) obtained through
enrichment analysis via Enrichr [9]

Term P-value Genes

GO Biological
Process (P)

Cellular iron ion
homeostasis
(GO:0006879)

3.68e–05 HEPH, ABCB7,
GDF2, CYBRD1,
FTL

N-
acetylglucosamine
metabolic process
(GO:0006044)

5.16e–05 CHST6, CHST7,
CHST5

Sulfur compound
metabolic process
(GO:0006790)

9.36e–05 CHST6, CHST7,
CHST5

Positive
regulation of
cyclin-dependent
protein serine
(GO:0045737)

4.64e–04 CCNT2, CCND2,
CCNT1

Negative
regulation of
cytoplasmic
translation
(GO:2000766)

8.66e–04 CPEB3, CPEB2

GO Cellular
Component (C)

Cyclin/CDK
positive
transcription
elongation factor
complex
(GO:0008024)

1.60e–03 CCNT2, CCNT1

Messenger
ribonucleoprotein
complex
(GO:1990124)

1.60e–03 CPEB3, CPEB2

Golgi membrane
(GO:0000139)

1.66e–03 EXT1, CDC42,
GALNT6,
CHST6, CHST7,
HACE1,
GNPTAB,
EDEM1, CHST5

CCR4-NOT
complex
(GO:0030014)

6.59e–03 CNOT6L,
CPEB3

Neuron
projection
(GO:0043005)

1.36e–02 CALB2, CDC42,
CPEB3, CPEB2

continued
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Table 3. continued

Term P-value Genes

GO Molecular
Function (F)

N-
acetylglucosamine
6-O-
sulfotransferase
activity
(GO:0001517)

1.53e–05 CHST6, CHST7,
CHST5

7SK snRNA
binding
(GO:0097322)

8.66e–04 CCNT2, CCNT1

mRNA 3’-UTR
AU-rich region
binding
(GO:0035925)

2.55e–03 CPEB3, CPEB2

Transforming
growth factor
beta receptor
binding
(GO:0005160)

2.87e–03 GDF11, GDF2,
GDF7

Translation
repressor activity,
nucleic acid
binding
(GO:0000900)

3.10e–03 CPEB3, CPEB2

GO terms, with lowest p-values (< 0.001) for the biological processes (P) asso-
ciated with mRNA data are cellular iron ion homeostasis (GO:0006879), N-
acetylglucosamine metabolic process (GO:0006044), sulfur compound metabolic
process (GO:0006790), positive regulation of cyclin-dependent protein serine
(GO: 0045737), negative regulation of cytoplasmic translation (GO:2000766),
etc. Significant top 5 gene ontology terms concerning selected genes for biologi-
cal process (P), cellular component (C), and molecular function (F) are reported
in Table 3. This table also includes a list of associated genes corresponding to
each ontology term. Association of the obtained mRNAs with different biolog-
ical pathways has been identified by KEGG pathway enrichment analysis. It
has been observed that significant mRNAs are associated with many KEGG
pathways. Among them, only 10 significant pathways with lowest p-values are
presented in Table 4. For this analysis, 98 upregulated mRNA and 62 down-
regulated mRNA are considered. Overall, the results signify the importance of
selected mRNA-miRNA pairs.
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Table 4. Top 10 KEGG pathways associated with the selected up and downregulated
mRNAs

Term P-value Genes

TGF-beta signaling
pathway: hsa04350

0.0040 ID4, ID3, BMPR1B,
GDF7

Signaling pathways
regulating pluripotency
of stem cells: hsa04550

0.0049 FZD3, ID4, ID3,
BMPR1B, FGF2

Salivary secretion:
hsa04970

0.0050 BST1, GNAS,
ADCY2, ATP2B2

Pancreatic secretion:
hsa04972

0.0065 BST1, GNAS,
ADCY2, ATP2B2

Mineral absorption:
hsa04978

0.0071 HEPH, CYBRD1, FTL

Retrograde
endocannabinoid
signaling: hsa04723

0.0077 GRM5, CNR1,
ADCY2, GABRE

Dorsoventral axis
formation: hsa04320

0.0182 CPEB3, CPEB2

Rap1 signaling
pathway: hsa04015

0.0238 CDC42, CNR1, GNAS,
ADCY2, FGF2

Phospholipase D
signaling pathway:
hsa04072

0.0253 GRM5, GNAS,
ADCY2, GAB2

Adrenergic signaling in
cardiomyocytes:
hsa04261

0.0277 GNAS, CACNA2D2,
ADCY2, ATP2B2

4 Conclusion

In this paper, the integrated analysis of mRNA and miRNA expression data iden-
tified a number of mRNAs and miRNAs that are differentially expressed in con-
trol and tumor samples. For this analysis, random forests is used as initial feature
selector. Thereafter, with the help of particle swarm optimization and support
vector machine classifier, the proposed method is optimized to have best sets
of mRNAs. In addition to that, functional miRNA targets of selected mRNAs
are also identified for the expression data of Kidney renal cell. Finally, differ-
entially expressed mRNA-miRNA pairs are prepared. These selected mRNA-
miRNA pairs are proven to be relevant according to gene ontology and pathway
analysis tools. Hence, these mRNA-miRNA pairs are the potential biomarkers
for the kidney renal cell cancer type. In conclusion, this analysis is proven to be
helpful for the joint mRNA-miRNA biomarker identification and could also be
used as miRNA marker [3,16] and gene selection [2].
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1 Introduction

Development of enterprise system or invocation of remote method over network in
service oriented architecture (SOA) paradigm provides a flexibility scope to the soft-
ware practitioner, researchers as well as users. It supports atomic or aggregation of
multiple services to perform a specific job or consolidated task that represents the
overall process of business logic (BL) [1, 2]. Among the grooming techniques for
execution of service oriented computing (SOC), web service (WS) is gaining com-
paratively more importance. Vidura et al. and Tang et al. had defined it as “software as
service that supports interoperable execution of platform with de facto standard of
interaction for distributed computational system” [3, 4]. Cunningham et al. stated that
“Due to their decentralized, loosely coupled and highly interoperable architecture,
multitier web applications have become the primary solution for business integration
and collaboration problems such as e-commerce web sites” [5]. The widespread
imposing of such system for critical service execution, the study of failure during
massive requests is necessary for overall communication in between client and service
tiers. Reliability on the other hand is the probability that the service will respond
properly within the exposure period of its execution. While dealing with reliability, the
focal point is on failure nature of the service. In our previous work, we had presented
some aspects of performance that is usually associated with such a system [6–8]. In this
paper, a novel reliability evaluation framework is introduced. It presents a thorough
analysis considering the massive load of end users over the service execution.

2 Related Work

Reliability evaluation of WS has been carried out by many researchers for years. Their
studies solely focus on model representation and implementation. However, the authors
had presented performance results of such a system but there is a lack of study for the
reliability of a multi service multi functional SOC for heavy load of consumers [8–10].
In the year 2004, Tian et al. had presented an approach for evaluating the reliability of
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web-based software by using recorded web server log records [11]. The approach was
for two existing websites. They established that by monitoring and analyzing the log
records, defects can be extracted which in turn can be fixed to gain the quality of the
web-based software. In 2007, Murlewski et al. had discussed an approach for testing
the web-based system by using JUnit framework [12]. They also had stated that proper
software testing and analyzing the performance metrics can enhance the quality aspects
of such system. However, the study lacks reliability evaluation of such system. The
theoretical analysis of the experimental arrangement is also omitted. In 2011, Kalita
et al. had explained a methodology for implementation and comparative performance
investigation of a web-based application using Microsoft .Net and Java technique
separately [13]. They carried out a feasibility study of such a work for stability,
scalability, and efficiency by load and stress testing. However, that study also lacks of
reliability evaluation of such a system. In 2013, Janevski et al. had presented a
framework for modeling the reliability of the web-based system for heavy-tailed
workload from the perspective of user and service view [14]. The emphasis was given
on handling loads in terms of consumer session that influences the reliability in serving
incoming web request. In 2014, Oliveira et al. had presented a system for WS com-
position and evaluated the QoS metrics during run time [15]. The study had focused on
fault tolerance technique in SOA based paradigm to enhance the availability and
quality aspects of service. In 2017, Medhi et al. had presented a study on deployment of
an e-ATM WS in .NET framework with different experimental constraints [16]. The
emphasis was given on the study of some key metrics that imputes the quality of such
implementation approach. However, the reliability evaluation of such deployment
against massive consumers was omitted. The present work is novel from the previous
work as emphasize is given on the execution of multi function multi-WS instead of
single function single WS. The study is incorporated with multi-WS as respective
business organizations utilize multiple WS that execute together for functional delivery
to end users.

3 Key Objectives and Methodology

The objective of the proposed work is to study an insight about the failure and relia-
bility aspects associated with the SOC-based system that can be expected when
deployed in Apache Tomcat web server in one hand and Internet Information Service
(IIS) on the other. The SOC-based system is developed considering the features of Java
Application Programming Interface for Extensible Markup Language based WS
(JAX-WS) and Microsoft Web service Communication Foundation (WCF) technology
for necessary computational implementation. The JAX-WS and Microsoft WCF are
deployed due to its popularity and adaptability nature over web. The reliability is
estimated for different stresses of simultaneous users that can invoke the WS together
for a specific time period. A prototype multiservice-based SOC is developed for the
proposed study. It is composed of client, parent, and child role with simple object
access protocol (SOAP) based WS. The execution of SOAP request and response in
between WS communication is implemented in hierarchical manner. A business logic
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(BL) method for addition of two numbers is implemented in the child WS. We have not
developed and implemented any SQL programs, as in massive level of stress, execu-
tion of SQL in server side can generate extra overhead in the SOC based system, for
which server-side resources utilization increases and additional overhead of system
failure can generate [7, 8, 13]. A virtual user (VU) test script is created by using
Mercury LoadRunner that can access the SOC-based system [17]. It passes two
parameters and displays the result of SOC-based system. The SOC-based system
deployed either with Apache Tomcat on one hand or IIS web server on the other hand
is tested for different massive levels of VUs. During the test, we monitor the number of
hyper text transfer protocol (HTTP) request made by the specific stress of VU towards
SOC-based system. Out of the total request made, the number of passed and failed
HTTP request processing in server side is also recorded. The experimental arrangement
of the system is shown in Fig. 1.

3.1 Algorithm and Time Complexity of BL Method

The following algorithm highlights the key steps for execution and development of
Client WS:

Global WS name WName; web method WMethod; operation name OName; Parameter
Y1, Y2, R; relation RL; integer Counter; Class WClass

function ExecuteChildWS (X1, X2)

1. WName: = WS_Child
2. WClass: = WS_Child
3. Y1: = X1, Y2: = X2, R: = Null
4. {WName, OName}: = MethodChildWS
5. R: = call MethodChildWS (Y1, Y2)
6. return R
7. Stop

Fig. 1. Experimental arrangement for reliability evaluation of SOC
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function MethodChildWS (Y1, Y2)
1. R: = Y1 + Y2

2. Return R

From Step 1–4, it will initialize the necessary WS name, class file, supplying
parameters along with the web method and operation name. The time complexity
(Cx) of the algorithm is evaluated. The Cx is observed to be O(1), as it will be executed
for once during the system development. Steps 5 and 6 invoke the function Meth-
odChildWS and return the response to client. The function MethodChildWS performs
necessary BL operation. For Step 5–6, the Cx is observed to be O(n), as their execution
depends upon the number of call from client WS. Hence, the overall algorithm executes
at Cx: = O(1) + O(n). Here it is observed that Cxn = O(n). As such, the overall
functional execution is linear time complexity. The input of the algorithms is the
number of supplied parameters. With increase in massive request, the number of
supplying parameter increases. As such, overall functional time execution increases.

4 Testing and Analysis

The SOC with IIS and Tomcat web server are tested separately for the consecutive VU
stress level of 50, 100, 500, 800, 1000, and 1200. The HTTP transaction pass and fail
record is monitored for each service. Different responses for each stress level are given
in Table 1. Here, the failure rate is observed at a stress level of 1200 VU for both the
service. To better understand the failure record, the statistical analysis is carried out by
considering the data sample for each service. The data sample is collected by con-
sidering a 30 repetitive test for 1200 consecutive VU. The data sample is arranged for
both SOC with IIS and Tomcat web server, respectively. The correlation of observed
failure rate and detected fault count of SOC in IIS and Tomcat web server is observed.
It is shown in Fig. 2 and Fig. 3, respectively. It validates that the fault count and fault
rate of the data sample are linear and strongly correlated. The correlation is about
90.4% and 93% for SOC in IIS and Tomcat web server, respectively. We observe the
frequency ranges through histogram as shown in Fig. 4 and Fig. 5, respectively for

Table 1. HTTP transaction history for different VU levels (FR: failure rate)

VU WCF with IIS JAX-WS with Tomcat
Pass Fail Total FR

(%)
Pass Fail Total FR

(%)

50 1613 0 1613 0 1669 0 1669 0
100 2259 0 2259 0 6774 0 6774 0
500 11,604 0 11,604 0 22,400 0 22,400 0
800 34,569 0 34,569 0 67,120 0 67,120 0
1000 41,056 0 41,056 0 82,436 0 82,436 0
1200 79,080 15,293 94,373 16 193,662 91,806 259,025 32
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each service. The highest fault count for SOC with IIS web server lies between 11,150
and 13221.5. However, it is in between 473 and 50,623 for Tomcat web server.

The histogram for SOC with IIS web server is left skewed. However, it is right
skewed for SOC with Tomcat web server. As such, the fitted distribution of fault count
is observed to be Weibull for both the services. To estimate the shape (SH) and scale
parameter (SC) of the Weibully distributed data sample, we use EasyFit version 5.6
[18]. The SH and SC is observed to be 6.19 and 12,099 for SOC in IIS web server. In

Fig. 2. The correlation of failure rate and fault count against IIS

Fig. 3. The correlation of failure rate and fault count against Tomcat
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Fig. 4. Histogram of observed HTTP request failure against IIS

Fig. 5. Histogram of observed HTTP request failure against Tomcat
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case of SOC in Tomcat web server, it is 0.69 and 63,879. The Weibull CDF of each
fault count (Fc) is calculated by using Eq. 1 as defined elsewhere in [19].

CDF ¼ 1� exp �Fc=SCð ÞSHf g ð1Þ

4.1 Reliability Aspects

The Weibull distribution reliability metric (R) is evaluated for each service by using
Eq. 2 [20].

R ¼ 1� CDF ð2Þ

Equation 2 is evaluated as 1-(Mean of CDF). For IIS and Tomcat web server, the
mean CDF of fault count is evaluated to be 0.5 and 0.52, respectively. As such, the
reliability of SOC with IIS web server is observed to be 0.5. That means the SOC
hosted with IIS web server will respond about 50% of its service period against a
consecutive stress of 1200 VU in one day. However, in case of SOC with Tomcat web
server, the reliability is evaluated to be 48%.

5 Results and Discussion

The interpretation of histogram shows that the population of Fc follows Weibull dis-
tribution. The correlation of failure rate and Fc for both the service is observed to be
strong in the data sample. However, the efficiency of handling massive HTTP request
for SOC with IIS web server is comparatively less than the service with Tomcat web
server. For a stress level of 1200 VU, the failure rate is 16% and 32% respectively for
SOC with IIS and Tomcat web server. However, failure rate is 0 below 1200 VU in
both the cases. As such, strong reliability is observed below 1200 VU. However, at
1200 VU stress level, the reliability of SOC with IIS web server is observed to be better
than its counterpart. It is observed that the SOC with Tomcat web server has processed
193,662 HTTP request out of 259,025. On the contrary, the SOC with IIS web server
has processed 79,080 HTTP request out of 94,373. As such, even with lower reliability,
the efficiency of SOC with Tomcat web server for handling massive request is better
than its counterpart.

6 Conclusion

This paper presents a reliability evaluation framework with experimental arrangement
and measurement for SOC with IIS and Tomcat web server. The reliability evaluation
framework is observed to be effective and applicable. The SOC with Tomcat web
server along with JAX-WS can handle more HTTP request in comparison to its
counterpart SOC with IIS web server along with WCF technology. In both the cases,
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the reliability of the service is observed to be strong up to a stress of 1000 VU.
However, for a stress of 1200 VU, although the service with Tomcat web server is
handling more HTTP request, the reliability of the service with IIS web server is
observed to be better than its counterpart with Tomcat web server. It is observed that
the overall efficiency and capacity of Tomcat web server along with JAX-WS for
processing massive request are better than its counterpart. However, both services can
be used for execution of BL through SOC. The overall assessment highlights some
insights for deploying such services. However, such reliability trade-off should be
compared with other methodology so as to identify the factors responsible for
degrading the reliability.
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1 Introduction

1.1 Wireless Sensor Network

Wireless sensor network (WSN) is a network of sensors [2], deployed in an area of
interest for sensing various measurable parameters from the environment, upon ana-
lyzing which pivotal quality environmental decisions can be initiated. It is a rapidly
emerging technology and is used in several applications, such as environment moni-
toring, military, medical systems, and many more [3]. The sensor nodes present in
WSN are energy and resource constrained and have several other limitations, such as
storage capacity, limited processing speed, and less communication bandwidth.

The sensor nodes organize themselves into different types of network infrastructure
and collect information of their interest [4]. For efficient energy utilization, the sensed
data in the network must be considerably reduced without compromising much with
data integrity.

Thus, in WSN, there is a need of data fusion or data reduction technique which can
reduce the amount of data sent to the base station, which can reduce the energy-related
burden on the network and can increase the network life time.

1.2 Data Fusion in Wireless Sensor Network

Data fusion in WSN aims at eliminating the overhead of transmitting the redundant
data, leading to reduction in transmission energy requirement which would conse-
quently increase the life time of the sensor nodes [5]. Before sending the sensed data to
the base station, the node reduces the volumetric burden of the data. This technique is
very crucial in the WSN as it enables nodes to send fused data directly to the base
station.

A WSN has nodes with variable energy level. The energy level of a node may be
taken into consideration while assigning various responsibilities. Nodes with higher
energy level should be selected as candidate for the role of cluster head and should
perform data processing and onward communication whereas nodes with lower energy
level should be engaged in sensing parameters from the proximity [6]. This would
greatly increase the lifetime of the network through effective energy management.
Further, an effective fusion based data aggregation would minimize energy
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consumption by reducing the communication load between the cluster head and the BS.
The overall performance of a hierarchical architecture can be improvised by imple-
menting such strategies [7].

2 Literature Survey

Izad et al. [8] introduced a fuzzy-based data fusion approach for WSN with the aim of
increasing the QoS while reducing the energy consumption of the sensor network.
Further, only true value is distinguished and aggregated, thereby reducing the burden of
processing the entire data at the sink. The proposed technique is also able to eliminate
redundant data and consequently reduce energy consumption thus increasing the net-
work lifetime.

Jayasri et al. [5] proposed the need for energy efficient data fusion. They have
presented the overview of current challenges in the WSN, where it has been found that
approximately 70% energy is consumed by data transmission; hence data transmission
should be optimized in WSN for maximizing the lifetime of network. Data transmis-
sion can be optimized only with the help of effective protocol and effective ways of
data fusion (aggregation). Various techniques of data fusion along with their advan-
tages and disadvantages have been elaborately discussed.

Maulik et al. [3] discussed several data reduction methods to save energy in WSN.
It is articulated that the data reduction helps in removing unnecessary data while
transmission, which helps in saving energy and increasing the network life time. There
are various data-driven approaches for the same, which includes data reduction by data
compression, data prediction, and in-network processing. Other methods include
adaptive filter based, tree based, cluster head based, data stream based, and hybrid data
reduction.

Mashere et al. [9] presented a data reduction technique for WSN, which uses
throttling techniques to reduce the data transmitted to the base station. This is done to
minimize the energy consumption of the network. The scheme used is controlled duty
cycle, capable of increasing the routing fairness, which in turn increases the network
lifetime. The data reduction algorithms used are threshold level sampling and adaptive
level sampling.

Zhang et al. [10] took into account the power consumption of WSN and reliability
of the transmitted data and proposed a data fusion algorithm. The algorithm is based on
the time-driven network data aggregation along with the scheduling and batch esti-
mation of the sensor nodes. The proposed algorithm deals with the sensor nodes state,
where some of them are put to sleep mode, while others are scheduled in cluster. The
data fusion mechanism is achieved by the batch estimation.
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3 Proposed Solution Strategy

The proposed data fusion technique aims at solving the problem at cluster head level,
where cluster heads perform aggregation on the received raw data and send it to the
base station. Performing aggregation function such as Min, Max, Sum, Average,
Count, and Standard Deviation over cluster head causes significant energy wastage.

Considering the energy efficiency of the routing protocol, the overhead on the
aggregators and the cluster heads will be reduced with the proposed technique. The
sensed information from the sensor nodes will be transmitted to the aggregators ini-
tially by truncating the lower nibble of the data. The cluster head will plunge the higher
nibble of last data into the lower nibble of the incoming data. Thus, this will reduce the
size of the transmitted data in the network and in turn will also reduce the data traffic in
the deployment area (Fig. 1).

Proposed Algorithm:

i. Let total number of nodes be N, where the number of cluster heads elected in the
entire network is 3.

ii. The remaining nodes are N−3 (Assuming all the sensor nodes need to send some
data). Suppose, each cluster head contains equal number of sensor nodes as its
members. Therefore, number of cluster members of each cluster head is (N−3)/3.

iii. Suppose, each cluster head contains equal number of sensor nodes as its members.
Therefore, number of cluster members of each cluster head is (N−3)/3 (Fig. 2).

Step 1.1: Region level data fusion 

Step 1.2: Forwarding the reduced sized packet to the next level 
region 

Step 1: Design an efficient data fusion technique  

Fig. 1. Flow diagram

Base Station 

Cluster Heads 

Cluster Members 
(N-3)/3 

Fig. 2. Data transmission from cluster members to cluster heads
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iv. All (N−3)/3 sensor nodes will send their data to their respective cluster head,
where proposed data fusion will take place.

v. If (N−3)/3 is even, the number of data left with the cluster head after data fusion
will be the half of the actual data, i.e. (N−3)/6.

vi. If (N−3)/3 is odd, then
N�3ð Þ
3 � 1 data will become half. However, the (N−3)/3rd

data will remain as it is and will be sent to the base station will its full byte data
(Fig. 3).

vii. For example, the data to be transmitted from a sensor node to the aggregator is the
number 50.

4 Inferences

The simulation of the proposed data fusion technique has been carried out by the
Castalia (Version 3.2) framework of Omnet++ IDE (Version 4) (Table 1).

The simulation was done taking into consideration 50, 100, 150, and 200 nodes and
various parameters were assessed (Table 2 and Fig. 4).

The binary representation of 50 is: 110010 
1 1 0 0 1 0

      Truncating the lower nibble of the binary data 
The transmitted binary data: 

1 1 0 
      Truncated bits of the data 
Let the old data present with the aggregator be 60 (111100) 

1 1 0 1 1 1
            Plunging the higher nibble of 60 

Fig. 3. Working of the data fusion technique

Table 1. Simulation parameter

Parameter Value

Network area 100 m � 100 m
No. of nodes 50, 100, 150, 200
Initial energy of the nodes 0.5 J
ETX 50 nJ
ERX 50 nJ
Epsilon fs 10
Epsilon mp 0.0013
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It can be inferred from the above that the energy consumption for the data trans-
mission in the proposed data fusion technique is relatively lower than compared
LEACH without the use of the proposed data fusion.

The second parameter assessed was network layer packet size (Tables 3 and 4,
Figs. 5, and 6).

Table 2. Consumed energy

Number of nodes Energy consumed (in Joule)
LEACH without DFT

Energy consumed
(in Joule)
LEACH with DFT

50 55.7 55.5
100 57.4 56.5
150 53.9 53.1
20 58.2 54.8

Fig. 4. Consumed energy assessment for data fusion

Table 3. Network layer packet size

Number of nodes Network layer packet size (in bytes)
LEACH without DFT

Network layer packet size
(in bytes) LEACH with DFT

50 149 147
100 75 75
150 107 103
200 18 10
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It can be inferred from the above that there is a comparative increase in the
application level latency due to the extra time taken to fuse the data.

Two Sample t-Test:

A t-Test with two samples is used for testing the difference between the samples when
the variances of two normal distributions are not known. It is appropriate to run t-Test
when sample size <30 and the samples are independent to each other (Table 5).

Consider a null hypothesis (Ho) = the proposed data fusion technique with LEACH
is not better than LEACH without data fusion technique.

Since the performance of the proposed technique (LEACH with DFT) needs to be
compared with respect to LEACH without DFT, the statistics values are not calculated.
Thus, specified as NULL. Here, the t-statistics value is less than the t-critical value, the
null hypothesis (Ho) is REJECTED. Hence, the performance of the proposed data
fusion technique with LEACH is better than LEACH without the data fusion technique.

Table 4. Latency

Number of
nodes

Latency (in ms) LEACH without
DFT

Latency (in ms) LEACH with
DFT

50 21 98
100 49 101
150 5 6.5
200 65 69.5

Fig. 5. Network layer packet size
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5 Conclusion

The ability of WSN depends on how effectively and efficiently the information is
conveyed to the base station from the cluster heads with an eye on efficient processing,
preserving data integrity as well as reducing transmission load. As energy requirements
are mainly attributed by these prominent factors. Research initiatives may be directed
toward devising more able techniques in these three aspects. This research initiative
puts forward an effective data fusion technique to reduce the transmission load in the
entire network. Comparative assessment concluded that the proposed technique stands
tall. The ability of the proposed technique was also supported by the findings of t-Test.
However, increase in the application level latency was observed because of data fusion.

Fig. 6. Latency (in ms)

Table 5. t-Test for network layer packet size

LEACH with DFT LEACH without DFT

Mean 83.75 87.25
Variance 3295.58 3049.58
Observations 4 4
Hypothesized mean difference 0 NULL
Df 6 NULL
t Stat −0.09 NULL
P(T � t) one-tail 0.47 NULL
t-Critical one-tail 1.94 NULL
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6 Future Scope

The proposed work can be further extended to a better data fusion technique capable of
reducing the application level latency to some extent.
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1 Introduction

Power system is an electrical network to generate, transmit, and distribute the electrical
power as one deployed in the various utilities to supply electricity. The system faces the
problem of continuous supply of generation as input for matching the varying demands
of load at minimum utility cost. This problem can be solved by maintaining the
frequency of power system within a certain threshold value. The interlinked power
system is divided into three units, viz., first is generation system, second is the
transmission system, and the third one is the distribution system. The generators are
referred to as power system control area. The smooth and economical running of
interlinked power generation and distribution system depends hugely on the multiple
layers of Automatic Generation Control (AGC) which makes sure that the generator
output units follow as per the demand of electrical load. As the load changes in the
system in continuous manner, generation is adjusted automatically according to the
load to keep frequency to its nominal value. This is known as Automatic Generation
Control (AGC). AGC works on the feedback system which is an error signal response
[1–3]. These responses depend indirectly or directly on the various properties of the
dynamics of governor and turbine incorporated in the power system. Here, we consider
that the magnitude of transient frequency deviation should be minimum for the mag-
nitude of load change. The individual generators present in the control area should
share the total load for optimum economy of operation of system. If it is not required to
maintain the frequency constant in a system, then the operator is not required to change
the setting of the generator. But if constant frequency is required, the operator can
adjust the velocity of the turbine by changing the characteristics of the governor when
required. If a change in load is taken care by two generating stations running in parallel,
then the complex nature of the system increases.

Economic load dispatch mechanism does a very important function of minimizing
the overall operating expenses of total load demand in case of any power system by
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regulating participation factor of each power generation unit [4]. Participation factors of
power unit may be defined as the variation level of single power unit’s output according
to variation in complete power generation of each control system area of power system.
The total generation is being controlled so as to meet the specified frequency error
requirements but we have no control over the division of load among the generating units
[5]. Hence, some of the generators might be commanded to generate more than their
rating may permit. Thus, the main concern in our work is to solve the disparity problem
of load produced and load demand, while maintaining the frequency up to a certain
threshold limit. The speed governing mechanism employed in each generating unit
maintains the constant speed of generators units by regulating the input supply of primary
movers with respect to the control error frequency [6–8]. Also, the economic load
dispatch acts as the cost minimizer for varying demand of loads. Economic load dispatch
aligns the participation factor every minute to reduce the overall generation cost while
load frequency control aligns the generation output every time.

This paper is organized as follows; in Sect. 2, problem of Load Frequency Control
(LFC) with coordination of Economic Load Dispatch (ELD) is described. In Sect. 3,
the mathematical modeling of interlinked power system is discussed. In Sect. 4, a detail
of various algorithms of optimization methods investigated in our work is described.
Lastly, in Sects. 5 and 6, comparison of the results obtained on two different test
systems is discussed and the most effective method is recommended.

2 Problem Identification

There are two important parts in this work; one is to keep the frequency value low
keeping the power value low and second is to keep the economics low. When the value
of speed is decreased the error signal becomes smaller. One of the ways to regain the
speed or frequency to its actual value is to add an integrator. This integrator will
monitor the average error and overcome the offset. In an interlinked power system [9],
the work of Automatic Generation Control (AGC) is to distribute the load among the
systems, stations, and generations to achieve maximum economy of scale and maintain
uniform frequency [10]. The task of coordination can be accomplished by designing the
power units according to economic load dispatch. The logic of designing the power
units as per economic load dispatch provides the information about the load sharing of
total load demand for each power generating unit according to their economics. This
idea provides the general view of each unit’s participation share which may be called
the participation factor for each unit [11].

3 Mathematical Modeling

In this work, we have adopted a sequential approach. First of all, a model of load
frequency control is built using the MATLAB platform in SIMULINK. Then, different
algorithms are applied in order to minimize the frequency response and to get the value
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of optimum frequency. A model of economic load dispatch is built to get the value of
participation factors. These values are then fed into the load frequency control system.
Now, our system becomes a coordinated system comprising of load frequency control
and economic load dispatch [12]. The various algorithms are applied to get the optimal
value of frequency with economic load dispatch. In this work, model of the single
control area and double control area are designed and simulated. The single-area
system is designed with hydrothermal and gas power system and in two-area system,
the first area is designed with hydrothermal and gas power system and second area is
designed with hydro and thermal power system. The proposed control area used in this
system comprises of many power producing units of various heavy input sources such
as hydro, thermal based, nuclear based, gas based, etc. [13]. We know that the sum of
participation factors of each unit will result in unity for each control area. While
performing calculations involving economic load dispatch, if the total power generation
is equal to the sum of the current unit generation, then this will be assigned as the base
point generation (Pibase). If any difference in load occurs from the base point genera-
tion, then that load will be distributed among each individual power generating units or
generators using system participation factor. If the total deviation in load of the system
is denoted by DPD, then change in generation of each individual unit is represented as
shown in (1), (2) and (3).

DPGi ¼ Pfi � DPD ð1Þ

Pides ¼ DPGi þPibase ð2Þ
Xn
i¼1

Pfi ¼ 1; ð3Þ

where PGi is stepwise change from the base point generation of the individual unit
DPGi is incremental change from the base point generation other individual unit
Pfi participation factor for ith unit and i = 1, 2, 3, … n
Pides expected output from ith unit.

For calculating the participation factor of each generating unit, theories of ELD
have been used.

The schematic diagram of proposed single-area interlinked power generation and
distribution system which consists of thermal energy, hydro energy, and gas energy is
shown in Fig. 1. Control error of frequency is calculated and its value is fed into the
ELD to calculate the participation value of each unit. The change in electric load in
power system is sensed and propagated back to the area control error, thus, it regulates
the frequency of power system. Figure 2 represents the schematic diagram of two-area
system which includes thermal, hydro and gas sources of power and their connections
which include area control error, participation value from ELD, tie line, and their
connection with power system.
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4 Optimization Techniques

The primary goal to formulate the required objective function is to minimize the error
response signal to improve the system stability, i.e., difference between the output and
desired output. Error performance criteria are being applied for reducing the frequency
error by implementing a PI controller. The integral error value is widely considered as a
good quality measure for performance of system. The following are some most widely

Fig. 1. Schematic diagram of single-area interlinked power system

Fig. 2. Schematic diagram of two-area interlinked power system
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used criteria based on the integral error value for a step set point or disturbance system
response and integrated square of the error is given by (4).

IAE ¼
Z1

0

eðtÞj jdt; ISE ¼
Z1

0

eðtÞ2dt; ITAE ¼
Z1

0

t eðtÞj jdt ð4Þ

The following optimization techniques are implemented in our work to minimize
the error by above mentioned criterion. Best controller can be designed by selecting its
parameters such that any of the above performance criteria is minimized.

4.1 Genetic Algorithm

Genetic algorithm (GA) method is based on the evolution theory of species and the
ability of the fittest species to survive in adverse conditions. This algorithm guides the
search of optimal solution through the solution space using natural selection of species
and genetic operators such as crossover and mutation. This method is extensively used
for improving the required optimal solution of the certain predefined problem space
which is usually based on the searching solution via experimental operations in
genetics and biological range of the system [14, 15]. The objective function for genetic
algorithm is specified by recital parameters of the given problem space. The power
system control strategy is similar to fulfill the group of criterion of some specified
calculable parameters and the power generation and distribution system dynamics
performance factors which specify the overall functional performance like peak time,
settling time, steady-state error, etc.

4.2 Ant Colony Optimization

This technique was developed by Dorigo and his assistants in early 1990s. Ant colony
optimization (ACO) is developed on the basis of the cooperation behavior of actual ants
in their colonies. This behavior of ants in colonies enables them to find the shortest
possible paths from their home to possible locations of food. This behavior of ant
colonies is used to predict the behavior of artificial ant colonies which is used to get the
most approximate solution of any discrete optimization problem, continuous optimization
problem and any important problem of load balancing, frequency control, economic load
dispatch, etc. This algorithm mimics the wandering and feeding behavior of ants. In this
behavior, in order to develop the no direct communication among the ants, they secrete a
chemical substance called pheromone trails, and this chemical enables them to discover
the shortest possible path between their nests and their foods [16]. This behavior char-
acteristic is used in ant colony optimization algorithm, which is used to find the
approximate solution of any discrete optimization problem.

4.3 Firefly Algorithm

Firefly algorithm (FA) is biologically inspired technique which is developed on the
biological conduct of fire fly. Firefly flashes light in the night with the help of
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bioluminescence mechanism. This light has certain rhythm or pattern which is unique
for a specific species of fire fly. This pattern of light can be used to formulate the
objective function of any optimization problem [17]. This behavior provides the
foundation ground of firefly algorithm.

4.4 Harmony Search Algorithm

This method is based on the music harmony. Music composers compose the harmony;
they use various pitches stored in their memory which can be used to formulate an
objective function using various inputs (pitch combinations) to optimize the problem
(perfect harmony). Harmony search (HS) method inspired by harmony improvization,
it has two distinct operators, one is harmony memory considering rate (HMCR) and
another one is pitch adjusting rate (PAR) [2]. These two operators are used for gen-
erating and further mutating a solution, respectively.

5 Results and Discussions

The simulation of interlinked power system is done using MATLAB platform .The
frequency response of single area system obtained by using all the four aforesaid
optimization techniques is shown in Fig. 3.

Four optimization techniques namely genetic algorithm, firefly algorithm, ant
colony optimization, and harmony search algorithm are implemented in order to get the
optimized frequency deviation. A comparison is done among the four techniques using
different criteria such as integral square error, integral average error, and integral total
average error criteria for a single area system which is depicted in Table 1.

For a two area system, the results obtained for the values of Kp and Ki by all the
optimization techniques is shown in Table 2 and the comparision of the frequency
response is shown in Fig. 4.
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Fig. 3. Comparison of different optimization algorithm for single-area system
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Table 1. Comparison of FA, ACO, GA and HS algorithm based on ISE, IAE and ITAE criteria
for single-area system

Optimization algorithm PI PI error Kp Ki

GA ISE 0.026 0.99 0.99
IAE 8.23 1 1
ITAE 12.5 1 1

HS ISE 0.056 0.765 0.632
IAE 8.23 0.99 0.99
ITAE 9.12 1 1

ACO ISE 0.012 0.876 0.546
IAE 2.13 0.99 0.99
ITAE 4.67 1 1

FA ISE 0.001 0.003 0.01
IAE 0.045 0.99 0.99
ITAE 0.076 1 1

Table 2. Comparison of FA, ACO, GA and HS algorithm based on ISE, IAE and ITAE criteria
for two-area system

Optimization algorithm PI PI error Kp Ki

GA ISE 0.026 0.99 0.99
IAE 8.23 1 1
ITAE 12.5 1 1

HS ISE 0.056 0.765 0.632
IAE 8.23 0.99 0.99
ITAE 9.12 1 1

ACO ISE 0.012 0.876 0.546
IAE 2.13 0.99 0.99
ITAE 4.67 1 1

FA ISE 0.001 0.003 0.01
IAE 0.045 0.99 0.99
ITAE 0.076 1 1
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6 Conclusion

The results are obtained by simulation of interlinked power system based on both
single- and two-area system under dynamic load conditions with varying frequency.
Power system is coordinated with automatic generation control (AGC) and economic
load dispatch (ELD) to optimize the load variation by minimizing frequency deviation.
Four optimization techniques are used and compared based on different criteria. The
technique showing least error is described as best method in this scenario. Here, the
observations show that firefly algorithm gives the optimum result in both the cases as
the values of integral square error, integral average error, and integral total average
error obtained among all the methods are the least; so it can be suitably applied in order
to minimize the frequency deviation. Further, the results of ACO, HS, and GA are also
compared. This work can also be extended to three control area power system to
optimize fluctuating load demands and to improve the quality of power supply in
different circumstances.
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1 Introduction

A skin ulcer is a collective representation of a heterogeneous mixture of granu-
lation, slough and necrotic tissues. The clinician does wound assessment using
simple visual grading and spatial measurement. However, more accurate wound
assessment could be achieved by accurate segmentation of target region (ROI)
and also the precise classification of all tissues within it. Therefore, colour and
textural features are the most important deciding parameters for dermatological
evaluation [1]. Most of the studies in the literature for computer-aided wound
diagnosis have evaluated the wound using photographs captured using the hand-
held digital camera. Moreover, the colours in the images vary significantly due
to the influence of varying background and camera models. Therefore, it is diffi-
cult to obtain an identical image from different camera models in heterogeneous
lighting conditions. Since colour plays a critical role in wound evaluation, the
attention is needed in the study of colour correction for the acquired digital
wound images.

Pereira et al. [2] and Molnar et al. [3] recommended the colour correction
and normalization in wound image analysis. However, colour correction was
neglected, since homogeneous illumination was practically unrealizable [3,4].
In few studies, pre-calibration methods were used for captured digital wound
images. Wannous et al. [4] have proposed a standard 24-bit Macbeth colour
checker for calibration of wound photographs. Plassmann and Jones [5] used a
standard white patch which was placed besides the ulcer. The image was cap-
tured which included a white patch at the background and a wound region.
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The white balance was estimated using the placed white patch. Haeghen et al.
[6] have introduced a 24-bit colour pattern to standardize wound image capture
protocol. Pereira et al. [7] have also used colour patches and rulers to facilitate
colour normalization and calibration. Perez et al. [8] attempted another colour
calibration method, where a small white ruler was placed beside the target region
for colour calibration.

It is evident from the literature that colour correction is a vital step for an
accurate wound image evaluation. Most of the studies either use a white patch
or 2–24-bit colour calibrator for colour alteration. The intent of this explorative
study is to evaluate the performance of the existing colour correction models
to select the best correction methods which performed closely with the manual
colour checker. Twelve colour correction methods and their performance evalu-
ation for best colour homogenization method selection using ten image quality
metrics are described below.

2 Materials and Methods

2.1 Notations

The following notations are being used throughout this paper:

• f(X) denotes original image where X is image matrix and p is pixel value.
• (P,Q) denotes the size of an image and c indicates a colour channel.
• e denotes the light source estimate and k is incident light constant.
• w denotes a weighted factor and K is an averaging kernel.
• R is the reference image obtained using 24-bit colour checker and O is the

test image obtained from colour correction methods.

2.2 Chronic Wound Sample Image Database Development

The sample images were taken from Midnapur Medical College and Hospital,
India (MMCH). Institutional ethical clearance was taken for this study. The
images were acquired using multiple digital cameras in a hospital setting. The
images were grabbed with and without flash to get variations in illuminations.
Each raw image has a size of 4320 × 3240 pixels; however, the images were
rendered conveniently to get maximal ulcer area with the minimum background.
During Sample collection, total 68 images were captured from 11 patients with
Diabetic ulcer, 24 images from 4 patients with Pressure ulcer, 34 images from
6 patients with Tropical ulcer, and 124 images from 21 patients with Surgical
wounds.

2.3 Colour Constancy

In this study total, 12 existing colour correction algorithms were evaluated for
correction of poorly illuminated original images. Each algorithm is described
below.
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2.3.1 Colour Corrected Reference Image Generation
Variability in camera model, configuration, lighting condition, etc., causes a huge
colour variation among the captured images. Therefore, illumination correction
or colour normalization is a necessary task. A 24-patch Macbeth colour checker
pattern was used to correct the colour. The colour checker was placed besides the
wound region and image was grabbed. Using a commercial calibration software
provided by colour checker manufacturer, the captured images were corrected
automatically. The generated corrected images were considered as a reference
image for the further processing. In the Fig. 1, one sample captured wound image
with Macbeth colour checker and corresponding corrected reference image is
presented.

Fig. 1. a Original captured wound image, b corrected image (ROI), c 3D surface plot
of original image, d 3D surface plot of corrected image

2.3.2 Grey World (A1)
Grey World is one of the popular and simple colour constancy methods. Here, it
is argued that the average intensity of RGB channel in the scene should be equal
[9]. Let an image have three colour channels like R, G, B. Then, a gain of red



564 M. Maity et al.

and blue channel against the green channel can be computed from the average
channel values.

Chavg =
1

PQ

P∑

i=1

Q∑

j=1

Ich(i, j);Chgain : â =
Gavg

Ravg
, b̂ =

Gavg

Bavg
(1)

O =
[
âIr(i, j), Ig, b̂Ib(i, j)

]
(2)

2.3.3 Max RGB (A2)
It estimates the scene illumination by maximum camera response to the various
colour channels [10]. The algorithm assumes that the reflectance of RGB channels
are equal and the scene surface is uniformly reflective

maxxf(X) = ke (3)

2.3.4 Grey Edge (A3)
The Grey Edge assumes that the edge difference in an image is achromatic. The
basis of the algorithm is on the observation that the colour derivative distribution
of images tends to show the largest variation in the direction of light source [11].

[∫
f(X)dx)∫

dx

]
= ke (4)

2.3.5 Shades of Grey (A4)
Shades of Grey was proposed by Finlayson and Trezzi [12]. It is a statistical
corollary of the Grey World and MaxRGB algorithm based on the Minkowski
norm. [∫

f(X)dx)∫
dx

] 1
p

= ke (5)

2.3.6 Multi-Scale Retinex (A5)
Multi-Scale Retinex (MSR) algorithm combines many single local scaled retinex
outputs to produce a single output image. The MSR enhances the image contrast
in an image having wide brightness variations [13]. MSR can be explained as

O =
N∑

n=1

wn · {log [fc(X)] − log [fc(X) ∗ Mn(X)]} , (6)

where N is the scale M is surrounding kernel of a point.
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2.3.7 Weighted Grey Edge (A6)
It is the modified version of Grey Edge algorithm in which distinct edges are
considered to enhance the performance by calculating the weighted mean of the
edges. The weights are calculated by photometric classification method [14].

(∫ ∣∣wk · fc,x(X)
∣∣p dx

)
= kec (7)

2.3.8 Colour Sparrow (A7)
Banic and Loncaric [15] used Random Spray Retinex (RSR) [16,17] to demon-
strate a solution to global white balancing and illumination adjustment for the
images. The colour sparrow estimates the global illumination using local RSR.

O =
(fc ∗ K) · p
(Rc ∗ K) · p (8)

2.3.9 Light Random Spray Retinex (A8)
It is an improvised RSR algorithm by Banic and Loncaric (LRSR) [18]. In LRSR,
the minimum number of sprays and pixels per sprays exhibits give and take
relationship between quality of the image and computational cost.

Relativeint : Cc,K(p) =
(fc ∗ K) · p
(Rc ∗ K) · p ;Finalint : Ĉc,K1,K2(p) = (Cc,K ∗ K2)·p (9)

Corrected image : O =
f

Ĉ
(10)

2.3.10 Colour Rabbit (A9)
In [19], the authors incorporate the idea of maximum response for the distance
distribution from the centre spray to the spray pixels. Here, pixel hunting is done
for getting maximum channel response.

Relative intensity change : Cc,K(p) =
(fc ∗ K) · p
(Rc ∗ K) · p (11)

Global illumination factor =
1
X

X∑

1

[CR,K , CG,K , CB,K ]T (12)

2.3.11 Colour Badger (A10)
In this methods, a Tone Mapping Operator (TMO) is introduced which converts
High Dynamic Range (HDR) image into Low Dynamic Range (LDR) image [20].
This effect can be reduced globally by minimizing the intensity gaps between the
pixels.

Relative intensity change : Cc,K(p) =
(fc ∗ K∗r

1 ) · p
(Rc ∗ K∗r

1 ) · p (13)

Final intensity change Ĉc,K1,K2,r1,r2(p) = (Oc,K1, r1 ∗ K∗r2
2 ) · p (14)
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2.3.12 Subsampled White Patch (A11)
Improvement over white patch method is suggested by Banic and Lonariac [21].
By considering the pixel or surface uniformity, only a few pixels are necessary
to represent the whole area in the image.

Fig. 2. Colour corrected images and corresponding 3D surface plots

2.3.13 Smart Light Random Memory Spray Retinex (A12)
Smart Light Random Memory Spray Retinex (A12): The authors in [22] proposed
a method for brightness adjustment and colour correction by redefining LRSR
method. The drawback of LRSR is the high computational cost due to per-pixel
operations. This drawback is overcome in the memory sprays retinex method.
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3 Results and Discussion

To perform an experiment, overall 240 ulcer images from the developed database
were considered. The calibration parameters were stored during calibration
phase. Now, using these parameters, the reference image set (colour corrected
using 24-bit colour checker) was generated. The 12 colour constancy algorithms
were also applied on the same image set to generate colour corrected image set
(colour corrected using twelve different algorithm). Finally, two sets of colour cor-
rected image were compared with each other. The performance of these methods
was evaluated using ten image quality measures. The considered image qual-
ity metrics are Mean Absolute Error (Q1), Signal-to-Noise Ratio (Q2), Peak
Signal-to-Noise Ratio (Q3), Root Mean Square Error (Q4), Structural Simi-
larity Index (Q5) [23], Multi-Scale Structural Similarity Index (Q6) [23,24],
Luminance Comparison (Q7), Contrast Comparison (Q8), Structure Compar-
ison (Q9), and Feature Similarity Index (Q10) [25]. The 12 colour correction
algorithms based on corrected image outputs are shown in Fig. 2. The com-
parative study of colour correction methods is presented in Table 1. From the
comparison results, Weighted Grey Edge illumination correction algorithms were
able to correct images with minimum error in comparison with standard colour
checker based corrected images. Therefore, Weighted Grey Edge technique could
be considered as an alternative automated colour correction method for optical
wound image colour correction.

4 Conclusion

A comparative study was made in the context of colour constancy methods where
RGB images of skin ulcers were processed in order to choose the best method
for colour correction. Although, colour checker is well-established and accurate
method of colour correction, however, the 24-bit colour checker is quite costly.
The experimental results show that, for chronic ulcer images, Weighted Grey
Edge method is the best compared to remaining colour constancy methods. It
is also evident from an experiment that algorithmic colour correction methods
imitate the reference Macbeth colourmap. In photo-dermatology, this study is
an appropriate low-cost alternative to commercially available resource-dependent
methods.
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1 Introduction

This research is about designing a scalable socio-technical method for evaluating
large e-governance systems. The design science research method [16] is mostly
used for the architectural designing of socio-technical systems. Design science
research is applicable in many different fields, including architecture, engineering,
education, psychology, and fine arts.

Researchers use design science for rigorously developing artifacts, processes,
or theories. Specific for design science research is that the starting point of inves-
tigations is a socio-technical case where people as members of organizations use
technology to collaboratively solve challenging problems [4]. The evaluation of
artifacts, theories, and processes is an important part of a design science research.
The aim of a software-architecture evaluation is to determine quality attributes,
identify potential risks, and understand the trade-off in the architecture
design [11].

Several scenario-based evaluation methods already exist such as the Scenario-
Based Architecture Analysis Method (SAAM) [14], Architecture Trade-off
Analyses Method (ATAM) [6], Scenario-Based Architecture Re-engineering
(SBAR) [3], Architecture-Level Modifiability Analysis (ALMA) [7], and Family-
Architecture Assessment Method (FAAM) [2].

Software architecture re-engineering for quality attributes is the main objec-
tive of Scenario-Based Architecture Re-engineering (SBAR) which is using three
steps for an evaluation. It supports multiple quality attributes and classifies the
scenarios in development and operational, and qualitative analysis. ALMA is
developed for evaluation of the maintenance cost, risk assessment, and compari-
son of the architecture, it is implemented in six steps and addresses the reusabil-
ity of systems. FAAM also has six mail steps, it focuses on interoperability and
extensibility of the systems [14]. Scenario-Based Architecture Analysis Method
(SAAM)which is a predecessor of ATAM is used for analysis of risk and architec-

c© Springer Nature Singapore Pte Ltd. 2018
S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
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ture suitability, its implementation includes six steps [5]. The implementation of
ATAM has seven steps [6], such as collection of scenarios, collection of require-
ments, description of the architecture, realization of the scenarios, analyses and
specification of attributes, sensitivities identification, and trade-off identification.
From the abovementioned scenario-based evaluation methods, only ATAM and
SAAM consider industry involvement that it is very important for designing of a
scalable socio-technical e-governance systems. However, a survey [11] shows that
many open problems exist in established scenario-based evaluation methods. A
full scale evaluation of architectures is very resource and time consuming, e.g.,
Patidar and Suman [11] claim that ATAM needs at least 200–400 man-hours
for the evaluation of an architecture. They give very low consideration for qual-
ity attributes like availability, scalability, maintainability, and extensibility [1]
of architectures. Existing methods require physical presence of expert groups,
customer, and users. ATAM do not use tools for communication and negotia-
tion between architecture developers, customer, and expert groups. Therefore,
the aim of this research is to design an efficient and tools supported method
for evaluation of scalable socio-technical e-governance systems. We design the
SMIS architecture based on the Afghanistan Research and Education Network
(AfgREN) infrastructure as a case in this research and implement an experimen-
tal evaluation on it. To organize the research, we answer the following questions.
How to design a scalable socio-technical method for evaluating large e-governance
systems? What systematic processes are necessary for the design and evaluation
of a scalable socio-technical system? What are the main differences between
the existing scenario-based architecture evaluation method and our developed
architecture evaluation method? The paper is organized as follows: Section 2
explores the related work. In Sect. 3, we design an evaluation process by consid-
ering the design science research method. Section 4 mentions the experiments of
the research and in Sect. 5, we conclude the results.

2 Related Work

In this research, we modify the formal Architecture Trade-off Analysis Method
(ATAM). SMIS based on AfgREN is used as a case, and the proposed evaluation
process address the evaluation of designed architectures. Design science research
method is used for research of socio-technical systems that consider both social
and technical components. It is a problem-solving paradigm that seeks to create
novel ideas, practices, technical capabilities, and products through which the
analysis, design, implementation, and use of information systems can be effec-
tively and efficiently accomplished [15]. Design science research must have a clear
contribution to the area and relevant environment. It relies on the application
of rigorous methods in construction and evaluation.

Design science research must be implemented as a research process by consid-
ering laws, internal procedure, management, and technology to solve the problem
in the relevant environment [8]. Figure 1 shows the structure of design science
research method that has three main cycles, such as relevance cycle, design



Designing a Scalable Socio-Technical Method 573

Fig. 1. Design science research

cycle, and rigor cycle. Study about application domain, design of problem solver
artifact, and stepwise evaluation are the components of the research process.
There are many different processes proposed for the application of design sci-
ence research, e.g., Offermann et al. [10] propose a three-step design process
which includes problem identification, solution and design, and evaluation. They
used hypothesis, case study, expert survey, and a laboratory experiment for the
artifact evaluation. Peffers et al. [12] propose a six-step process for the design
and evaluation of the architectures. The problem identification and motivation,
objectives of a solution, design and development, demonstration, evaluation and
communication are their proposed steps. They are not using tools for the eval-
uation, which results in a time-consuming process. Design science research con-
siders the users feedback, technical infrastructure, and relevant problems. So,
it is the most suitable research method for designing a scalable socio-technical
e-governance systems.

Evaluation is an important part of the design science research method to
analyze the designed artifact or theory [17]. Evaluation supports the claims of
the researcher and provides feedback for a further development. A researcher
analyzes the designed artifact or theory to match with the requirements of the
environment and to the expected quality attributes.
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Venable et al. [17] propose a four-step framework for the evaluation in design
science, explicating the goals, choosing a strategy or strategies for evaluation,
determining the properties for evaluation, and designing the individual evalua-
tion episode. In the first step, the evaluation of the designed architecture should
be rigorous in order to reduce the development risk and to evaluate the effi-
ciency of the software development. The second step focuses on the prioritization
of software-risk development and is followed by the evaluation of the cost and
complexity of the architecture. In the third step, the properties of the designed
architecture, including usability, security, reliability, flexibility, portability, and
interoperability need to be evaluated. Its fourth step, the evaluation, is based on
environmental constraints and priorities of the resource.

Angeline Julia et al., proposed a new environmental based architecture
evaluation method called Creative Innovative Pattern for Architecture Anal-
ysis (CIPA) that is implemented in seven steps, (1) Finding the stakeholders
demands, and technical and managerial restrictions. (2) Collect the require-
ments, prioritize and analyze the architectural approach. (3) Categorize the qual-
ity attributes relevant to the architecture (4) apply CIPA (5) create architecture
based on CIPA (6) Estimate the final result and get feedback from the client (7)
Repeat the Steps 2–5 if needed [1]. Still the procedure of collecting requirements,
analysis, and prioritizing the requirements is a complicated process in CIPA.

In this research, we use Requirements Bazaar [9] as a tool for collecting,
analyzing and prioritizing the requirements. Requirements Bazaar is an online
tool and has no limitation to time and place. The system developers add the
title of the project, list the basic expected requirements, and send the link of
the project to the target expert groups. The target groups add new require-
ments and can vote to already listed ones. Based on the Requirements Bazaar,
the system developers not only collect the requirements but can also negotiate
with large numbers of users and expert groups. In the following, we use Require-
ments Bazaar as a tool with customized ATAM for evaluation of a large scalable
e-government system.

3 Proposed Evaluation Process

In this research, we modify ATAM and design an efficient and tools supported
method for gathering quality attributes and evaluation of architectures. We were
able to decrease seven steps of ATAM to three steps by using Requirement
Bazaar with it. Figure 2 shows three main steps of the evaluation for design
science research method, ATAM and Requirement Bazaar are used in parallel in
this method. First, we implement the first ATAM workshop with policymakers,
during the same workshop we start data collection and requirement gathering
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with the Requirement Bazaar. In the second step, we implement the second
ATAM workshop with the IT expert group, in the same workshop, we start the
collection and identification of quality attributes. Third step is implementation
of third ATAM workshop with the users, in the same workshop we prioritize the
quality attributes based on the comments and votes of the users.

3.1 Requirements Gathering

Collecting proper and reliable data, supported by proper evidence, is always a
time-consuming process for researchers. Without required data, a proper design
and evaluation are not possible. In this step, we use the Requirements Bazaar
parallel with the ATAM workshops. We write the goal and properties of the
architecture, then add some functional and nonfunctional requirements, and then
share the link of Requirements Bazaar to the target expert groups. They later
add new requirements and comments, they vote on the requirements, and archi-
tecture designer can negotiate with the expert groups.

3.2 Identification of Quality Attributes

Evaluation of architecture is based on the quality attributes: Performance, mod-
ifiability, interoperability, security, scalability, data integrity, extensible, and so
on. In our proposed evaluation method, the list of quality attributes will be
based on IT experts and user preferences. In the second ATAM workshop, the
IT experts list the quality attributes, during the same workshop, architecture
designer also publishes them in Requirements Bazaar for communication and
negotiation with the target groups of IT experts and users.

3.3 Evaluation of the Quality Attributes and Prioritization

In the third ATAM workshop, we discuss the quality attributes with the users
and they can add quality attributes and requirements. At the same time, we
use Requirements Bazaar where users can vote and comment on the quality
attributes. Based on the votes and comments of the users and expert groups,
architecture designer prioritizes the quality attributes.

Furthermore, Requirements Bazaar is used for communication and negotia-
tion continuously between architecture developer, expert groups, and users dur-
ing the design of architecture and during the evaluation process. Following the
formal ATAM is compared with the proposed evaluation method.
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Fig. 2. Design science research evaluation process

4 Experiments

In order to analyze the proposed design and evaluation method, we implement
it to the evaluation of SMIS architecture based on AfgREN. Figure 3 shows that
three organizations are collaborating in this architecture, the SMIS infrastruc-
ture located in the Ministry of Higher Education (MOHE), Kabul University
(KU), and Nangarhar University (NU). AfgREN infrastructure acts as the base
for exchange of services. The broker component is brokering the services between
SMIS systems.

Fig. 3. AfgREN SMIS architecture
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The SMIS architecture based on AfgREN has three main components that
are collaborating peer to peer and are allocated in three layers including inter-
nal layer, conceptual layer, and the external layer. The internal layer is the base
and all the operations of the systems are based on it. A Legacy Management
component operates as the base of collaboration between AfgREN members. It
contents the rules, process, and organization structure. A Legacy Management
component has local process enactment engines that are wrapped as a web ser-
vice, also there exist local rules engines and local workflow management system
(WFMS). Local rule engine and local WFMS components coordinating through
a local coordinator, furthermore they produce data to pass them to conceptual
layer. The collaboration and data exchange authenticate based the on national
law, organization structure, and cross-organization accepted procedures.

Figure 3, shows the collaboration between MoHE, NU, and KU. Data
exchange between parties is based on a web service system, the system has con-
trol engine to work based on local rules and local workflow management system.
A local coordinator is required to coordinate the local rules and local workflow
management systems. After operation of local coordinator, exchangeable data
would be isolated from conceptual layer.

Focusing on the fully depicted layers in AfgREN SMIS architecture, the
conceptual layer comprises a SMIS Setup Support component, in which SMIS
services are composed collaboratively between different organizations. On the
conceptual layer of the AfgREN SMIS architecture, a pipes-and-filters pattern
facilitates establishing communication channels between the external and inter-
nal layer via the conceptual layer. This pattern provides a structure for pro-
cessing streams of heterogeneous data while filter components encapsulate each
processing step. Hence, data passes through pipes between adjacent filters from
the external layer to the internal layer and vice versa.

The translator component converts heterogeneous data formats between the
external and internal layer. Translator component has two main parts that are
translating data between internal, conceptual, and external layers. A concep-
tual external translator (CE Translator) translates data between conceptual and
internal layers to external layer and vice versa. The conceptual internal trans-
lator (CI Translator) translates date between external, conceptual to internal
layer and vice versa.

The SMIS exchange component located in the external layer, SMIS archi-
tectures exist in all collaboration parties, they synchronize each other during
setup and approval time of an SMIS exchange. It is a border component for
each collaboration party, it prevents the system from threats that may arise
from outside. The external layer contains a component for distributed SMIS
process prove, it includes a rules engine that supports the distributed SMIS
process enactment engine. The SMIS Exchange component comprises a façade
pattern that is an unified interface, which offers to a collaborating counterpart
access to a set of interfaces of a subsystem, namely the replicated components
of the external layer. Hence, this supports the interoperability between SMIS
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collaboration parties and enhances the security in a collaboration as it shields
the legacy systems behind the façade of the external layer.

For SMIS collaboration, a Broker exists in the middle in the form of a
SMIS Broker component that facilitates the rapid matching of SMIS needs with
requests of users. The SMIS Broker component uses a publish/subscribe style in
which publishers submit new SMIS services and all subscribers receive a notifica-
tion automatically. The notifier forms the central component of a star topology
where the publishers and subscribers are the leaves. The advantage of this style
in a multiparty collaboration environment with large numbers of potential SMIS
service consumers and providers has enhanced system performance because of
reduced communication overhead and an enhancement of flexibility and integra-
bility of additional national SMIS platforms. The user has access to students
profile and the systems collaborate with each others.

We held six ATAM workshops [13], four of them were implemented without
Requirements Bazaar and in two of them we used Requirements Bazaar. The first
workshop implemented in EENeT in Tartu of Estonia, the author of designed
architecture, technical manager of EENeT and two experts from e-learning cen-
ter of Estonia participated in the workshop. The second ATAM workshop took
place in Kabul University and at least 40 professors, Ph.D. candidates, mas-
ters and bachelor students and technical experts participated. Based on the
designed architecture, we selected ATAM for evaluation. The third workshop
was conducted in the e-learning board of Kabul Medical University, six member
of e-learning board participated in the workshop. The ATAM process, archi-
tecture, scenario, and quality attributes were presented and the discussion for
scenario ranking and prioritization was the result of this workshop. The fourth
workshop was implemented in Avicenna private university where participated
the 15 bachelor students in their final year who are working in industries, the
e-Testing scenarios were explored and discussed in that workshop. We held the
fifth workshop also in Avicenna private university. We gathered the relevant
experts and presented the scenarios and mapped it to the architecture. Twenty
experts participated in the workshop: the former manager of the AfgREN, pro-
fessors of software engineering from four universities including Kabul University,
Kabul Polytechnic University, Avicenna University and Kateb University, the IT
advisor of the Ministry of Higher Education of Afghanistan and the IT advisor
from the Ministry of Interior Affairs of Afghanistan, and other IT experts.

We used the Requirements Bazaar for adding comments and prioritizing the
quality attributes of the designed architecture. Sixth workshop that was part
of a seminar took place in the Rabia Balkhi private university, policymakers
and around 50 computer science students, IT expert, computer science teachers
from different universities participated in it. After the workshop a discussion
panel assigned that architecture developer, the representative of the Ministry of
Communication and IT of Afghanistan and a computer science professors partic-
ipated in the panel. We discussed around one hour and collected the comments
of other workshop participants. We found that the Requirements Bazaar make
much easier the process of the evaluation of the architecture. It can provide a
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virtual evaluator team, Based on the portal admin report AfgREN SMIS project
became the second most popular project in the Requirements Bazaar.

The result of evaluation using Requirements Bazaar shows that it makes the
process much faster, it can provide a large number of expert groups, it can pro-
vide a digital format evidence that researcher can be used for evaluation of large
and scalable socio-technical systems. The proposed design and evaluation process
are for a large scalable systems. It fulfills a large number of functional and non-
functional requirements, reduces the time and cost for requirements realization,
provides a large number of virtual expert groups, as well as, a negotiation oppor-
tunity, and architecture developers always can review the result and redesign the
architecture.

Result of formal ATAM workshops and our proposed evaluation method that
included Requirements Bazaar shows that our proposed method is more effective
evaluation method than former ATAM. It covers environment-related quality
attributes and considers the votes and comments of a large number of expert
groups.

5 Conclusion

In this research, we designed an evaluation method that can be applied for eval-
uation of large and scalable e-governance systems. It is a modified version of
ATAM that evaluates an architecture in three ATAM workshops and Require-
ments Bazaar is used in parallel with the ATAM workshops, while formal ATAM
has seven steps and is applied without any extra tools. We designed SMIS archi-
tecture based on the AfgREN as a case in this research, the proposed evaluation
method was applied for evaluation of SMIS based on AfgREN.

The result of evaluation of SMIS based on AfgREN shows that proposed
evaluation method is resource and time effective method that supports tools and
provides digitally documented evidence. With application of proposed evaluation
method, designer of architecture can share the project with large number of
expert groups. In this method, architecture designer can negotiate with the user
and expert groups in different steps of the design and evaluation process. Using
Requirements Bazaar together with the ATAM offers more opportunities for
the researcher to collect more data with documented evidence, with no physical
presence of the target expert groups and with accurate data. Using Requirement
Bazaar instead of several workshops is the most suitable method for evaluation of
architectures. However as the Requirements Bazaar is not matured enough and
that is a new project, this method also needs to be evaluated in more projects.
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1 Introduction

There is a constant demand for low-cost biopotential amplifiers among the neurosci-
entists and doctors in order to observe the neural activities in brain. Cerebral signals in
the form of EEG are one of the most important biopotential signals from the human
body which is becoming a standard practice in basic neurological research and paving
the path for neuroprosthetic applications. Recent advances in biomedical instrumen-
tation have produced very small microelectrodes (less than 4 mm2) containing hun-
dreds of recording electrodes. The next generation of neural amplifier demands the
development of systems capable of observing thousands of neurons in a single
implanted unit [1–3]. Despite advancement in biomedical instrumentation and inte-
gration of electronics, the use of EEG has been largely limited due to the inconve-
nience, cost, and inadequate results in the EEG recording technologies. In the past,
there has been a lot of work in electronics in the development of small-scale biopo-
tential amplifiers [4–14], most of them do not produce optimum results which are often
unacceptable due to high-noise levels in the recordings or consume large amount of
power thus making it unsatisfactory to be implemented for large-scale multielectrode
neural recordings. This paper describes the design, development, and testing of a
biopotential amplifier used for EEG recordings. The circuit offers the best signal–noise
tradeoff of any such amplifier reported. The amplifier is developed to record brain
signals noninvasively in the range of 0.5–45 Hz [15, 16].
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2 Methodology

2.1 System Design

The developed system is an eight-channel EEG amplifier. Signals (EEG/EOG) are
acquired from the subject through noninvasive gold (Au) electrodes. Figure 1 shows
the high-level schematic of the system. The acquired signals can be compared to a
voltage source VS ranging between ±100 µV, consisting of the required EEG data and
noise from surroundings and acquisition. The main challenge is to design the system
which is able to amplify the low amplitude EEG signal and suppress noise and
unwanted artifacts acquired. The initial part of the system is an ultra-high impedance
instrumentation amplifier that cancels the differential component of the signals and
provides high CMRR providing an amplitude gain of 152.5 to the signal. One major
problem of using instrumentation amplifier is the continued presence of unpredictable
DC drifts (in µVs) which tends to saturate the signal at some point in time. This small
DC drift if not removed will affect the signal as the amplification rate of the later part of
the circuit is very high. In order to counter the drifts, the signal is coupled to a
first-order Sallen key high-pass filter having a cutoff frequency of 0.5 Hz. On the later
stage of the system, the signal passes through a fifth-order low-pass Butterworth filter.
Butterworth filter is used for its maximally flat frequency response in its passband. The
cutoff frequency of the filter was set to 46.8 Hz with a gain of 22.2 dB to remove the
unwanted high-frequency noise and amplify the signal. The passband mainly comprises
of the information related to EEG as acquired from the subject. The output of the
Butterworth filter is passed through two twin T notch filters of frequency 50 Hz each of
second order to eliminate the power line noise from the signal (power line frequency is
50 Hz in India). The main aim of using a fourth-order notch is to increase the notch
frequency depth. Finally, the signal is passed through a 0.5 Hz high-pass filter to
remove any small DC drift associated with the signal. The final output signal is in the
range of ±1 V.

Fig. 1. Schematic of the system showing the gain and cutoff frequency at each stage

582 P. V. Tirumani et al.



2.2 Circuit Description

During the design of the amplifier, three main requirements were considered (Fig. 2
and Table 1).

1. All the signal acquired from the subject was protected from the rest of the amplifier
through the implementation of diodes.

2. Linear phase condition in the passband was achieved.

3. High common mode rejection ratio for filtering out most of the noise that is gen-
erated during acquisition.

One diode was connected between the amplifier channel and the subject in order to
block any reverse current such as electric faults surges to protect the subject. The linear
phase condition in the signal was maintained with the implementation of a fifth-order
low pass Butterworth filter. Butterworth filter is a filter designed to have as flat as

Fig. 2. Circuit diagram of one amplifier channel

Table 1. Experimental characteristics of EEG amplifier

Parameter Measured

Supply voltage ±9 V
Supply current 6 mA
Gain 91 dB
Bandwidth 44.5 Hz
Low-frequency cutoff 0.5 Hz
High-frequency cutoff 45 Hz
CMRR 100 dB
Resolution 16 bit
Channels 8
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frequency response as possible in the passband. Finally, the high common mode
rejection ratio (CMRR) was achieved by using INA 114 as the instrumentation
amplifier. INA 114 has a high CMRR in the range of 85–120 dB [17]. The signal
acquired from the body is first passed through a diode to isolate the subject from the
amplifier and to block any digital noise.

Initial Stage Amplifier

The signal is provided as inputs to the instrumentation amplifier. For this purpose, INA
114 by Burr-Brown [18] is used which is well known for its very high input impe-
dance, low offset voltage (50 µV), and high common mode rejection (CMR).

The gain of the amplifier can be written as

Av ¼ 1þ 50 � 103

Rg
ð1Þ

For our purpose, Rg was set to 330 Ω. The gain of the instrumentation amplifier
was 43.6 dB. The output of the INA 114 sometimes offers some DC drifts in the range
of 150 µV. To counter the drifts offered by the instrumentation amplifier, the output is
passed through a first-order Sallen key high-pass filter set at 0.5 Hz.

Secondary Amplification Stage

This part of the system has been made with high input impedance operational ampli-
fiers (op-amps). TL074 ICs have been used which consist of four high-precision
op-amps. This IC has been chosen for its high-precision and very low DC drift [19].

The signal is then passed through a fifth-order Butterworth filter for low-pass
filtering and removal of unwanted high-frequency bands in the signal. A Butterworth
filter offers a linearly flat response in the passband [18]. The filter offers a gain of
48.49 dB amplifying the signal without any ripple in frequencies. The signal now
contains the important EEG information devoid of unwanted high-frequency noise and
other unwanted artifacts.

Since the amplifier has to be operated in normal conditions, the signal also has a
significant amount of power line noise, i.e., noise at 50 Hz. So the amplified signal
from the Butterworth filter has to be filtered to get rid of the 50 Hz frequency noise.
The signal is filtered with two twin T 50 Hz notch active filters. The main aim of using
two notches in the circuit is to make the stop band notch deeper and remove the power
line frequency efficiently without the loss of important biopotential data. Finally, the
signal is passed through a high-pass filter of cutoff frequency 0.5 Hz to remove any DC
drift added by the op-amps. The final signal at the output varies in the range of ±1 V.
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3 Experimental Results and Discussion

The circuit was tested in two stages, in the first stage, the output was recorded for
various simulated signals and then in the second stage, the amplitudes of open/closed
eyes test are recorded. For the first stage, pure sinusoidal signals (1, 10, 20, 30, 40, 50
and 100 Hz) of amplitude ±100 µV are given to the two input terminals of the circuit,
the DRL terminal was not used for this part of the simulation. Now the output was
measured at the final stage high-pass filter and amplitude variations are recorded. These
tests are conducted to measure the linearity in the passband, the roll-off in the stop
band, the linearity in phase response and to measure the simulated power supply noise
(50 Hz sinusoidal signal).

In the second stage, the open/closed eyes test was conducted and relative ampli-
tudes were measured. The test can be conducted in both unipolar and bipolar modes. In
unipolar mode, the voltage difference at a node (say P4) with respect to a reference node
(Fpz) was recorded, whereas in bipolar mode, the voltage difference between a pair of
points like O1, O2 was measured. For our testing, the EEG signals were recorded in a
unipolar mode. The occipital lobe present at the back of the head is responsible for
visual processing and a significant change in alpha signals (EEG signals of band 8–
13 Hz) in different states of eyes (closed and open). When eyes are open, the alpha
signal amplitude is low and in the closed state, the alpha signals are more prominent
[20]. To measure this, a subject with healthy brain activity was chosen and the positive
input electrode was put on the scalp at either O1 or O2 position (say O1) of the subject
and the negative input electrode was placed on the Fpz of the subject, the reference
node. The DRL electrode should be placed on the subject’s mastoid (the temporal bone
of skull behind the ear) to drive the body with common mode signal [21]. Proper care
was taken to ensure that the electrodes remained in electrical contact with the scalp
using conductive gel. It was also ensured that electrodes do not slide or change position
during the course of recording. Now after asking the subject to relax for 5 min, he/she
was asked to keep eyes open and closed alternatively for periods of 10 s on the
command of the experimenter. Figure 3 represents the recorded signal consisting of the
alpha rhythm activity in open and closed eyes state.

The frequency response of these signals was taken to detect the peak in alpha range
(8–13 Hz) in both open and closed states. In Fig. 4, the FFT of the signals records the
frequency response of the system from 0.5 to 60 Hz in which maximum response has
been recorded in the biopotential frequency range. In both eyes-open and -closed
situation contrasting alpha rhythm activity has been observed. Also, the signal–noise
tradeoff as inferred from Fig. 4 supports low-noise output of the designed system.
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Student’s t-test was conducted to statistically test the difference in the EEG
recordings during the eyes-open versus eyes-closed conditions. The t-test outcome
revealed highly significant p-value (<0.001). The findings were also compared with
other previous works. The noise levels measured in our system have been found to be
significantly less than that in other works. The FFT response in Fig. 4 and the t-test
results in Fig. 5 clearly revealed the difference as compared with the results in Fig. 12
of [3], Fig. 8 of [12], etc.

This novel initiative was aimed at the development of a low-cost system. Each
amplifier channel is manufactured in a daisy chain configuration so that extra amplifier
channels can be added or removed to the system as and when needed so that there is no
limitation in the number of channels. Further advantages and disadvantages of the
system have been discussed in the following table (Table 2).

Fig. 3. EEG acquired during, a eyes-closed and, b eyes-open conditions
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Fig. 4. FFT of EEG acquired during, a eyes-closed and, b eyes-open conditions

Fig. 5. t-test analysis of eyes-open versus eyes-closed states of EEG
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4 Conclusion

The final output signal is digitized through an A/D converter (ADS8588). It has eight
channels for simultaneous sampling. The novel biopotential amplifier described in this
paper was found to acquire the EEG signals in a real-time environment in daylight
situation. This is considered as a major improvement over the existing biopotential
amplifiers that have restricted neurological research and BCI applications [22, 23] from
being widespread. The amplifier presented in this paper is designed to pass signals in
0.5–45 Hz bandwidth. In addition to attenuating high-frequency noise and power line
noise, the fifth-order Butterworth filter implemented in this paper acts as an
anti-aliasing filter which permits low-frequency signals such as EEG or ECG. When
the amplifier is connected in a daisy chain configuration, the ADS8588 is set to lower
sampling frequency. The system finds its application in brain–computer interfacing,
detection of epileptic seizures, and real-time clinical tests.

In future, the circuit can be extended to 64 channels for use in neurological research
and clinical tests. Also opto-couplers can be implemented in the system in place of
diodes for better suppression of digital noise and isolation of the amplifier circuit form
the subject as well as power line.
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