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Preface

The Byzantine real-life problems faced by humanity can be catered to by the
technological advancements in soft computing approaches. The main aim of such
computing methodologies is to provide resilient solutions for these problems. The
applications comprise of the different technologies in the fields of computer net-
working and data communication, cyber security, signal processing, computer
vision and image processing, computational perception and cognition, human–
computer interaction, adaptive computation and machine learning, and so on. This
volume of AISC consists of accepted papers presented at ICACCP 2017, the First
International Conference on Advanced Computational and Communication Para-
digms 2017. It is aimed at introducing to the aspiring readers the latest trends in
advanced computing technologies and communication paradigms. The aforemen-
tioned conference was the first of its kind which was hosted by the Department of
Computer Science and Engineering, Sikkim Manipal Institute of Technology,
Majitar, Rangpo, East Sikkim, Sikkim, and technically collaborated with Computer
Society of India (CSI), Kolkata.

The aim of ICACCP 2017 was to address significant areas of research and
development in advanced computational and communication paradigms and cyber
security, thus providing immense coverage of the advanced computational para-
digms and communication techniques which give rise to infallible solutions to the
emerging problems faced by humanity and immense potential for future innova-
tions and applications.

ICACCP 2017 received a tremendous response from the academic community.
There were about 550 technical paper submissions, and finally after peer-reviewing,
185 high-quality papers were accepted and 142 papers were registered for oral
presentation and possible publications in Springer (AISC and LNEE) series. This
volume of AISC series comprises 77 papers. In addition, 9 general sessions and 5
special sessions were scheduled in ICACCP 2017.

The organization of the ICACCP 2017 conference was entirely voluntary. The
review process required stupendous effort from the members of the International
Technical Program Committee, and so they deserve accolades. We would like to
express our sincere thanks to the host of ICACCP 2017, Sikkim Manipal Institute of
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Technology, and to the publisher, Springer, for their never-ending support in
organizing the conference.

Finally, we would like to extend our thanks to all the authors for their superlative
contributions. The amicable attitude of conference supporters and contributors has
made this event a grand success which will be remembered for long.

Kolkata, India Siddhartha Bhattacharyya
Kolkata, India Nabendu Chaki
Majitar, Rangpo, India Debanjan Konar
Majitar, Rangpo, India Udit Kr. Chakraborty
Majitar, Rangpo, India Chingtham Tejbanta Singh
September 2017
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A Proposed Artificial Neural Network
(ANN) Model Using Geophone Sensors
to Detect Elephants Near the Railway
Tracks

Rakesh Kumar Mandal and Dechen Doma Bhutia

Abstract Elephant detection system is a subject of interest these days. Expert
systems may be designed to enhance the efficiency of these systems. Artificial
Neural Networks (ANNs) may be implemented in order to accomplish the task and
research may be carried out in this field. In this paper, a method is proposed which
detects the presence of elephants near the railway tracks and instantly activates the
simulator to drive away elephants from the railway tracks. The simulators may be
virtual fire or cracker sound. Elephants are scared of bee sound. So, bee sound may
also be used as simulators. The proposed ANN used here is an unsupervised type of
ANN, where a weight detection algorithm has been designed to get rid of the
ambiguity.

Keywords Artificial neural network ⋅ Expert systems ⋅ Geophone sensors
Simulators

1 Introduction

The human population is increasing at an alarming rate, basic necessities are
becoming scarce due to which the habitats of wild animals are being made available
for human needs. In India, this is a very common fact that the people have since
time immemorial exploited the forests and its produce for food, shelter, and other
day-to-day necessities. As urbanization became a necessity, communication could
not be left behind and even before aeroplanes or cars, railways became an effective
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form of communication that catered to travel, business, and other human needs.
Due to space constraints, the railway tracks had to be laid through forests, so the
human and animals encounter became inevitable. The most common were the
railway tracks that ran through the elephant corridors and due to less effective
infrastructure on the detection of the elephants crossing the railway tracks, the death
of these animals has increased at an abnormal rate. Very little work has been done
for the effective detection and early warming for these animals. Various methods
can be devised using sensors to produce useful data and these sensors in turn would
be connected to distant servers which use Artificial Neural Network (ANN) for
efficient and early detection of the animals to avoid any fatal accidents.

Some manual work has also been done in the animal detection using various
sensors like acoustic, seismic, wireless sensors, etc. [1–3]. Koik and Ibrahim (2012)
have done a literature survey on animal detection methods using digital images [4].
Prabhu and Praveen Kumar (2016) have done a review work on recent advances in
elephant tracking and detection systems [5]. Sharma and Shah (2013) have done a
brief overview on different animal detection methods [6]. Nirmal and Sugumar
(2014) have worked on spectral energy magnitude and highest pitch frequency
produced by elephants to detect their presence [7]. Sugumar and Jayaparvathy
(2013) have worked on a system based on image feature extraction of elephants [8].
Sugumar and Jayaparvathy (2013) have worked on the elephant detection system
using migration patterns of the elephants throughout the year [9]. Shaikh et al.
(2015) have worked on image mining algorithm to detect animals [10]. Rahayani
et al. (2014) have worked on elephant detection system using radio signals [11].
Rangdal and Hanchate (2014) have worked on feature extraction system using Haar
of Oriented Gradients. [12].

This paper is divided into three sections. Section 1—discusses about the
working of geophone sensors. Section 2—discusses the overall methodology of the
proposed system. Section 3—discusses the result analysis.

2 Methodology

In the proposed method, a 20-km-long forest stretch is considered. Four geophone
sensors can be installed along the railway track passing through the forest. The
distances between the consecutive sensors are kept uniform which is 5 km. The
sensors are capable of sensing the presence of elephants within a radius of 15 km.
So, the sensing ranges are divided into three regions with radii 15, 10, and 5 km
which produce varying ranges of frequencies. The sensors can send signal to a
nearby server with the help of a wireless device connected to each sensor. Figure. 1
demonstrates the working of the proposed method.

All the four sensors are connected to two timers installed at the nearby railway
stations located at the two ends of the forest. The timer activates the timer when a
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train is about to enter into the stretch from either end of the forest. The railway track
may pass through a possible elephant corridor from where herds may cross. Most of
the traditional systems are effective on the corridors. Here, the idea is to save single
elephant who may try to cross the track from the location which may not be the
corridor. The wireless devices connected to the sensors send signals to the server.
The server after reading the frequency uses function “f” and produces a binary
output vector which is presented to an ANN. The ANN consists of four input
neurons “x1”, “x2”, “x3”, and “x4”. The four input neurons are connected to an
output neuron “y” using weighted links. The weight vector is “wi” which is cal-
culated using Algorithm 1.
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Fig. 1 Proposed elephant detection system
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“y_out” is the net output calculated as follows:

y out = ∑i XiWi ð1Þ

y= g y outð Þ ð2Þ

The activation “y” is calculated using the function “g”, where
g = {S1 if (y_out == 1) or S2 if (y_out == 2) or S3 if (y_out == 4) or S4 if (y_out
== 8) or S1, S2 if (y_out == 3) or S1, S3 if (y_out == 5) or S1, S4 if (y_out == 9)
or S2, S3 if (y_out == 6) or S2, S4 if (y_out == 10) or S3, S4 if (y_out == 12) or S1,
S2, S3 if (y_out == 7) or S1, S2, S4 if (y_out == 11) or S2, S3, S4 if (y_out == 14)
or S1, S2, S3, S4 if (y_out == 15)}.

Using the above method, the movements of the elephants are detected near the
geophone sensors. The frequency within the range of 5 km initiates the sensors and
sends binary input signals to the input neurons of the ANN. The presence of the
elephants produces an input “1” and the absence produces an input “0”. The output
is calculated and function “g” activates the corresponding simulators, situated at
different locations, which either creates virtual fire or humming bee sound to drive
away the elephants from the railway tracks.
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3 Result Analysis

Some experimental geophone sensor readings are considered to test the efficiency
of proposed ANN. The geophone sensor output is measured in millivolts “mV”.
The output trend for one of the lightest elephant is considered to test the system as
given in Table 1.

Table. 2 demonstrates a case study where two small elephants were found near
the railway tracks within 5 km range of geophone sensors G-1 and G-4. The output
produced by the other geophone sensors indicates the presence of elephants within
10 and 15 km range. When this data is presented to the proposed ANN, the ANN
simulates S1 and S4.

4 Discussion

The traditional system emphasizes on presence of elephants near elephant corridors
and takes precautionary measures accordingly. The proposed method emphasizes
on any possibility of the presence of single Elephant away from the corridors. Most
of the traditional methods are manual but the proposed method is automated. The
elephants sometimes use dry branches to avoid electric fences and try to cross the
railway tracks but in the proposed system, no such possibility is there as electric
fences are not used. In traditional methods, manual follow-up of the herds by forest
officials is required which is not required in the proposed method.

Table 1 Geophone sensor
readings at different radii

S. No. Radius Geophone reading (mV)

1 15 6.3–6.6
2 10 7.1–7.7
3 05 8.3–8.8
4 00 10.1–10.15

Table 2 Simulation response
due to the presence of
elephants

Geophone Geophone reading (mV) Active simulator

G-1 8.2 S1
G-2 7.1 Nil
G-3 6.1 Nil
G-4 8.1 S4
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5 Conclusion

Most of the work done in this field is centered on manual process. The proposed
system emphasizes on automation of the system using Artificial Neural Network
(ANN). In most of the work, elephant corridors are the main targets to find their
presence. The proposed system can find out the presence of elephants at any
location. The experiments are successfully done on the ANN developed here. The
weight finding algorithm developed in this paper also produces successful results.
The future work will be done on the hardware implementation of the system using
wireless devices so that it can be used to save the lives of Elephants.
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Local Region with Optimized Boundary
Driven Level Set Based Segmentation
of Myocardial Ischemic Cardiac MR
Images

M. Muthulakshmi and G. Kavitha

Abstract In this work, an attempt is made to segment endocardium and epicardium
of left ventricle in normal and myocardial ischemic cardiac magnetic resonance
(CMR) images using local region with optimized boundary driven level set.
Myocardial ischemia (MI) is a cardiac disorder that results in deprivation of oxygen
supply to myocardium and can be analyzed by study of abnormal anatomical
changes in CMR. This study is carried out on short-axis view CMR images from
Medical Image Computing and Computer-Assisted Intervention (MICCAI) data-
base. The edges are computed by simple Laplacian and Laplacian of Gaussian
(LOG) operator. LOG is optimized to obtain enhanced edges of endocardium and
epicardium. The quality of edge is validated with edge preservation index (EPI) and
gradient magnitude similarity deviation (GMSD) measure. Local region with
optimized boundary (LROB) driven level set is utilized for simultaneous seg-
mentation of endocardium and epicardium of left ventricle in CMR images. The
results are compared with local region (LR) driven and LR with LOG-driven level
set. Further, the efficacy of the segmentation is validated with different similarity
measures. The optimized LOG image visually shows better endocardium and epi-
cardium contours. Optimized LOG with a higher EPI and lower GMSD provides
better enhanced edges compared to Laplacian and LOG functions. The computed
similarity measures for LR with LOG-driven level set are significantly higher
compared to LR-based level set for segmentation of endocardium and epicardium.
Further, LROB-driven level set shows higher similarity measures than LR with
LOG-driven level set. Thus, LROB-driven level set provides better segmentation
accuracy for epicardium and endocardium of left ventricle than LR-based level set
and LR with LOG-driven level set. The efficiently segmented endocardium and
epicardium could aid the diagnosis of myocardial ischemia with their ability to
quantify anatomical changes in LV.
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1 Introduction

Worldwide, cardiac disorder is a leading cause of mortality [1]. The cardiac dis-
orders comprise of spectrum of diseases that include myocardial ischemia,
myocardial infarction, congenital heart disease, diastolic dysfunction, and con-
tractile dysfunction. The inconsistent oxygen supply to myocardium results in
myocardial ischemia (MI). MI patient exhibit impaired ventricular filling, increased
myocardial stiffness, delayed relaxation, or irregular contraction [2]. The mortality
rate due to MI can be reduced significantly by proper diagnosis and therapeutic
interventions at an earlier stage.

Cardiac magnetic resonance (CMR) images are considered to be an effective
noninvasive modality for the diagnosis of cardiac disorder. CMR images have lack
of ionizing radiations and better soft tissue contrast. Left ventricle (LV) in CMR
images is a significant predictor of heart health and progression of disease [3]. Left
ventricle anatomy has inter-patient and age variability. Manual delineation of left
ventricle is subjective, consumes more time, and prone to interviewer variability
[4]. However, automatic segmentation of left ventricle is challenging due to the
identical intensities of papillary muscles and myocardium.

In the past decades, image- and model-driven approaches have been used for
segmentation of left ventricle [5]. Image-based techniques comprise of pixel
intensity [6], region growing [7], prior knowledge [8], and active contour models
(ACM) [9]. The efficacy of pixel-based methods may reduce when there are over-
lapping intensities. Region growing algorithms have a drawback of over segmen-
tation due to inclusion of inappropriate parts. Prior knowledge creation is tedious and
requires large set of data samples. Active contour model is most widely used LV
segmentation method with its ability to propagate curve by proper design of energy
functions with anatomical assumptions as constraints. Model-driven approaches
include active shape model [10], Atlas [11], and deep learning methods [12].

Recently, majority of work is based on ACM and level set [13] based ACM.
Here, an initial curve moves toward the object boundaries via minimization of
energy function. Their characteristics include sub-pixel accuracy in object bound-
aries, smooth and continuous contours, and robust tool with shape priors. Varia-
tional level set is used for segmentation of biological structures in normal brain MR
images with intensity inhomogeneity [14]. The epicardium and endocardium of LV
are extracted using different variations of level set [15, 16]. The local region based
level set method is sensitive to placement of initial contour. The segmentation time
is related to location of initial contour. These disadvantages can be overcome by
addition of edge information to the energy function of the level set method.
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In this work, local region with optimized boundary (LROB) driven level set [17]
is used for segmentation of left ventricle in cardiac MR images. The optimized
boundary is obtained by optimization of Laplacian of Gaussian (LOG) function that
can smooth the uniform regions and enhance the boundary region. The left ventricle
and myocardium in CMR have intensity inhomogeneity. Thus, edge enhancement
can aid evolve of contours toward the appropriate boundary. The efficiency of this
methodology is compared with local region and local region with LOG-driven level
set. The enhanced edges and the segmented results are validated with appropriate
quantitative measures. The paper is organized as follows: Sect. 2 discusses the
database and methodology, Sect. 3 shows the results obtained with different
methods and includes the discussion of results.

2 Materials and Methods

2.1 Database

This work utilizes cardiac cine MR images from Medical Image Computing and
Computer-Assisted Intervention (MICCAI) left ventricle segmentation database
[18]. Cine steady-state free precession (SSFP) MR short-axis (SAX) images are
procured from a 1.5T GE Signa MRI. The database encompasses of CMR images
of 45 patients. This includes subjects with different conditions such as Normal,
Ischemic heart failure, non-Ischemic heart failure, and hypertrophy. Manual ground
truth contours are given by experts. The database includes 12 ischemic and 9
normal subjects, among which 4 are females and 17 are male subjects.

2.2 Methodology

Local region and optimized boundary driven level set is used for the simultaneous
segmentation of endocardium and epicardium of left ventricle in CMR images.
Here, the local region energy is combined with optimized Laplacian of Gaussian
energy to evolve the multiphase level set [17].

ELROB =ELR Φ, f1, f2ð Þ+EOB Φð Þ, ð1Þ

where ELR (Φ, f1, f2) is the multiphase local region based energy [14] as given
below

ELR Φ, c, bð Þ=
Z

∑
N

i=1
ei xð ÞMi Φ xð Þð Þdx ð2Þ
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In multiphase local region based energy, k-level set functions Φ1, Φ2, …, Φk are
used that are defined by Mi(Φ1(y), …, Φk(y)) membership functions, b specifies
bias field and cluster center is given by ci. In our case, k = 2 and number of region
N = 3. Here, ei is the Gaussian weighted energy based intensity descriptor given as

ei = I − bcij j2, ð3Þ

where i = 1 to N, I denotes the original image. For preset Φ and c, the optimal bias
field b̂ is given by

b̂ =
IJ 1ð Þ� �

*K
J 2ð Þ*K

, ð4Þ

where J(1) = ∑
N

i=1
ciui and J(2) = ∑

N

i=1
c2i ui, K is a Gaussian radial basis kernel

function. For preset Φ and b, the optimal cluster center c ̂ is given as

cî =

R
b *Kð ÞIMi Φð ÞdxR
b2 *Kð ÞMi Φð Þdx for i = 1, 2, . . . , N ð5Þ

The optimized boundary energy function [20] is given by

EOB Φð Þ=ωLΔ Φð Þ+ υL Φð Þ+ μP Φð Þ, ð6Þ

where ω, υ, µ are variable coefficients, L(Φ) is the length term, and P(Φ) is the
distance regularization term. LΔ(Φ) represents the optimized LOG function in
LROB-driven level set. The optimized LOG function is obtained by solving the
following iterative equation:

∂LΔ Φð Þ
∂t

= g ∇Ij jð Þ × LG− 1− g ∇Ij jð Þð Þ × LG− β×Δ Gσ * Ið Þð Þ, ð7Þ

where LG is the LOG term, g ∇Ij jð Þ is the edge indicator term, β is a positive
constant, and Gσ is a Gaussian kernel.

2.3 Validation Measures

The quality of computed edges is analyzed by edge performance index (EPI) [19]
and gradient magnitude similarity deviation (GMSD) measures [20]. EPI ranges
from 0 to 1. A higher value of EPI indicates better sharpened edges. GMSD reflects
the amount of distortion in the processed image compared to the original image.
GMSD has a range of 0–1. Lower GMSD signifies good image perceptual quality.

10 M. Muthulakshmi and G. Kavitha



The segmented images are quantitatively validated by similarity measures such
as simple matching, Rogers and Tanimoto, Hamann measure, Sokal and Sneath-II
and Baroni-Urbani, and Buser-I [21]. All the similarity measures have a range from
0 to 1 except Hamann measure that has range from −1 to +1. In the case of all the
similarity measures, a value close to +1 gives a better correlation between seg-
mentation result and ground truth.

3 Results and Discussions

The proposed local region and optimized boundary driven level set is applied for
segmentation of endocardium and epicardium of left ventricle (LV) from cardiac
magnetic resonance (CMR) images. The images for this study are obtained from
MICCAI left ventricle segmentation database. The considered CMR images include
9 healthy and 12 myocardial ischemic subjects. For this analysis, 20 healthy and 20
ischemic images are utilized. The proposed framework is implemented in
MATLAB R2012b on an Intel(R) Core (TM) i3 CPU@ 1.7-GHz.

In this work, optimized edges and local region are used to drive the level set
evolution. The edge detection is performed with simple Laplacian, LOG, and
optimized LOG operators. The optimization of LOG plays a significant role in the
proposed method. The optimization of LOG utilizes the following parameters: σ, a,
β, Δt, and number of iterations. The parameter σ affects the width and extent of
smoothness caused by LOG function, β controls the level of enhancement in edges.
After carrying out several trials with the given CMR images, the parameter values
for better optimized edges are obtained as σ = 3, β = 3, Δt = 0.01, and number of
iterations as 100. The parameter α plays a key role in the optimization process. The
computed edge based sharpened images are validated using EPI and GMSD
measure. A higher value of EPI and lower value of GMSD indicates better edge
quality.

The general range of α is 0.01–1. EPI and GMSD are calculated for different
values of α. The parameter α used in optimization of LOG determines the area to be
smoothed or sharpened in an image. The effect of smoothness is enhanced by a
lower value of α. However, images with weak edges require a higher α value. α is
varied from 0.01 to 1 A higher EPI and lower GMSD value for optimized LOG
image is obtained with α = 0.01 indicating better edge quality. In this proposed
method, thus α is chosen as 0.01 for optimized LOG.

Figure 1 shows the edges obtained for end-diastole (ED) and end-systole
(ES) images with Laplacian, LOG and optimized LOG for α = 0.01. The original
ED and ES images for ischemic subjects are shown in Fig. 1a, e. The edges derived
from Laplacian, LOG, and optimized LOG function are depicted in Fig. 1b–d,
respectively for an ED image. Correspondingly, Fig. 1f–h represents edges
obtained from Laplacian, LOG, and optimized LOG function, respectively, for an
ES image. Visually, the edges obtained from LOG operator are better than

Local Region with Optimized Boundary Driven Level Set … 11



Laplacian. Further, the edges are still enhanced and boundaries are clearer when the
optimized LOG function is applied to the images.

Second-order differential operators are better edge predictors under intensity
inhomogeneity conditions. Intensity inhomogeneity causes much zero-crossing
detection with LOG. In order to achieve smoothness in homogeneous regions and
steepness near object boundaries, optimization of LOG is performed.

The performance of optimized LOG is compared with LOG and Laplacian
operator using EPI and GMSD. Figure 2a depicts the EPI obtained for Laplacian,
LOG, and optimized LOG. A higher EPI implies a better edge quality. EPI is
significantly higher for LOG compared to Laplacian operator for all the images. In
majority of cases, EPI is slightly higher for optimized LOG compared to LOG.
The GMSD computed for Laplacian, LOG, and optimized LOG is shown in
Fig. 2b. A lower GMSD specifies enhanced edges. LOG outperforms Laplacian for
all the images with less GMSD. For majority of the considered images, GMSD is
slightly lower for optimized LOG compared to LOG. Optimized LOG with higher
EPI and lower GMSD indicates a better boundary detection capability compared to
other algorithms.

The optimized LOG along with local region is used to evolve the level set for
segmentation of LV in CMR images. The experimental parameters used in the level
set are as follows: σ = 10, μ = 1, υ = 0.002 × 2552, ω = 2, and Δt = 0.1. The
parameter σ governs the weightage and radial distance of the Gaussian kernel, the
length of the contour is changed by variation in υ and μ affects the distance
regularization term. Parameter ω controls the influence of optimized LOG in the
energy function computation and is set as large value for weak edges and vice
versa. For positive values of ω, curve evolves along the outer boundary of the object
and for negative values, curve evolves along the inner boundary of the object. In

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1 Comparision of edges obtained from different functions: a End-diastole image, b laplacian
output, c LOG output, d optimized LOG output, e end-systole image, f laplacian output. g LOG
output and h optimized LOG output for α = 0.01

12 M. Muthulakshmi and G. Kavitha



this work, ω is chosen as 2. The segmented boundary of endocardium and epi-
cardium at ED and ES of LV for healthy and ischemic subjects obtained with the
proposed local region with optimized boundary driven level set are shown in Fig. 3.
The segmentation results of healthy subject at ED, healthy subject at ES, ischemic

Fig. 2 a EPI for Laplacian, LOG and optimized LOG functions. b GMSD for Laplacian, LOG
and optimized LOG functions

(a) (b) (c) (d) (e) 

Fig. 3 Segmented endocardium and epicardium of left ventricle. (α = 0.01 at 100 epochs) Row
1: ED images of healthy subject, Row 2: ES images of healthy subject, Row 3: ED images of
ischemic subject, Row 4: ES images of ischemic subject. a Original image, b segmented
endocardium, c ground truth for endocardium, d Segmented epicardium, and e ground truth for
epicardium

Local Region with Optimized Boundary Driven Level Set … 13



subject at ED, and ischemic subject at ES are shown from the first row to last row in
Fig. 3. The images from Fig. 3a–e represent original image, segmented endo-
cardium, ground truth of endocardium, segmented epicardium, and ground truth of
epicardium, respectively. Figure 3 qualitatively validates the ability of the proposed
method to segment both endocardium and epicardium of LV in CMR images for
healthy and ischemic subjects.

Further, quantitative validation of the proposed segmentation results is done with
different similarity measures. In this work, similarity measures such as simple
matching (SM), Rogers and Tanimoto (RT), Hamann measure (HM), Sokal and
Sneath-II (SS-II) and Baroni-Urbani, and Buser-I (BUB-I) are considered [21]. All
the similarity measures range from 0 to 1. A value of 1 indicates better similarity
between segmented image and ground truth.

Table 1 indicates the mean values of different similarity measures obtained for
local region (LR), local region with LOG, and the proposed LROB-driven level set
methods. In the case of endocardium segmentation, the mean value of all similarity
measures is higher for LR with LOG-driven level set compared to LR-driven level
set. However, LROB produces significantly higher mean value for SM, RT, HM,
and SS-II measures compared to LR and LR with LOG-driven level sets.
Though LR with LOG and LROB-driven level set produces same BUB-I measure,
it is higher than LR-driven level set.

All the similarity measures are slightly higher for epicardium segmentation by
LROB-driven level set compared to LR and LR with LOG-driven level set. Finally,
LROB-driven level set is able to better segment endocardium and epicardium of LV
with higher efficacy.

The box plot of various similarity measures obtained from the comparison of
endocardium segmentation results with the ground truth is represented in Fig. 4.
The similarity measures SS–II, SM, HM, RT and BUB-I ranges from 0.97 to 0.99,
0.95 to 0.99, 0.93 to 0.97, 0.93 to 0.97, and 0.88 to 0.97, respectively.

Figure 5 shows the box plot of various similarity measures obtained for epi-
cardium segmentation. The range of similarity measures for SS–II and SM is from
0.97 to 0.99 and 0.93 to 0.97, respectively. The HM ranges from 0.86 to 0.94,

Table 1 Mean value of various similarity measures for LR, LR with LOG, and LROB-driven
level sets for endocardium and epicardium segmentation for normal and abnormal images (LRLS
—Local region driven level set, LOGLS—Laplacian of Gaussian driven level set, LROBLS—
Local region with optimized boundary driven level set)

Region Segmentation
methods

Mean values of similarity measures
SM RT HM SS-II BUB-I

Endocardium LRLS 0.9739 0.9495 0.9478 0.9867 0.9271
LOGLS 0.9740 0.9496 0.9479 0.9868 0.9272
LROBLS 0.9756 0.9530 0.9513 0.9876 0.9272

Epicardium LRLS 0.9481 0.9029 0.8962 0.9731 0.9223
LOGLS 0.9481 0.9030 0.8963 0.9731 0.9224
LROBLS 0.9482 0.9031 0.8964 0.9732 0.9225
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whereas RT measure has a range of 0.87–0.94. BUB-I measure varies from 0.90 to
0.95. A better value for all the similarity measures ensures good quality segmen-
tation by the LROB-driven level set. Some of the reports for segmentation of
endocardium and epicardium on the same database are in Table 2. This shows that
the LROB-driven level set was able to perform at par with the state of the art
techniques.

In the analysis of myocardial ischemia, the clinical indices such as ejection
fraction, stroke volume, and myocardial mass of LV play a significant role. These
indices are derived from LV volume of ED and ES slices. Thus, only ED and ES
slices are considered for this analysis. The segmentation outputs are validated for
ED and ES slices of normal and myocardial ischemic subjects. For further analysis
of MI tracking of LV volume for the entire cardiac cycle is required. Therefore, the
future scope of the work is segmentation of all slices of the normal and abnormal

Fig. 4 Box plot representation of various similarity measures for endocardium segmentation

Fig. 5 Box plot representation of various similarity measures for epicardium segmentation
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subjects. The apex slices have a small blood pool. Hence, challenges will be posed
in the segmentation of apex slices compared to basal and mid-cavity slices.

4 Conclusions

In this study, endocardium and epicardium of left ventricle are segmented using
local region and optimized boundary driven level set in CMR images. The edges are
derived for the images with Laplacian, LOG, and optimized LOG operators. The
quality of the enhanced edges is evaluated with the use of EPI and GMSD mea-
sures. The simultaneous segmentation of endocardium and epicardium of left
ventricle is carried out with LR, LR with LOG, and LROB-driven level set. The
segmentation results are validated with different similarity measures. The novelty in
the work includes the generation of better boundaries of LV blood pool and epi-
cardium with optimized LOG, segmentation of endocardium and epicardium of LV
with local region and optimized boundary driven level set. The segmentation
process is robust to initialization of contours and produced better edges.

Optimized LOG produced a higher EPI and lower GMSD values. This proves
that optimized LOG gives enhanced edges compared to Laplacian and LOG
functions. This could be substantiated by optimized LOG’s ability to smooth
homogeneous regions and enhance boundaries. The LR with LOG-driven level set
resulted in higher similarity measures compared to LR-driven level set for seg-
mentation of endocardium and epicardium. In both the scenarios, LROB-driven
level set showed still higher similarity measures than LR with LOG-driven level set.
Further, LROB-driven level set has better segmented endocardium compared to
epicardium. Thus, LROB-driven level set has shown better segmentation accuracy
of epicardium and endocardium of left ventricle than LR-driven level set and LR
with optimized LOG-driven level set. The segmented left ventricle can further be
used for calculation of cardiac indices which could aid the diagnosis of myocardial

Table 2 Left ventricle segmentation results for different methods

Segmentation algorithm Mean dice metric
Endocardium Epicardium
Normal
subjects

Ischemic
subjects

Normal
subjects

Ischemic
subjects

LROB-driven level set
(proposed)

0.972 0.976 0.951 0.945

Ngo et al. (2017) 0.910 0.910 0.940 0.940
Avandi et al. (2016) 0.940 0.940 0.940 0.940
Liu et al. (2015) 0.950 0.950 0.920 0.920
Hu et al. (2013) 0.880 0.910 0.930 0.950
Huang et al. (2011) 0.870 0.930 0.920 0.940
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ischemia. This can be a good supplement to radiologists involved in analysis of
cardiac pathophysiology.
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An Innovative Approach for Automatic
Genre-Based Fine Art Painting
Classification

Alexis Paul and C. Malathy

Abstract Recent advances in digital image processing, computer vision, etc., have
led to many approaches to the classification of fine art painting. The focus was made
to develop an automatic painting classification system based on their genre. The
expanding database of digital painting images makes it imperative to develop an
automated method to annotate paintings with metadata as painter, genre, painting
tool used, style, etc., so that problems like image retrieval, searching, organizing,
and artistic recommendations become convenient and efficient. The aim was to
classify painting database into five genres. The database consisted of 1229 digital
painting images. The method adopted for the task was feature extraction from the
images, using each feature individually for classification and then combining the
features based on weighted majority voting to form an ensemble classifier. It was
observed that Local Binary Pattern (LBP) was the best performing feature. The
ensembled model achieved an accuracy of 80.41%. We have included analysis of
our work and have discussed the performance of the various features deployed for
the painting classification task.

Keywords Art painting genre ⋅ Painting classification ⋅ Feature extraction
SVM classification ⋅ Ensembling ⋅ Weighted majority voting

1 Introduction

Recently, art has digitalized itself in the form of virtual galleries like WikiPaintings
[1], Caterpillar Labs [2], Olga’s gallery [3], Pintura [4] which has made it all the
easier and convenient for artists, art lovers, and others who are interested in art to
buy, sell, and appreciate the works of artists from all over the world. Fine art
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paintings can be broadly classified based on genre and style. This paper considers
genre-based painting classification as a task for applying machine learning.

Painting classification is a difficult human task and traditionally only human
experts were entrusted this task. Some elements of paintings which help in clas-
sification are: color mixing, brush stroke, line styles, gradient, objects, etc. Using
image processing techniques, features are extracted from images and the extracted
features are used for classification. Articles [5–7] have used this approach for the
aforementioned task.

In this work, we have followed a similar approach, a set of features were
extracted from the painting images and then based on the classification accuracy
obtained from each of the individual features, and the features were combined using
weighted majority voting to form an ensemble model. The final accuracy reported is
that of the ensembled model. Automated art classification can find potential use in
content-based image retrieval, automatic artistic recommendations, etc.

In the next section, we have highlighted some of the past related works followed
by our approach to the addressed problem. We have also outlined how we have
collected our dataset, features chosen for the classification task, and classification
algorithm deployed. Finally, we conclude by presenting an analysis of the results
obtained and scope for future works. Figure 1 depicts some of the paintings in our
database.

(a) Cityscape                     (b) Flower                 (c) Calligraphy          (d) Portrait

(e) Still Life

Fig. 1 Some paintings used as training examples, one from each genre
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2 Related Work

With the evolution of computer vision and machine learning, recently there has
been a surge in interest toward using machine learning for fine art related problems.
However, research done in classifying paintings based on genre is sparse. Men-
tioned below are few works that focus on the classification of paintings by genre.

Condorovici et al. [5] describes the classification of six genres: Baroque,
Renaissance, Rococo, Romanticism, Impressionism, and Cubism. The features used
in this work luminance, edge, and color. The database consisted of 5769 paintings
and various classifiers like Linear SVM, Nonlinear SVM, Real AdaBoost, Modest
AdaBoost, and Multilayer Perceptron was used and an accuracy of 49% was
achieved with Multilayer Perceptron classifier for classifying the paintings into their
respective genres.

Agarwal et al. [6] describe the classification of six genres: Abstract Paintings,
Interiors, Landscapes, Portraits, Sculpture, Wildlife and ten styles: Abstract
Expressionism, Baroque, Cubism, Impressionism, Expressionism, Pop Art, Rococo,
Realism, Renaissance, Surrealism. The features used in this work were SIFT, GIST,
HOG combined with LBP, GLCM, and color. The genre database consisted of 1800
paintings and the style database consisted of 3000 paintings. Using SVM with the
chi-squared kernel, an accuracy of 84.56% was achieved for the genre database and
an accuracy of 62.37% was achieved for the style database.

Cetinic et al. [7] describe the classification of seven genres: Portrait, Still Life,
Cityscape, Landscape, Nude, Flower, and Animal. The features used in this work
were CNN-derived features, SIFT, GIST, HOG, GLCM, and HSV color his-
tograms. The database consisted of 7000 paintings. Using SVM with the RBF
kernel an accuracy of 77.57% was achieved.

3 Methodology

The goal was to classify a set of paintings based on their genres. This section first
describes how we collected the training and the testing data followed by the features
selected and the process of extracting the mentioned features from the paintings.
Finally, we describe the deployed classification algorithm and the ensembling
method used to obtain the final results.

3.1 Data Collection

We collected the painting images from https://www.wikiart.org/ [1]. The images
which we downloaded belonged to these genres: Cityscape (CS), Flower Painting
(FP), Calligraphy (CLG), Portrait (POR), and Still Life (SL). The paintings images
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were of varying sizes which could be an advantage for us as it will add robustness
to our built classifier.

Table 1 shows the number of images for each genre in our training and testing
set. The ratio of training set size to testing set size was 80:20.

3.2 Feature Selection and Extraction

In this section, we name and describe the features selected for training and testing
the classifier. The features that we considered for the classification task were:
Dense SIFT [8], Dense HOG2X2 [9, 10], Local Binary Patterns (LBP) [11], Gra-
dient Local Auto-Correlation (GLAC) [12], Color Naming [13, 14], and GIST [11].
We highlight the feature extraction process below [15]:

• Dense SIFT: SIFT is known for its object detection capability and has shown
impressive performance when applied for the task of painting classification
[6, 7]. We extract SIFT [8] descriptor in a dense manner (i.e., on a grid) at
multiple patch sizes, and then apply the bag-of-words + spatial pyramid pipe-
line explained below. With a dictionary size of 400 visual words, the feature
vector obtained was 1 × 8400 dimensional.

• Dense HOG2X2: HOG is also known for object detection in images. We extract
HOG [10] in a dense manner (i.e., on a grid) [9] and concatenate 2 × 2 cells to
obtain a descriptor at each grid location. Then apply the bag-of-words + spatial
pyramid pipeline explained below. With a dictionary size of 400 visual words,
the feature vector obtained was 1 × 8400 dimensional.

• LBP: LBP is known for capturing texture in images and has shown impressive
performance in [6]. We extract nonuniform Local Binary Pattern [11] descriptor
(neighborhood: 8, transitions: 2), and concatenate 3 levels of spatial pyramid to
obtain final feature vector. The feature vector obtained was 1 × 1239
dimensional.

• GLAC: GLAC features utilizes 2nd order statistics, i.e., spatial and orientational
autocorrelations of local gradients. It enables us to extract richer information
from images and to obtain more discriminative power than standard histogram
based methods. The image gradients are sparsely described in terms of mag-
nitude and orientation. From a geometrical viewpoint, the method extracts

Table 1 Number of images
in database

Genre Training set Testing set

CS 240 60
FP 129 32
CLG 135 33
POR 240 60
SL 240 60

Total = 984 Total = 245
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information about not only the gradients but also the curvatures of the image
surface. GLAC features were extracted on spatial bins using MATLAB
implementation [16]. The feature vector obtained was 1 × 3996 dimensional.

• Color Naming: In order to reduce the effect of photometric variance we convert
the image to 12 color names [13, 14] and extract dense overlapping patches of
multiple sizes in the form of a histogram of color names. Then apply the
bag-of-words + spatial pyramid pipeline explained below. With a dictionary
size of 400 visual words, the feature vector obtained was 1 X 8400 dimensional.

• GIST: GIST is useful for capturing the spatial character or shape of images.
GIST descriptor describing the spatial envelope of the image [17] was com-
puted. The feature vector obtained was 1 × 512 dimensional.

Bag-of-words pipeline: using a random sampling of the extracted features from
various patches, learn a dictionary using k-means [18], and apply
locality-constrained linear coding (LLC) [19] to soft-encode each patch to some
dictionary entries. Then, as shown in [19], we apply max pooling with a spatial
pyramid [20] to obtain the final feature vector. We use LLC as it allows the use of a
linear classifier for classification instead of using nonlinear kernels. For the features,
other than GLAC, MATLAB toolbox [21] was used.

3.3 Classification Algorithm and Ensembling

The classification algorithm deployed was Support Vector Machines (SVM) [22]
with the chi-squared kernel implementation [13, 23]. Each feature individually was
used for the classification task. Various kernels like RBF, linear, sigmoid and
chi-squared were tested and it was found that chi-squared and linear kernel were
giving the best results. Specifically, for LBP, GLAC, Color Naming, GIST features,
the chi-squared kernel was chosen because of its better performance over linear
kernel. Whereas for SIFT and HOG features, the linear kernel was chosen. The
reported accuracy for these features was all 10-fold cross-validated.

We obtained six classification accuracies for each of the six features (Fig. 2).
Using a weighted majority voting algorithm, these features were combined to form
an ensemble model. The weight assigned to each feature was their 10-fold
cross-validated classification accuracy. Thus, ensuring an unbiased weight assign-
ment, we obtained the final accuracy for our classifier.

4 Analysis of Results

The overall accuracy achieved using the ensembled model was 80.41%. Figure 2
shows the accuracy obtained using each feature and the ensemble model, Table 2
shows the confusion matrix obtained for the ensemble model.

An Innovative Approach for Automatic Genre-Based … 23



After a careful analysis of the confusion matrix obtained for each feature, we
could conclude about the performance of the each of them. Table 3 shows the best
accuracy achieved for each genre and the corresponding feature involved when
performance of individual features was considered.

LBP emerged as the best feature and it classified the flower paintings, still life
paintings and calligraphy paintings with the highest accuracy. Calligraphy and
flower paintings (in some cases) had a well-defined texture which was successfully
captured by LBP. Still life paintings in our database consisted of a mixture of
objects and defined texture, due to this SIFT which is well known detecting object
performed as good as LBP in classifying still life paintings. SIFT was also able to
capture the buildings in the Cityscape paintings with good accuracy.

From the confusion matrix in Table 2, it can be inferred that the classifier was
most confused between the two genres: Flower Painting (FP) and Still Life Painting
(SL). A glimpse into the FP and SL database reveals that there were lots of

Fig. 2 Overall accuracy on dataset

Table 2 Confusion matrix
for the ensemble model

Type of painting CS FP POR SL CLG

CS 0.87 0.00 0.05 0.08 0.00
FP 0.00 0.72 0.03 0.22 0.03
POR 0.03 0.03 0.82 0.12 0.00
SL 0.13 0.05 0.07 0.68 0.07
CLG 0.00 0.03 0.00 0.00 0.97

Table 3 Genre versus
Feature

Genre Best feature Accuracy (%)

CS Dense SIFT 86.67
FP LBP 68.75
POR Color naming 90.00
SL LBP 68.33
CLG LBP 93.94
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paintings in SL database depicting flowers mixed up with fruits, other objects in
some cases. Due to this many FP paintings were misclassified as SL paintings. And
strangely enough, few SL paintings were misclassified as CS paintings. Figure 3
shows an instance of misclassification.

Another interesting observation is that the color naming feature was classifying
portrait paintings with high accuracy of 90%. This is indicative of the fact that
portrait paintings can easily be segmented from the background and thus due to a
high degree of similarity between portrait paintings, their classification was yield-
ing. Also, the portrait paintings consisted of only a few number of distinguishable
colors and thus converting them into color names consisting of 12 colors was
fruitful and the results obtained were promising.

5 Comparison with Previous Work

In this section, we provide an in-depth detailed comparison with the latest work
done in this field. Cetinic et al. [7] although have experimented with seven genres,
we have four genres in common and few features in common as well. But the
feature extraction process differs and this has led to significant difference in results
obtained for the individual features. SIFT, HOG features computed in [7] used a
very high dimensional feature vector with a K-means vocabulary of 1000 words
(for SIFT) but still the classification accuracy achieved was 48.28% for SIFT and
42.42% for HOG, we have demonstrated a different method for SIFT, HOG feature
extraction and we report a much better accuracy even with a smaller dictionary size
of 400 visual words.

For color features, HSV (Hue, Saturation, Value) histograms were used in [7]
and an unacceptable accuracy of 19.07% was achieved. We have demonstrated the
use of color naming feature which has been tested for the first time for the task of
painting classification. Just by using 12 color names and dictionary size of 400
visual words, we achieved an accuracy of 62.45% which was impressive and

(a) (b)Fig. 3 a Flower painting
misclassified as Still Life and,
b Still Life painting
misclassified as cityscape
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outperformed the color feature used in [6, 7]. We would like to highlight the
ensembling technique used in [6] which was boosting and it boosted the accuracy to
around 2% more than the accuracy achieved by SIFT which was the best per-
forming feature in [6]. The ensembling approach used by us was weighted majority
voting which has shown a better performance by increasing the accuracy by more
than 3% and is also computationally very cheap as compared to boosting.

6 Future Works

Although we achieved a good accuracy of 80.41%, there is still a lot of scope of
improvement, for example, painting images could be preprocessed using image
processing techniques before feature extraction. Different features could be tested
on a larger database. Ensembling methods like boosting and stacking could be used
for forming the ensemble model. Finally, these set of features could be tested on a
database consisting of different painting genres.

7 Conclusion

We have presented a modest scheme for genre-based painting classification. Our
classification system comprised of feature extraction from a set of images and then
combining the features using weighted majority voting to form an ensemble model.
An accuracy of 80.41% was achieved using the ensembled model. By comparing
the different features, it was found that LBP was performing better than the rest. The
results obtained are better than the method proposed in [7] though in [7] a larger
database was experimented with and even Convolutional Neural Network
(CNN) based features were used also the number of genre were more than ours. But
we had four genres common which made us kind of conclude that our work is better
than theirs. The method employed in [6] achieves an accuracy of 84.56% for the
task of genre-based painting classification but the genre they had selected could
easily be distinguished so that their classification was easier.
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Asymmetric Cryptosystem Using Affine
Transform in Fourier Domain

Savita Anjana, Indu Saini, Phool Singh and A. K. Yadav

Abstract An improved image encryption scheme that uses affine transform and
asymmetric keys in Fourier transform domain has been proposed. The scheme is
validated for grayscale images through numerical simulation using MATLAB 7.14.
In the proposed scheme, the decryption keys are different from the encryption keys
and are obtained by phase truncation Fourier transform method. The performance of
the scheme is evaluated in terms of the metrics such as correlation coefficient,
mean-squared error, and peak signal-to-noise ratio. We have carried out the sen-
sitivity analysis relative to the affine transform parameter, which serves as an
additional security feature. The robustness of the scheme is demonstrated by
showing its resistance against noise and occlusion attacks. Since this is the first
study that uses affine transform in the phase-truncated Fourier transform based
asymmetric cryptosystem, it provides a new scheme for image encryption with
enhanced security.

Keywords Affine transform ⋅ Asymmetric cryptosystem ⋅ Fourier transform

1 Introduction

In the recent years, there have been tremendous research activities going on in the
field of information security due to fast adoption of digital technology. These efforts
are aimed at improving the existing techniques as well as developing new schemes
which are efficient and secure. During the past decade, various techniques [1] have
been developed for secure communication and transmission of the data. The
schemes are broadly classified as purely optical, purely digital, and hybrid tech-
niques, each having its own advantages. Most of the recent optical image
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encryption studies emerged from the work of Refregier and Javidi [2]. This work
was based on double random phase encoding (DRPE). In order to transmit an image
over a network securely, two kinds of cryptosystems can be used: symmetric and
asymmetric. The classical DRPE scheme [3–6] used two random phase masks as
encryption keys and the same is used for decryption thereby rendering the scheme
as symmetric.

It is well reported that symmetric cryptosystems based on DRPE are vulnerable
to various attacks [7, 8]. In symmetric systems, the same key (the secret key) is used
to encrypt and decrypt the data, whereas in asymmetric cryptosystems, a pair of
different keys, one for encryption known as the encryption key and the other for
decryption known as the decryption key is used [9].

The concept of asymmetric keys based on phase-truncated Fourier transform
(PTFT) was used by Qin and Peng [9], followed by many others [10–13] with the
aim of enhancing security against the known attacks. Thus, in the present study, a
new encryption scheme is proposed in which we have used two random phase
masks as encryption keys whereas the decryption keys are obtained by PTFT
method. The proposed asymmetric scheme has used affine transform to scramble
the pixels of the input image. The use of affine transform adds another parameter for
higher security. Thus, it improves the degree of security provided by the earlier
asymmetric cryptosystems. The present scheme is validated for grayscale images.

2 The Principle

2.1 Affine Transform

The affine transform [14] (AFT) of an image is a linear map defined from a given
set of pixels x, yð Þ to another set of pixels x′, y′

� �
. It is used to move pixels to new

locations, thus providing scrambling of pixels. Generally, it is used to change the
original position of a pixel by using a pair of transformation equations

x′ =Px x, yð Þ; y′ =Py x, yð Þ, ð1Þ

where Px x, yð Þ and Py x, yð Þ are polynomials in x and y. In matrix form, it can be
represented as

x′

y′

� �
=

p+ qx
r+ sy

� �
mod Nð Þ. ð2Þ

Here, ‘mod’ represents the modulo operation. Further, p, q, r and s are any
numbers chosen between 1 and N such that gcd q, sð Þ equals 1. This condition is
necessary for the mapping to be one to one. The number of iterations (w) in the
affine transform will serve as the encryption parameter.
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The inverse affine transform (IAFT) is given by

x
y

� �
=

x′ − p
� �

q− 1

y′ − r
� �

s− 1

� �
mod Nð Þ ð3Þ

Here, q− 1 and s− 1 are modulo inverse of q and s, respectively. The effect of
affine transform for different values of parameter (w) is shown in Fig. 1 for a
grayscale image of Lena of size 256 × 256 pixels.

2.2 Fourier Transform

The Fourier transform of a function f x, yð Þ is actually its frequency domain rep-
resentation. Mathematically, it is represented as

F u, vð Þ=
Z∞

−∞

Z∞

−∞

f x, yð Þe− i2π ux+ vyð Þdx dy ð4Þ

and the inverse Fourier transform is given by

f x, yð Þ=
Z∞

−∞

Z∞

−∞

F u, vð Þei2π ux+ vyð Þdu dv. ð5Þ

3 The Proposed Scheme

As shown in the flowchart (Fig. 2) of the present scheme, an input image f(x, y) is
first subjected to an affine transform. This transformed image is bonded with a
random phase mask RPM1= expf2πim x, yð Þg, where m(x, y) is randomly dis-
tributed in (0, 1). Thereafter, we apply Fourier transform (FT) followed by phase

Fig. 1 Affine Transform (AFT) of an image, a Original Image of Lena; b–d AFT of image of Lena
with w = 5, 15, and 30 respectively
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IAFT(w) f(x,y)
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Fig. 2 Flowchart of the proposed scheme, a encryption process, b decryption process

truncation (PT), which means only the amplitude part will be retrieved. The phase
reserved part (PR) will serve as one of the decryption keys (KEY1). The amplitude
part bonded with another random phase mask RPM2= expf2πin u, vð Þg in the
frequency domain is Fourier transformed resulting in encrypted image e(x, y) after
phase truncation. The phase reserved part (PR) will serve as the second decryption
key (KEY2). Mathematically, the encryption process can be shown as

g u, vð Þ=PT FT AFT f x, yð Þf g *RPM1½ �½ � ð6Þ

e x, yð Þ=PT FT g u, vð Þ *RPM2½ �½ � ð7Þ

Here, FT represents Fourier transform and PT represents phase truncation.
Similarly, the decryption process can be shown as

f x, yð Þ= IAFT PT IFT PT IFT e x, yð Þ *KEY2ð Þf g *KEY1½ �½ �½ �, ð8Þ

where IFT represents inverse Fourier transform.

4 Results and Discussion

To demonstrate the validity of the proposed scheme, a grayscale image of Lena
(Fig. 3a) of size 256 × 256 pixels is used. The simulation results are obtained using
MATLAB 7.14. In the computations, value of the affine parameter is set to w = 15.
The input image is encrypted using the scheme detailed in Fig. 2a. For decryption,
the process used is shown in Fig. 2b. The quality of decryption can be evaluated by
the values of correlation coefficient, mean-squared error and peak signal-to-noise
ratio for the input-decrypted image pair. The validation of the present scheme is
shown in Fig. 3. The encrypted image is provided in Fig. 3b which is completely
random and resembles stationary white noise. Figure 3c shows the decrypted image
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Fig. 3 Results of validation of the proposed scheme. a Input grayscale image (Lena) 256 × 256
pixels; b encrypted image; c recovered image; d recovered image with incorrect AFT parameter
(w = 16, whereas correct value is w = 15)

Fig. 4 Histograms of grayscale image of Lena a input, b encrypted, c decrypted

with CC=1.00,MSE=4.5211 × 10− 27, and PSNR=311.5784. The decryption is
quite sensitive to the affine parameter (w), as shown in the decrypted image (Fig. 3d)
for wrong parameter.

The efficacy of image encryption by the present scheme is examined by ana-
lyzing the histograms (Fig. 4) and 3D plots (Fig. 5) of the input, encrypted and
decrypted images. It is observed that the histogram of the encrypted image (Fig. 4b)
is uniformly distributed over the normalized range of pixels unlike that of the input
and decrypted images which show identical distribution. A similar behavior is seen
through the 3D plots in Fig. 5.

For sensitivity analysis with respect to the encryption parameter (w), correlation
coefficient (CC), mean-squared-error (MSE), and peak signal-to-noise ratio (PSNR)
are calculated using the formulae
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CC= cov Io, Irð Þ ̸σ Ioð Þσ Irð Þ ð9Þ

MSE=
1

N ×N
∑
N

x=1
∑
N

y=1
Io x, yð Þ− Ir x, yð Þj j2 ð10Þ

PSNR=10 * log
2552

1
N ×N∑

N
x=1 ∑

N
y=1 Io x, yð Þ− Ir x, yð Þj j2

h i , ð11Þ

where Io x, yð Þ and Ir x, yð Þ denote the pixel values of the input image and the
recovered/decrypted image, respectively. Here, cov is covariance and σ is standard
deviation. Figure 6 shows the plots of MSE and PSNR relative to the affine trans-
form parameter (w) values. The curves reveal that the present scheme is highly
sensitive to the AFT parameter (w).

Most of the symmetric cryptosystems are known to suffer from their vulnera-
bility to several known attacks. The proposed scheme, being asymmetric, is
expected to resist such attacks. The resistance to noise attack is tested by adding salt
and pepper noise and Gaussian noise of varying densities/standard deviations to the
encrypted image and then analyzing the corresponding decrypted image. Figure 7
shows the results of the noise attack. Figure 7g–h shows a gradual decline in CC

Fig. 5 3D plots of grayscale image of Lena a input, b encrypted, c decrypted
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curve with the increase in noise strength in case of Gaussian noise as compared to
the salt and pepper noise. Clearly, it is observed that the scheme is robust against
the noise attacks.

Figure 8 shows the results of occlusion attack. The encrypted image occluded
uniformly by 20%, 40% and 80% is shown in Fig. 8a–c, respectively. The second
row (Fig. 8d–f) shows the corresponding recovered images. From these recovered
images and the CC curve (Fig. 9), it is quite clear that the proposed scheme is
robust against the occlusion attack also.

Fig. 8 Occlusion results for the grayscale image for varying degrees of occlusion; a–c show
encrypted images with 20%, 40%, and 80% occlusion; d–f show the corresponding recovered images
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Fig. 9 Plot of correlation
coefficient (CC) versus
percentage occluded area
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5 Conclusions

In this paper, we have proposed a new scheme for image encryption using affine
transform and asymmetric keys. The pair of keys used for encryption and
decryption is obtained by phase truncation in Fourier transform domain. The phase
reserved parts serve as the decryption keys. We have shown that the scheme is so
sensitive to the parameter of the affine transform (w) that even with a slight change
in w-value, the original image cannot be recovered. The scheme is analyzed against
various noise and occlusion attacks through simulations using MATLAB 7.14. The
results indicate that the proposed encryption scheme provides enhanced security
and robustness.
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A Novel Technique for an Adaptive
Feedback Canceller for Hearing Aids

Ajay Jatav, Ruchi Mehra, Tannu Bala, Gagandeep Singh,
Raman Arora, Gunjan Dogra and Mandeep Kaur Bedi

Abstract This chapter is focused on the implementation aspects of adaptive
feedback canceller algorithms and their computational complexity when reducing
misalignment and convergence rates. When an adaptive algorithm filter was used
for modeling the acoustic feedback, there was wide misalignment due to a fixed
step size. Through the use of the prediction–error method (PEM), the bias in the
algorithm for an adaptive filter was reduced. The PEM used a variable step size and
a full range of adaptive filters were used as a trade-off between the misalignment
and the convergence speed. Various performance measures were considered in
order to study these algorithms: misalignment, maximum stable gain, added stable
gain, and the algorithm execution time. The disadvantage of misalignment and
convergence when changing step size has been addressed using a new algorithm
that has automatic step size adjustment. This new algorithm demonstrated effec-
tiveness in controlling misalignment. The findings reveal that the misalignment,
maximum added gain, and added stable gain improved with the use of the new
adaptive filter algorithm. Despite this, the PEM did not satisfy user requirements
and so a new system named AFC-PEM MPVSS is proposed. Furthermore, work
has been done to measure the quality of signal.

Keywords Prediction–error ⋅ Feedback canceller ⋅ AFC-PEM MPVSS

1 Introduction

An acoustic feedback loop is generated when using an acoustic network in con-
junction with a loudspeaker and microphone signal, and is a fundamental issue with
regards to everyday hearing aid use. Moreover, acoustic feedback reduces what can
be heard by the user, regularly presenting itself as “howling” when the hearing aid
output becomes unstable. Furthermore, to eliminate the destructive consequences of
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feedback loop, an acoustic feedback cancellation (AFC) method has been designed
which makes use of an adaptive filter. In contrast to an acoustic echo cancellation
(AEC) machine, the AFC process is a closed-loop system. For that reason, waves
and loudspeaker signals in an AFC device are interrelated, as a result the resolution
of both waves can be biased [1].

1.1 Statement of the Problem

Acoustic feedback in hearing aids causes undesired coupling between the loud-
speaker (also called a receiver) and the microphone. As a result, hearing aids
generate an excessive undesired noise instead of outputting the desired signal when
the volume is increased. Increasing the distance between the loudspeaker and
microphone of the hearing aid increases its hearing capacity and improves its
noise-cancellation ability. The problem of undesired coupling is shown in Fig. 1 for
a hearing aid with a particular microphone. The following text gives the notation
used in the analysis. The so-called ahead path is: GðqÞ= g0q0 +⋯+ gLG− 1q− LG+1 ,
where LG denotes filter length and GðqÞ denotes the normal signal-processing route
of the device. We expect that the delay dG of GðqÞ should be the minimum first
sample, which means g0 = 0. Fðq, nÞ is the path of the feedback and u1½n� and y½n�
are the microphone and loudspeaker signals, respectively. The reference signal is
expressed via x½n� and the response signal is expressed by v½n�=Fðq, nÞu1½n�.
Because of the undesired coupling, amplified sound u1½n�, sent through the loud-
speaker, is again fed into microphone, which leads to closed-loop formation
between reference and loudspeaker Signals u1½n� [2].

GðqÞ
1−GðqÞFðq, nÞ ð1Þ

Instability happens if the loop advantage G eiωð ÞF eiωð Þj j crosses at an angular
frequency ω∈ 0, π½ � where the loop phase equals more than 2π (Fig. 2).

Fig. 1 Acoustic feedback [2]
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2 Background

A huge number of studies on the perceptual evaluation of speech quality (PESQ)
have been performed. This section gives an overview of previous studies related to
this field. When [4] measured the accuracy of PESQ it was shown that PESQ was
excessively sensitive to delay, time, processing effects, equipment, and losses. They
concluded that PESQ was an ineffective assessment mechanism.

In other research [5], PESQ was presented using test cases in order for training to
improve accuracy. It demonstrated an understanding of audio processing, discrete
volume levels, packet loss concealment, and jitter buffer adjustment using the
PESQ algorithm. They explained the impact on flawed time alignment and cali-
bration errors on estimated subjective opinion.

It was concluded by [6] that PESQ overestimated for community loss but for
more extreme conditions, it underestimated.

Pennock [7] offers a fundamental exploration of PESQ accuracy as a predictor of
high-quality, speech-based, formal listening tests parallel to PESQ simulations. He
concluded that “Outcome point out that PESQ algorithm is a very beneficial in
serving to recognize its talents performance issues. However, there are drawbacks
of using PESQ for confirmation of performance of voice quality, aggressive eval-
uation, and procedure optimization,” and further “it’s included that predominant
choices shall be established on results from perceptual experiences and that PESQ
just isn’t correct adequate to specify exceptional requisites in Service level agree-
ment (SLAs).” In step with writer performance statistics provided in P. 862 are
positive. In this work, it is also claimed that regression mapping associated with
ITU testing makes fewer errors than basic mapping, and eliminates mistakes that
PESQ is sometimes inclined to make.

Morrissey [8] considers the characteristics of PESQ among different algorithms.
Testing for an intrusive approach requires observing tools and programs on both
sides of a dialog. On the one hand, this would make it hard for PESQ to inspect the
result of gateway having PSTN. On the other hand, users have some experience
explaining that PESQ is perfect for detecting one-dimensional, fine changes such as

Fig. 2 Adaptive feedback canceller [2]
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noise degree. In this way, if all the parameters are comparable to codec and other
algorithms then it stored unaffected variations and it is acceptable as a result of one
parameter may also be detected effectively. Further this consistency no longer
applies to alterations in codec, network situations, or every other essential change
so as to have an impact on a few great dimensions.

3 Verification and Results

The results are evaluated for speech and music signals for AFC-PEM MPVSS with
a step size of 0.001 and AFC-PEM with a step size of 0.01. The measurement is
done using 2 acoustic paths and 2 hearing aids [16]. Where the environment
considered entirely different, F1ðf Þð Þ is calculated in free space, second is evaluated
with telephone receiver. The input signal used is a real human voice [20] for both
speech and noisy speech signals, furthermore, a real music signal, John Lennon’s
sound track Imagine, was also used. The simulation lasts 80 s. MIS, MSG, and
ASG parameters are used to analyze the performance of our proposed method. The
description is given below (Figs. 3 and 4).

MIS= 10 log10
f − f ̂
�
�

�
�
2

2

fk k22

 !

ð2Þ

While ASG is computed according to [7, 8]:

ASG=10 log10
1

max∝ Fð∝Þ− bFð∝Þ
�
�
�

�
�
�

2 − 10 log10
1

max∝ Fð∝ÞÞj j2 ð3Þ

Figure 5 shows the output from the proposed technique using a speech input
signal. From the figure we can interpret that AFC-PEM MPVSS shows significant
enhancement in tracking and convergence rate when compared to AFC-PEM with a
lower step size μ2 = 0.001, at the same time obtaining a lower steady state error than
AFC-PEM with a higher step size μ1 = 0.01.

In Fig. 5a–c it is quite easily visible that howling occurs when the feedback path
changes. In the case of AFC-PEM μ2 = 0.001 the howling period is longer than
AFC-PEM μ1 = 0.01. So in the case of a step size of 0.01 the system converges
faster, as shown in Fig. 5a, while at the same time it provides a larger steady-state
error and increased variation in performance. While increased howling reduces the
steady-state error and lessens the variation in performance, it makes the systems
converge very slowly as shown in Fig. 5b, correspondingly, in Fig. 5c it shows a
trade-off in performance behavior. When we look at the graphs of our proposed
system they show an effective reduction in howling period, and also show
improvements in steady-state error and tracking rate. The proposed approach is an
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Fig. 3 Flow diagram of the proposed technique
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optimum solution. Also, in Fig. 5d we can see the MSG of our proposed system is
optimum as it remains stable throughout, signifying a lower steady-state error. All
the above-mentioned results are evaluated using speech signals and in the next
section we evaluate the results using music signals.

Figure 6 shows the output for the proposed technique for music signals,
demonstrating that AFC-PEM MPVSS showed significant improvement in tracking
and convergence rate when compared to AFC-PEM with a step size μ2 = 0.001. At
the same time it shows a lower steady-state error than AFC-PEM with a higher step
size μ1 = 0.01.

Figure 7a–c depict the performance in terms of music signal. As with the speech
signal, the performance remains the same in this case. Similar to AFC-PEM
μ1 = 0.01, the howling period is significantly reduced compared to AFC-PEM
μ2 = 0.001. Low-level howling causes the system to converge faster, as shown in
Fig. 7a, and at the same time it provides a larger steady-state error and high vari-
ation in performance, while increased howling reduces the steady-state error and
lessens variation in the performance. This makes the system converge very slowly
as shown in Fig. 7b, likewise, Fig. 7c shows the trade off in performance. When we
look at the graphs of our proposed system, they demonstrate effective reduction in
the howling period and also an improvement in steady-state error and tracking rate.
The proposed approach is an optimum solution. Figure 7d also shows the MSG of
our proposed system is optimum, since it remains stable throughout, which signifies
a lower steady-state error.

It can therefore be said that the proposed AFC-PEM MPVSS adapts using
variable step sizes. Hence, it utilizes a large step size when the system is not stable
and is showing a change in feedback path, and a small step size when the system
has converged.

Fig. 4 Performance of the AFC-PEM with step sizes of 0.01–0.001, and AFC-PEM MPVSS for
speech signal misalignment
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3.1 Perceptual Evaluation of Speech Quality

Results are shown of tests made on different codecs utilizing the PESQ measure-
ment algorithm. For calculating PESQ values, in the case of both music and speech
signals, the reference signal and the output signals are compared. The results are
shown in Tables 1 and 2.

We utilized PESQ for the perceptual evaluation of speech and music. As shown
in the above results for ASG and MIS, evaluation has been made for the same cases
with the help of a 60 s input sequence. Results are compared based on three

Fig. 5 Performance of AFC-PEM with step sizes of 0.01–0.001, and AFC-PEM MPVSS for
speech signal. a Loudspeaker signals for incoming speech: AFC-PEM with μ1 = 0.01.
b Loudspeaker signals for incoming speech: AFC-PEM with μ2 = 0.001. c Performance of
AFC-PEM with step sizes of 0.01–0.001, and AFC-PEM MPVSS with maximum stable gain
(MSG). d Performance of AFC-PEM with step sizes of 0.01–0.001, and AFC-PEM MPVSS
misalignment for music signals
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Fig. 6 Performance of AFC-PEM with step sizes of 0.01–0.001, and AFC-PEM MPVSS added
stable gain for a music signal

Fig. 7 a Loudspeaker signals for incoming music for AFC-PEM with μ1 = 0.01. b Loudspeaker
signals for incoming music for AFC-PEM with μ2 = 0.001. c Loudspeaker signals for incoming
music for AFC-PEM MPVSS. d Performance of AFC-PEM with step sizes of 0.01–0.001, and
AFC-PEM MPVSS with maximum stable gain
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different values of PEM, i.e., for PEM step sizes of 0.1, 0.001, and for variable step
sizes.

3.2 Perceptual Evaluation of Speech Quality for a Speech
Signal

See Table 1.

3.3 Perceptual Evaluation of Speech Quality for a Music
Signal

See Table 2.

4 Conclusions

Acoustic feedback is a major problem associated with modern hearing aids. With
the advancement of low-power, digital signal–processing devices, demand has
increased for a more efficient algorithm which provides improved sound perfor-
mance, and can deal with the existing acoustic feedback problem. In this chapter we
have developed a modified algorithm which can eliminate steady-state error without
affecting the rest of the parameters, namely convergence rate. The modified algo-
rithm is applied to the lower and upper bound limit in existing AFC-PEM and we
named it MPVSS. We have tested the algorithm for two different signals, speech
and music signals, and it shows improved performance in each case. It can be said

Table 1 Speech signal

Parameters PESQ AVE-MIS AVE-MSG AVE-ASG

PEM step size of 0.01 4.2932 –13.4110 29.4763 15.4498
PEM step size of 0.001 4.1135 –13.0845 30.1844 16.1569
Variable step size 4.3958 –13.9193 30.4167 16.3892

Table 2 Music signal

Parameters PESQ AVE-MIS AVE-MSG AVE-ASG

PEM step size of 0.01 4.2932 –13.4110 29.4763 15.4480
PEM step size of 0.001 4.1457 –11.4678 29.3695 15.3419
Variable step size 4.3094 –13.7714 30.2882 16.2606
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that MPVSS is superior to all other algorithms discussed in this chapter. It shows a
desirable trade-off between steady-state error and convergence rate. At the begin-
ning of any simulation the algorithm requires a large step size because the system
will be unstable at this time—there is also a change in feedback path. However,
when the system has converged, it uses a smaller step size. Moreover, it is also clear
from the results of PESQ that the quality of the speech signal is better than that of
the music signal.
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Preprocessing of Skin Cancer Using
Anisotropic Diffusion and Sigmoid
Function

Kartik Sau, Ananjan Maiti and Anay Ghosh

Abstract Skin cancer is one of the atrocious diseases observed in the western part
of the world due to exposure to the ultraviolet (UV) rays approaching from the sun-
and human-made tanning beds. The survival rate of skin cancer is very high if it is
detected at an early phase and treated surgically. To detect it, preprocessing of
affected skin lesion images is essential. Here, we are representing a technique for
preprocessing of skin lesion via contrast enhancement followed by anisotropic
diffusion and sigmoid function. In this method, we critically normalized the skin
lesion images followed by removing Gaussian noise and preserving some feature by
anisotropic diffusion. For more improvement of it, we applied sigmoid function in
the spatial domain of the skin lesion image. Here, we critically consider different
parameters of anisotropic diffusion and sigmoid function. This innovative method
has been successfully used in various low contrast affected skin lesion images. All
most in all the cases, it gives the satisfactory results in terms of MSE PSNR, and
SSIM values. This proposed method can be used to improve the quality of low
contrast images in medical science, satellite imaging, and different industries. The
said technique can be applied successfully in various applications.

Keywords Skin cancer ⋅ Contrast enhancement ⋅ Normalization
Anisotropic diffusion function ⋅ Sigmoid function ⋅ PSNR

1 Introduction

In the western part of the world, mainly Europe, Australia, and America, skin cancer
is one of the most grievous diseases among many white skinned people. The main
reasons behind it are ultraviolet light exposure, either from the sun or tanning beds.
The issue is lethal in regions like high elevation or close to the equator where daylight
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exposure is extreme. Fair-toned persons, with brown or blue eyes, and individuals
with blond or red hair are particularly susceptible. Persons, affected by skin cancer
once, may have a 20% chance of rising a second skin cancer in the following 2 years
[1]. Every year, approximately 4% of cancer increases for the white people. As a
result, it spreads for all the white people, after some particular time frame. The Skin
Cancer Foundation mentions that everybody should examine his or her body on a
monthly basis. So identification is crucial for new or changing lesions that might be
cancerous. Skin cancers found and detached first are almost always remediable. To
screening the skin cancer, preprocessing is essential. Nowadays, certain techniques
are available to minimize the costs of screening skin cancer, followed by the
development of automated skin cancer detection. Most of these techniques are well
appreciated. In response to the demand, almost every year, the more different tech-
niques are introduced by various researchers. Still, these techniques are not sufficient
to meet the current requirement. To meet the current requirement, here we critically
normalize the skin lesion images followed by removing the Gaussian noise (if any)
then preserving the edge details by anisotropic diffusion. For more improvement of it,
we apply sigmoid function in the spatial domain.

The current paper is organized as follows: In Sect. 2, we have presented the
different existing methods as a literature survey. In Sect. 3, we have presented the
newly proposed method to overcome the various difficulties as mentioned in
Sect. 2. For more visual improvement of skin cancer, we apply sigmoid function in
spatial domain in Sect. 4. The experimental results of our novel proposed method
along with conclusions are presented in Sect. 5 and Sect. 6, respectively.

2 Literature Survey

The proper screening of melanoma type skin cancer depends on the quality of the
said images. In the current scenario, all the acquired images may not be good in
quality, to get the better quality images contrast have to be adjusted for proper
selection of images. Contrast is an important property by which said the image
could be judged as good or poor. There are different methods available in the
literature for screening the skin cancer. Some such recent methods are listed below,
for screening the melanoma skin cancer.

In 2015, Jain et al. proposed a method for preprocessing the melanoma skin
cancer based on gamma correction in their research work. It is described vividly in
[2]. In this paper, authors try to improve the quality of skin images by gamma
correction followed by resizing the images and correction of brightness. In 2016,
Ihab et al. mentioned a technique to the diagnosis of skin cancer [3]. Here, authors
applied a 2D median filter to remove the noises from the corrupted skin images with
a mask size 5 × 5 in each RGB channel of an image. For removal of unwanted
hair, two morphological techniques are used on grayscale images. Authors applied a
brightness correction technique on each channel R, G, and B separately to achieve
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the brightness of the image. B channel is selected for the purpose of segmentation,
which is converted to binaries form by using Otsu’s method. Finalize preprocessed
image represents the area of the skin lesion. In 2015, Sumithra R. et al. proposed a
technique for preprocessing the skin lesions, based on Gaussian smoothing tech-
niques of mask size 3 × 3, which will help to detect skin cancer [4]. It reduces the
noises from the corrupted skin lesion also. In this article, authors also nicely
described the segmentation and classification of skin lesions.

3 Proposed Method

3.1 Normalization

To normalize skin lesion images, apply a normalization technique. This technique
converts as parts of skin lesion images have the same intensity. It is presented as
follows:

I ′ x, yð Þ= ϕd + λ if I x, yð Þ≤ϕ
ϕd − λ if I x, yð Þ≥ϕ

�
ð1Þ

where λ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρd I x, yð Þ−ϕð Þ2

ρ

s
ð2Þ

Here, I ′ x, yð Þ is the normalized intensity; ϕd is the average gray value of the
desired image; ρd is the variance of intensity of the desired image; and ϕ is the
average gray value of input images. ρ is the difference of skin images.

3.2 Anisotropic Diffusion Function

After normalization, we apply the anisotropic diffusion (AD) to reduce the noises (if
exist) and preserve some features (like edges) of original skin images. The basic
equation of anisotropic diffusion is presented as follows:

∂I x, y, tð Þ
∂t

= div g ∇I x, y, tð Þð Þð Þk k∇I x, y, tð Þð Þ, ð3Þ

where t is a time parameter, I x, y, 0ð Þ is the original image. ∇I x, y, tð Þ indicates the
gradient of the input image at time t and g .ð Þ is the so-called monotonically
decreasing conduction function. This function is chosen to satisfy g xð Þ → 1 as
x → 0 and g xð Þ → 0 as x → ∞ so that the diffusion will mainly take place in the
interior regions and will not affect the region boundaries where the magnitude of
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g(.) is large. The different conduction functions proposed by different researchers
(Perona and Malik, Black et al.) are as follows:

g1 xð Þ= exp −
x
k

� �2� �
ð4Þ

g2 xð Þ= 1

1+ x
k

� 	2 ð5Þ

g3 xð Þ= 1
2 1− x

k

� 	2h i2
If x≤ S

0 elsewhere

(
ð6Þ

The rate of diffusion is controlled by the gradient threshold parameter (κ), and it
serves as a soft threshold between the image gradients that fare attributed to noise
and those attributed to edges. The Eqs. (4) and (5) proposed by Perona and Malik
respectively whereas Eq. (6) suggested by the Black et al., where, the above ani-
sotropic diffusion equation is discretized [5] as follows

It+1 sð Þ= It sð Þ+ λ

ηsj j ∑
p∈ ηs

gk ∇IS,Pj jð Þ∇IS,P ð7Þ

where “I” is a discretely sampled image, s denotes the pixel position in the discrete
image plane, t denotes the iteration steps, g is the conduction function, and the value
of k indicates that the different conductance functions. Consider λ ∈ (0, 1)
determine the rate of diffusion and ηs represents the spatial eight-pixel neighbor-
hood of the pixel “s”: ηs = {N, S, E, W, NE, ES, SW, WN}. Where N, S, E, and W
are the north, south, east, and west neighbor of the pixels, respectively. Conse-
quently, cardinality of ηs gives us eight (except image border). The symbol ∇ is
defined as the difference between adjacent pixels in each direction with pixels.
Therefore, we can write ∇Is, p = It pð Þ− It sð Þ.

Where

p ∈ ηs = N, S, E,W,NE, ES, SW,WNf g. ð8Þ

3.3 Selecting the Conduction Function

According to Perona and Malik [5], g1(.) conductance function favors high contrast
edges over low contrast edges, whereas g2(.) function favors wide region over the
smaller one. The g3(.) function produces the sharper edges as its rate convergence is
very high [6]. Now, all the conductance functions can be scaled so that their
respective flow function ϕ(x) (= xg(x)) reaches same maximum value or same
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brightness flow at same point x = k. This idea gives the following of modified
conductance.

g1 xð Þ= exp −
x

k
ffiffiffi
2

p
� �2

 !
ð9Þ

g2 xð Þ= 1

1+ x
k

� 	2 ð10Þ

g3 xð Þ= 0.675 1− x
k
ffiffi
5

p
� �2
 �2

if x≤ k
ffiffiffi
5

p

0 elsewhere

8<
: ð11Þ

The conductance function g1(.) and g2(.) can smooth the entire image. Whereas
g3(.) proposed by Tukey’s weight the brightness flow is much faster than others, but
it stops the diffusion near to the edges. As a result, some important image details
like edges are preserved. This scale space comparison admires g3(.) function which
produces a better result. The decrement of brightness flow is much faster for g3(.),
thus it prevents a good amount of edges beyond a specific threshold S. The noises
and the edges of an image are differentiated by a boundary, here the threshold S is
considered as that boundary, which also states that the local gradient value under S
is considered as noises and they are smoothed away, and the gradient values beyond
S are considered as edges where the diffusion is stopped, and the edges are pre-
served. Therefore, all the conductance function are scaled in such a way that their
corresponding flow function reaches to zero at the same point so that comparison is
drawn among all the function. g2(.) function approaches to zero very slowly. As a
result, it smoothed away the noises more efficiently than the preservation of edges.
The g1(.) function never reaches to zero. As a result, it scaled that it reaches to very
minimum value at point S where the other two functions reach to zero and both g2(.)
and g3(.) are arranged in such a way so that their flow function produces maximum
diffusion values.

3.4 Calculating the Gradient

If the conduction function is selected properly, then anisotropic diffusion
(AD) scheme can reduce the noises [7–9] efficiently. It also preserves the edges of
skin images. The said scheme is incapable of reducing noises and preserving the
edges for a high level of noises. To solve this problem, replace the term
g ∇Iðx, y, tÞj jð Þ with the modified term gð∇ Gσ * Iðx, y, tÞj jÞ. Here, Gσ is the Gaussian
filter and σ indicates the square root of the variance of noises of Gaussian filters
[10]. This procedure facilitates us to compute the conductance function’s argument
which is the local image gradient, with the smoother version of the image with each
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every iteration. The automatic estimation of the standard deviation of the Gaussian
filter σ is highly dependent on the amount of noise present in the image. As a result,
the suitable sliding window of 25 × 25 or 64 × 64 is considered so that we can
detect the maximum identical chunk of pixels of the image. The standard deviation
of the pixels for given image block is measured by the uniformity of the pixels. The
standard deviation produced by the most of the significant blocks of the image is
considered as the last standard deviation of the Gaussian filter.

3.5 Estimating Gradient Threshold Parameter

The gradient threshold is it detects one of critical parameter since a boundary of an
image. Again, it is also responsible for noises and edges for skin lesion image.
There are different techniques prescribed in literature to compute the gradient
threshold parameter. Some such techniques are listed below.

1. Based on noise estimation, Perona and Malik [5] calculate the gradient threshold
parameter using noise estimator described by Canny [11]. In this method first,
compute the histogram of absolute values of the gradient of the entire image.
The gradient threshold (S) is equal to the 90% values of its cumulative sum of
said histogram.

2. Black et al. [5] proposed a method to calculate the gradient threshold parameter
based on median by the formula S=1.4826MADð∇IÞ

where MAD =meadian ∇I −meadian ∇Ik kð Þk kð Þ ð12Þ

It is constant throughout the entire image and ||.|| indicates norm function in this
situation.

3. Voci et al. suggested a technique [12] for estimating the gradient threshold
parameter by the formula

S =
σ Ik kp
rc

, ð13Þ

where σ is a variance of the entire image and it is constant for a particular image,
r and c signify the number of rows and columns of image and Ik kp is the image
p-norm and is defined as

Ik kp = ∑
i, j∈ I

Ij jp
 !1

p

ð14Þ

The first two procedures for estimating the gradient threshold parameter are
based on absolute values of the gradient as mentioned above, while we are dealing
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discrete anisotropic diffusion scheme. The discrete AD scheme deals with eight
different AD values as the present methods based on eight-neighborhood. The
gradient is calculated by the difference between the current pixel values with
directed neighborhood pixel values. The implementation of ∇in discrete domain
indicates the scalar values instead of vector values. So, eight different threshold
parameters along eight different directions are estimated with the help of directional
difference of intensity values. However, the calculated absolute difference values
along north and south are almost equal, it is also the same along east and west
directions and so on. As a result, eight threshold parameters reduce to four threshold
parameters. Thus, the discrete AD scheme reduces to

It+1ðSÞ= ItðSÞ+ λ

ηs
∑

p∈N, S
gð∇Is, pÞ∇Is, p + ∑

p∈E,W
gð∇Is, pÞ∇Is, p

"

+ ∑
p∈NE, SW

gð∇Is, pÞ∇Is, p + ∑
p∈ SE,NW

gð∇Is, pÞ∇Is, p
# ð15Þ

To select the single threshold for a pair of directed threshold, we pursue the
following steps. Select a block of size 3 × 3 of size 3 × 3 as shown below.

N

S

E
NW

SE

W

NE

SW

Let μN , μS be the mean of intensities of north and south block respectively,
whereas σN, σS denote standard deviation of the same. PN ,PS be the prior proba-
bility of selecting the north block threshold and south block threshold respectively
such that PN +PS =1. The optimal threshold is calculated as follows, suppose gray
level in the image is denoted by z and it follows N μN, σNð Þ for north region and
N μS, σSð Þ for south region. The probability density function of the gray level of
north region is pN(z), and that of the south region is pS(z). Then, we can write

pN zð Þ= 1ffiffiffiffiffi
2π

p
σN

exp
− z− μNð Þ2

2σ2N

 !
ð16Þ

pS zð Þ= 1ffiffiffiffiffi
2π

p
σS

exp
− z− μSð Þ2

2σ2S

 !
ð17Þ

Hence, pdf of gray level for the north and south region, i.e., normalize gray level
histogram is p(z) = PNpN(z) + PSpS(z). Let us assume that the average gray level
of north is less than or equal to the mean gray level of south region. Then, the
threshold t that makes a pixel to north region if (z ≤ t) or to south region if (z < t),
must satisfies as μ1 ≤ t≤ μ2 it distinguish between the pixel of north and south the
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probability of erroneously classifying a pixel (that belongs to south) to north is
E1 tð Þ= R t−∞ ps zð Þdz the probability of erroneously classifying a pixel (that belongs
to north) to south is E2 tð Þ= R t−∞ pn zð Þdz μ1 ≤ t≤ μ2. The total error due to said
threshold t is E tð Þ=PSE1 tð Þ+PNE2 tð Þ. To find the minimum E(t), we differentiate
on t and equal to result to zero; we get PSpS(t) = PNpN(t). After calculation, we get.

Using (16) and (17) with respect to that

at2 − bt + c=0 or t=
b±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4− 4ac

p

2a
ð18Þ

Where, a= σ2N − σ2s b=2ðμsσ2N − μsσ
2
s Þ c= σ2Nμ

2
s − μ2Nσ

2
s − 2σ2sσ

2
N ln

PSσN
PNσS

� �
ð19Þ

t = estimated threshold of north–south region, σ1 = standard deviation of gradient
image north 3 × 3 region, σ2 = standard deviation of gradient image south 3 × 3
region, μ1 = mean of the gradient image north 3 × 3 region, μ2 = mean of the
gradient image south 3 × 3 region, p1 = priori probability that a pixel belongs to
gradient image north 3 × 3 region, p2 = priori probability that a pixel belongs to
gradient image south 3 × 3 region. As a result, it reduces to a single threshold for a
pair of north and south direction. Similarly, we can apply it to another pair of
directions like NE–SW, E–W, and SE–NW. As a result, it reduces to four thresholds.

3.6 Stopping Criteria

The AD filtering is highly sensible to the number of iteration. The choice of
iteration of AD scheme is crucial, since overestimating it may result in blurring the
right edge, while underestimating it may leave unfiltered noise. As number iteration
is proportional to the time so optimal iteration can be considered as optimal
threshold time (T). Therefore, the optimal threshold time (T) should be estimated
based on each filter version of the noisy image. For these, there are different
methods available in the literature [13, 14], one such method is listed below.
Mrázek and Navara [15] proposed a method to select the optimal threshold based
on minimizing the correlation between I0 − It and It. It is represented as follows:

T ≡ argmin
t

cov I0 − It, Itð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var I0 − Ið Þvar Itð Þp ð20Þ

I is ideal image, N is additive uncorrelated noise of variance σ2n, such that
I0 = I ̄+N, It is a modified image at tth iteration.
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3.7 Contrast Adjustment Using Sigmoid Function

The sigmoid function is a nonlinear continues function of “S” shape, and its name
derives from its shape. There is a wide verity of the sigmoid functions are used in an
ANN including logistic and hyperbolic function. The sigmoid function defined for
all real values is bounded as 0 to 10, differentiable and has a positive derivative at
each point. It is defined for the input x as follows:

f x, a, cð Þ= 1
1+ e− a x− cð Þ f xð Þ= 1

1+ e− x ð21Þ

This new image enhancement approach can be regarded as point process where
we need direct processing on every single pixel of a particular image apart from
other pixels of that image so that the dynamic range can be changed. In this method,
a nonlinear activated sigmoid function is convoluted in the form of a mask with the
target images and with a factor. Depending on the amount of darkness and
brightness in the original image, the factor is used to evaluate the amount of
contrast within that image. The mask starts its operation from the upper right corner
and goes through pixel by pixel of the entire image. Every single pixel’s intensity
value is added to the mask value to produce the output intensity value. The fol-
lowing formula defines the output image’s intensity values. Simple exponential
growth where a dynamic linear limiting control is present is described by the above
formula by which the poor contrast of any image is adjusted

O i, jð Þ= I i, jð Þ+ I i, jð Þ×C ×1 ̸ 1+ e− g xð Þ
� �

, ð22Þ

where O(i, j) is the output image. I(i, j) is the unrefined input image. C is a factor. The
value of C is enhancement process’ objective dependent as the value is not limited
within one, two, and three, the user can give own desired value, depending on the
contrast you want. For 8-bit images, the pixel value varies in the range of 0–255.
After application of the above process the output image also should maintain that
particular dynamic range so that it must not cross both the highest and lowest limit.

4 Experimental Results

To evaluate the performance of the proposed method, here we considered three
different kinds of images as shown in the Fig. 1. It has a different kind of cancers
cells like malignant, Basel cell carcinoma and Squamous cell carcinoma. The said
images have variation in lesion sizes, color, and as well as contrast. Also, sur-
rounding skin has some unwanted artifacts (like the presence of hair). The proposed
method is applied in a MATLAB 2015 environment, which was installed in pro-
cessor i5 of the standard machine with 8 GB RAM. It gives the satisfactory results
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in term of mean square error (MSE), peak signal-to-noise ratio (PSNR) and
structural similarity index (SSIM) also.

5 Conclusion

The present paper describes enhancing the skin lesion images by applying nor-
malization and AD followed by sigmoid function. The main novelty of this
approach is enhancing, reducing the noises and preserving the image details (like
edges) also. The proposed method is tested on low contrast gray images as well low
contrast color images. The experimental result shows the effectiveness of proposed
method. In short, the algorithm is very simple and has the ability to construct better
quality images; the addition of conventional approaches to this algorithm makes the
algorithm strong, and an excellent contender for the real life implementation; the
applications having issues with the image contrast can successfully solve their
problem with this algorithm.

Some concluding observations from the study are given below.

• The size of the skin lesion image may be varied, and it may be grayscale and as
well as color images, here we consider only color images.

• The proposed method is applicable for low contrast skin lesion images along
with bright images also.

Original image Normalize image Anisotropic image Sigmoid image

Basal Cell MSE =0.2105, PSNR=56.3560, SSIM=0.9991

Malignant MSE=0.2487,PSNR=57.8907,SSIM=0.9987 

Squamous Cell MSE=0.1545,PSNR=58.9807,SSIM=0.9993

Fig. 1 Stating different stages of preprocessing of proposed method
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• The proposed method automatically selects only lesion portion from the input
image.

• The quality of the reconstructed image is good enough. The MSE, PSNR, and
SSIM values of reconstructed images are satisfactory for each case.

• The proposed method also removes the Gaussian noises if any and preserves the
image details like edges of the skin lesion image via anisotropic diffusion.

• The quality of the output images is good enough, so it helps to identify skin
cancer properly via feature extraction.

This proposed method can be used to improve the quality of low contrast images
in medical science, satellite imaging, and different industries.
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An Incremental Algorithm for Mining
Closed Frequent Intervals

Irani Hazarika and Anjana Kakoti Mahanta

Abstract Interval data are found in many real-life situations involving attributes
like distance, time, etc. Mining closed frequent intervals from such data may
provide useful information. Previous methods for finding closed frequent intervals
assume that the data is static. In practice, the data in a dynamic database changes
over time, with intervals being added and deleted continuously. In this paper, we
propose an incremental method to mine frequent intervals from an interval database
with n records, where each record represents one interval. This method assumes that
intervals are added one by one into the database and each time an interval is added
to the database, our proposed method will mine all the newly generated closed
frequent intervals in O(n) time.

Keywords Interval ⋅ Frequent interval ⋅ Closed interval ⋅ Closed frequent
interval

1 Introduction

Data mining is an important part of machine learning and pattern recognition. There
are many real-life situations in the field of medical, telecommunication, finance,
etc., in which intervals are associated with transactions. In general, an interval is the
form [l1, r1] where l1 is the lower end and r1 is the upper end of the interval.
Suppose, we consider a telecommunication database in which the information of
the calling time of each call is saved. Then, they may keep the starting time and
ending time of each call as an interval [start time, end time] (as shown in Table 1).
Mining information from such data may give lots of useful information.
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If we arrange intervals in 1D space, then 13 possible relationships may occur
between two intervals [1] and these are before, after, meets, meet by, overlap,
overlap by, during, includes, starts, start by, finishes, finished by, equal. These
relationships can be reduced to only 7 relations—before, meet, overlap, during,
start, finishes, equality. An interval X = [lx, rx] contains an another interval
Y = [ly, ry] (X ⊆ Y) iff lx ≤ ly and rx ≥ ry. Given a database of intervals, support
of an interval X is defined as number of intervals in the database that contain X. An
interval whose support is greater than or equal to user-defined minimum support (ρ)
is called frequent interval. In Fig. 1, if minimum support is 2 then frequent intervals
are all possible intervals within [10:15 10:30] and [10:20 10:40] and other intervals
are infrequent. A frequent interval that is not properly contained in any frequent
interval is called maximal frequent interval [2, 3]. Here, [10:15 10:30] and [10:20
10:40] are maximal frequent intervals. Again, intervals which are not properly
contained in any interval whose support is equal to its support are called closed
intervals [4] and closed intervals which are frequent are called closed frequent
intervals [5, 6]. In the above example, closed intervals are [10:15 10:30], [10:20
10:30], [10:20 10:40], [11:10 11:20] and closed frequent intervals are [10:15
10:30], [10:20 10:30], [10:20 10:40]. Mining maximal frequent intervals give us
dense ranges in which we are interested but by mining closed frequent intervals, we
are able to find more dense ranges within the maximal frequent intervals. In the
above example, if we are interested to get the ranges in which two calls are active
simultaneously then by mining maximal frequent intervals, we get the ranges
[10:15 10:30] and [10:20 10:40]. But inside the range [10:15 10:30], there is a
range [10:20 10:30] which is more dense than this range, because there are three
calls active in this range. To find this range [10:20 10:30], we have to mine the
closed frequent intervals. In [5, 6], authors have proposed methods to mine closed
frequent intervals from a static interval database. But in dynamic database each
time, a new interval is added to the database, the set of closed frequent intervals
changes. New closed frequent intervals are to be generated which were infrequent
or unseen intervals in the old database. The algorithm proposed here can be used to
mine all these newly generated closed frequent intervals. The algorithm assumes
that intervals are added to the database one at a time.

Table 1 An interval
database

Call no Call time

1 [10:00 10:30]
2 [11:10 11:20]
3 [10:15 10:45]
4 [10:20 10:40]

Fig. 1 Arrangement of the call times of Table 1 as a line along X-axis
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In Sect. 2, related works are given. In Sect. 3, preliminary definitions and the
theoretical background are given. In Sect. 4, the problem definition and in Sect. 5,
the proposed algorithm with its explanation and example are given. In Sect. 6,
experimental results are shown. In Sect. 7, concluding statements are given.

2 Related Works

In the papers [7–9], the authors have proposed algorithms to cluster interval data
and also discussed about different distance measures for interval data. In paper [10],
the authors have proposed an indexing and efficient indexing technique for fast
retrieval of similar interval time sequences from large databases by addressing the
issue of (dis)similarity measures for interval time sequence. The problem of mining
maximal frequent intervals was first proposed by Lin [3]. First, it stores the input
intervals in a data structure called I-Tree. Next, a preorder traversal algorithm is
used to discover all maximal frequent intervals. In [11], authors have proposed a
method for mining maximal sparse intervals, which uses maximal frequent intervals
to mine maximal sparse intervals. Another algorithm MintMiner [11] uses linear
representation of intervals to find all maximal frequent intervals in linear time. In
[4], an incremental method to mine closed interval is proposed which uses a Closed
Interval Tree (CI-Tree) for mining all closed intervals in the database. In [5], the
authors proposed a method for mining closed frequent intervals by using maximal
frequent intervals. Another data structure called IS-Tree [3] was also proposed to
mine all closed frequent intervals. In [6], authors have proposed another method to
mine closed frequent intervals from an interval dataset in O(n2) time. This method
assumes that the interval database is static. The method can be divided into two
parts—preprocessing and main algorithm. In preprocessing step, the interval
database is represented in an array structure as in [3]. In the second part, the main
algorithm is applied on the structure to find all closed frequent intervals present in
the interval database. To generate closed intervals, the algorithm used a temporary
singly linked list to store left ends of intervals so that when a suitable right end is
obtained, then these left ends and that right end can be paired to form closed
frequent intervals. From above, it is seen that the entire method can mine the closed
frequent intervals from a static database. The incremental method proposed in this
paper can mine closed frequent intervals from a dynamic interval database without
using any extra memory space.

3 Preliminaries and Theoretical Background

In this section, definitions of terms that are used throughout the work are provided.
A number of theorems stating certain properties of closed frequent intervals that
have been used in designing the algorithm are also proved.
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3.1 Preliminaries

Given a totally ordered discrete domain D, a non-empty subset I of D is called an
interval iff for all l, r ∈ I and c ∈ D, l ≤ c ≤ r implies c ∈ I. If for a given
interval I, l ≤ c ≤ r holds for all c ∈ D where l and r are two specific elements in
I, then I is denoted by [l, r], and l is the left end point and r is called the right end
point of I. The interval I is a closed interval because for any c ∈ I, l ≤ c ≤ r. An
interval is called frequent interval if its support is greater than or equal to
user-defined minimum support ρð Þ. An interval [l, r] is said to be closed if the
support of any interval properly containing [l, r] is less than the support of [l, r] i.e.
if [l, r] ⊂ l′, r′

� �
then sup l′, r′

� �
is less than sup[l, r]. An interval [l, r] is said to be a

closed frequent interval (CFI), if it is a frequent interval and it is closed.

3.2 Theoretical Background

When an interval [l r] is added to the database then each end point present in the
database can be marked as “old_end” or “new_end”. An end point is called
“old_end” if it was present in the database before adding the new interval [l r];
otherwise it is called “new_end”. Each closed frequent interval, which is created
after adding [l, r], is mentioned here as newly generated closed frequent interval.

For the sake of completeness, the following two theorems (T1 and T2) that were
proved in [4] have been stated below.

T1: If [l r] is an interval in a dataset, then all the intervals [l′ r] are closed intervals,
if l ≤ l′ ≤ r and part(l′) ≥ r where [l′ part(l′)] is another input interval.
T2: If [l r] is an interval in a dataset, then all the intervals [l r′] are closed intervals,
if l ≤ r′ ≤ r and part(r′) ≤ l where [l′ part(l′)] is another input interval.

Some properties of the newly generated closed frequent intervals are stated
below and proved as theorems.

Theorem 1 If [l, r] is an interval added to the database and if l′ r′
� �

is a newly
generated closed frequent interval then l′ r′

� �
⊆ l r½ � i.e. l ≤ l′ and r′ ≤ r.

Proof If l′ r′
� �

is a newly generated closed frequent interval, then either of the
following two cases has to be true. The first case is that l′ r′

� �
was a closed interval

earlier but was not frequent. In this case, the newly added interval should increase
the support of l′ r′

� �
and so l′ r′

� �
⊆ l r½ �. In the second case, l′ r′

� �
was not closed

earlier. In this case, either l′ or r′ should not be present as end points earlier. If l′
was not present then l′ = l and if r′ was not present, then r′ = r will have to be true.
Now, from properties of closed intervals [4] if [l′ = l, r′] is closed then r′ ≤ r and
if [l′, r′ = r] is closed then l ≤ l′. Therefore, in either case l′ r′

� �
⊆ l r½ �.
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Theorem 2 A closed interval l′ r′
� �

such that l′ r′
� �

⊆ l r½ � and l′, r′ are “old_end”,
will be a newly generated closed frequent interval if support of l′ r′

� �
is equal to

user-defined minimum support.

Proof Given, l′ r′
� �

is a closed interval such that l′ r′
� �

⊆ l r½ � and l′, r′ are “old_
end”. Also l′ r′

� �
is newly generated closed frequent interval. Suppose support of

l′ r′
� �

is less than user-defined minimum support, then l′ r′
� �

is not a frequent
interval, which contradicts that l′ r′

� �
is newly generated closed frequent interval.

Suppose, support of l′ r′
� �

is greater than minimum support. Then before adding
[l r] support of l′ r′

� �
is at least equal to minimum support and hence l′ r′

� �
is being

frequent or closed frequent before adding [l r]. If [l r] was closed frequent before
adding [l r], then it is already in closed frequent list, which contradict that l′ r′

� �
is

newly generated closed frequent interval. Otherwise if l′ r′
� �

is frequent before
adding [l r] to become closed frequent interval at least one l′orr′ must be a
“new_end”, which contradict that l′ r′ are “old_end” and thus it contradict that l′ r′

� �

is newly generated closed frequent interval. Thus, support of l′ r′
� �

is equal to
minimum support.

Next suppose, l′ r′
� �

is an already closed frequent interval. Now, support of
l′ r′
� �

is equal to minimum support. Thus, before adding [l r], support of l′ r′
� �

must
be less than minimum support, i.e., l′ r′

� �
must be infrequent, because l≤ l′ ≤ r′ ≤ r.

This contradicts that l′ r′
� �

is an already closed frequent interval. Thus, l′ r′
� �

is
newly generated closed frequent interval if support of l′ r′

� �
is equal to minimum

support.

Theorem 3 If l′ r′
� �

is a newly generated closed frequent interval such that both
l′, r′ are “old_end”, then there is no other newly generated closed frequent interval
l′′r′′
� �

such that l′′r′′
� �

⊂ l′r′
� �

.

Proof Suppose l′′r′′
� �

is newly generated closed frequent interval. Then support of
l′′r′′
� �

must be greater than minimum support, because l′′r′′
� �

⊂ l′r′
� �

and support of
l′r′
� �

is equal to minimum support. Thus, support of l′′r′′
� �

must be at least equal to
minimum support before adding [l r], which means l′′r′′

� �
is an already closed

frequent interval. This contradicts the above assumption. Thus, l′′r′′
� �

is not a newly
generated closed frequent interval.

Theorem 4 If l′ r′
� �

is a newly generated closed frequent interval such that l′ is a
“new_end” and r′ is “old_end”, then there will not be any newly generated closed
frequent interval l′′r′

� �
such that l′′r′

� �
⊂ l′r′
� �

where l′′ is “old_end”.

Proof Suppose, l′′r′
� �

is newly generated close frequent interval. Then support of
l′′r′
� �

must be equal to minimum support because l′′, r′ are “old_end” (Theorem 2).
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Again l′ r′
� �

is a newly generated closed frequent interval and l′ is a “new_end”.
Thus, support of l′r′

� �
must be greater than equal to minimum support.

Again, l′′ r′
� �

⊂ l′ r′
� �

. Thus, support of l′′r′
� �

must be greater than minimum
support. Thus, l′′r′

� �
is not a newly generated close frequent interval because l′′, r′

are “old_end” (Theorem 2). This contradicts the assumption. Thus l′′r′
� �

is not a
newly generated closed frequent interval.

Theorem 5 If l′ r′
� �

is a closed frequent intervals before adding a new interval [l r]
into the database then l′ r′

� �
remains closed frequent after adding the new interval

[l r].

Proof It is obvious.

4 Problem Definition

Suppose IDold denotes an interval database. CFIold denotes set of closed frequent
intervals present in IDold. If an interval I = [l, r] is added to IDold then the updated
database is denoted as ID. Suppose CFI denotes the set of closed frequent intervals
present in the database ID. Then, CFI = CFIold U CFInew. CFInew denotes all the
newly generated closed frequent intervals after adding I to IDold. If there is no such
interval then CFI = CFIold. The aim of the proposed method is to mine all these
newly generated closed frequent intervals after adding an interval I to the interval
database IDold. It is to be mentioned that minimum support ρ here is the absolute
minimum support and not any percentage value. So if an interval was frequent in
IDold it will remain frequent in ID as well.

Example 1 Suppose at some point of time, the interval database holds the following
input intervals—[3 10], [4 10], [11 15], [15 17], [3 10]. After adding an interval
[4 13] in the database the information in the array structure, Interval_Info_Array
will be

Index 0 1 2 3 4 5 6 7 8 9

End 3 4 4 10 10 11 13 15 15 17
Link 3 4 6 0 1 7 2 5 9 8
Freq 2 1 1 2 1 1 1 1 1 1

If minimum support is 2 then before adding [4 13], the closed frequent intervals
are [3 10], [4 10]. After adding [4 13], closed frequent intervals will be [3 10],
[4 10], [11 13]. Thus, [11 13] is newly generated closed frequent intervals.
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5 Proposed Method

The proposed method is designed to mine closed frequent intervals incrementally
from a collection of intervals which grows over time. When a new interval is added
to the collection, then the proposed method will mine all the newly generated closed
frequent intervals. From the theorems T1 and T2, it is easy to see that a closed
frequent interval in the new dataset will be a newly generated closed frequent
interval if either its left end is l or its right end is r or it is properly contained in
[l, r] and has support equal to minimum support.

5.1 Array Structure to Store a Set of Intervals

Information of all the intervals present in the interval database are stored in an array
structure called Interval_Info_Array as shown in Example 1 (Sect. 5.2). This
Interval_Info_Array has four fields: Index—it is array index, End—it keeps end
points of all distinct intervals in ascending order, Link—for each end e, in link field
the index of the associated end is kept, i.e., if e is a left end of an interval [e r] then
Link for e will store the Index of its right end r, Freq—it denotes the number of
occurrences or frequency of an interval in the database. If an interval [l r] is present
2 times in the database, then frequency for both ends l and r will be 2. In [3, 11],
this array structure is used to store intervals from a static interval database. So for
the dynamic interval database, when a new interval is added to the database, then
both the ends of the interval is added to the structure by searching for the appro-
priate position in the structure along the field “End”. After finding the appropriate
position, the end is stored by shifting the columns to one position right. In this
process, the corresponding values in “Link” are also modified if it is necessary. If an
interval with same ends is already available, then only the frequencies for the ends
are increased by one. Thus, adding an interval to the structure will take O(n) time.
In this structure, an end e is a left end, if value in “Link” is greater than its Index;
otherwise e is a right end.

5.2 Algorithm

The following algorithm is proposed to mine the newly generated closed frequent
intervals from an interval database. When a new interval I = [l, r] is added to the
database, first the interval I = [l, r] is added to the structure Interval_Info_Array
and also find whether l and r are “old_end” or “new_end”. Then, the following
algorithm is applied on the structure Interval_Info_Array and it takes only O(n)
time to find all the newly generated closed frequent intervals. Because to find all the
newly generated closed frequent intervals, it scans the ends in the structure from left
to right only once.

An Incremental Algorithm for Mining Closed Frequent Intervals 69



Before going to the steps of the algorithm, here is the description on how the
algorithm mines the newly generated closed frequent intervals

1. The “End” field of the structure Interval_Info_Array will contain all the left and
right ends of the intervals in sorted order.

2. As in Theorem 1, the newly generated closed frequent intervals are contained in
[l r].

3. So, first we scan the ends in structure from left to right to get the appropriate
position for left end l and after that insert l in its position by sifting ends on the
right side of it. Note the position of l and update the “Link” of the partners of all
subsequent ends. Similarly, the right end r can also insert into the structure.

4. After that, for each left end l′, l ≤ l′ ≤ r, we will try to find all the right ends
r′, l ≤ r′ ≤ r, for which [ l′ r′] are newly generated closed frequent intervals
using the Theorems 2 and 3.

5. We use a variable “count” [4] to keep number of intervals that contain the left
end l′ at some point during execution.

6. The searching for right ends for l′ will start if

(a) “count” for l′ is greater than equal to minimum support because if an
interval is frequent then its ends are also frequent, i.e., number of intervals
containing that end is also greater than minimum support

(b) Current right end is less than r (Theorem 1).
(c) Maximum right end (right_max) associated with l′ is greater than equal to

the current right end (from the theorem of closed interval in [4]).

7. Searching for right ends l′ will be done sequentially from left to right in the
structure. In this process, each time a right end r′ is found, the algorithm checks
whether [l′ r′] is newly generated closed frequent intervals or not as in Theorems 2
and 3.After that if left end of r′ is less than l′, then it decrements the frequencyvalue
of r′ from “count”. Such a right end denotes ending of intervals which contain l′.
The searching for right ends for l′ will continue till the above conditions are true.
Thus, till the last right end (e′) to which the algorithm proceed, “count” value of l′
will be greater than equal to minimum support. If l′, e′ are “old_end” then [l′ e′] is
newly generated closed frequent interval if support is equal to minimum support
(Theorem 2), otherwise it is already a closed frequent interval. Again, if l′ is a
“new_end” then [l′ e′] is a newly generated closed frequent interval (Theorems 1
and 2). We will not get any newly generated closed frequent intervals in [l′ e′]
(Theorems 4 and 5). Thus, when searching for right end for l′ stops, the algorithm
proceeds to find next left end of l′ and takes the next left end as l′. Searching for the
right ends starts from the last right end (excluding it) or from this next left end if last
right end is less than it. If the last right end (e′) is equal to r and r is a “new_end” then
we need not find the right ends for the next left ends (Theorem 1). We just have to
check whether [l′ e′] is newly generated closed frequent interval or not. This
process will be continue until l′ becomes greater than equal to r.

The steps of the algorithm are
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6 Experimental Results

For the purpose of experimentation, the proposed method is applied on the fish
interval dataset available in https://lhedjazi.jimdo.com/useful-links.

Fish Dataset

This dataset contains 12 species of freshwater fish, each one being described by 13
interval features {Length, Weight, Muscle, Intestine, Stomach, Gills, Liver, Kid-
neys, Liver/muscle, Kidneys/muscle, Gills/muscle, Intestine/muscle, Stomach/
muscle}.

Results: For the purpose of mining closed frequent intervals incrementally, we
consider the interval feature Gills and minimum support as 2. Two data with empty
intervals (i.e., [0 0]) are removed as it has no meaning for the purpose of closed
frequent interval mining. The newly generated closed frequent intervals after input
the intervals one by one are shown in Table 2.

7 Conclusion

In this paper, an algorithm has been proposed to mine closed frequent intervals
from an interval database. Previous methods [3, 5, 6] on mining closed frequent
intervals assume that the interval database is static. However in real life, we hardly
come through static databases. If an algorithm is not incremental in nature then
whenever new data comes in the whole mining process has to be done afresh. The
algorithm proposed here is an incremental algorithm to mine closed frequent
intervals from a dynamic interval database. Each time an interval is added to a
database with n intervals, the proposed method finds all the newly generated closed

Table 2 Newly generated closed frequent intervals for the feature Gills of Fish dataset when
minimum support is 2

Sl. no. Interval added to the database Newly generated closed frequent intervals

1 [393.71 853.1] NIL
2 [354.22 1976.38] [393.71 853.1]
3 [270 823.23] [354.22 823.23], [393.71 823.23]
4 [0 145.19] NIL
5 [20 41.3] [20 41.3]
6 [85.57 199.83] [85.57 145.19]
7 [38.16 186.22] [38.16 41.3], [38.16 145.19], [85.57 186.22]
8 [55.12 98.65] [85.57 98.65], [55.12 98.65]
9 [2.8 147.71] [2.8 145.19], [85.57 147.71], [38.16 147.71]
10 [0 9.45] [0 9.45], [2.8 9.45]
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frequent intervals in O(n) time. Thus, it will take O(n2) time to find all the closed
frequent intervals from a database with n intervals. Thus, the time complexity of
this method is better than the methods proposed in [5] which is O(n4) and in [3]
which is O(n2lg n). Its complexity is same as the method proposed in [6] which was
however not incremental in nature.
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Crime Pattern Analysis by Identifying
Named Entities and Relation Among
Entities

Priyanka Das and Asit Kumar Das

Abstract The present work proposes an unsupervised method for identifying named

entities from a corpus of crime reports containing information on crime against

women in Indian states and union territories and subsequently discovers substantial

relations among the identified named entities. For discovering the relations, different

types of entity pairs have been chosen and similarity among them has been measured

based on the intermediate context words. Depending on the similarity score, clus-

tering technique has been applied that forms several clusters of named entity pairs.

Each cluster consists of a representative entity pair and relation of that represen-

tative pair corresponds to the relation of the whole cluster formed, leading to the

relational labelling of the clusters. This method does not desire any time consum-

ing richly annotated corpora and the result with high F-measure values depicts the

effectiveness of this method.

Keywords Crime analysis ⋅ Named entity recognition ⋅ Relation extraction

1 Introduction

Recognising named entities from textual datasets and subsequently discovering

unrestricted relationships among them is an essential part for any information

extraction task. Though most of the blogs, newswire, websites, and governmen-

tal documents provide information for crime, human annotation for these colossal
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volumes of heterogeneous data sources is a tedious task. Crime pattern analysis from

textual data not only requires Natural Language Processing (NLP) applications [1],

but also utilises the text mining techniques with the domain knowledge. Newspapers

[2] containing crime information have been considered from which entities (name of

certain things) [3, 4] have been detected and these entities helped in the crime pat-

tern analysis. Not only the named entity recognition, but significant research work

exists on extracting relevant relation among the entities. Initially, the project called

‘ASTREA’ [5] developed a relation extraction system for crime investigation. Basili

et al. proposed a method called ‘REVEAL’ [6] that employs variants of support vec-

tor machine for automatic relation extraction in case of crime investigation. Yao et al.

[7] suggested a series of probabilistic models that creates triples of entity pairs and a

syntactic dependency path is generated forming groups of same textual expressions.

A hybrid model called ‘Powerset Factz’ [8] was developed that extracts relationships

among different types of entities by linguistic analysis and semantic typing infor-

mation from databases. The model has proven to give outperforming results when

compared to other methods based on entropy label ranking. Unsupervised relation

discovery followed by developing particular patterns for the discovered relations was

done in Akbik et al. [9].

The present work accentuates on recognition of named entities and determin-

ing relation between the entities. Initially, a large corpus of crime reports have

been extracted from online newspapers with crime reports against women in 29

states and 4 union territories of India. After data collection, all the necessary pre-

processing is done. Then named entities are identified by noun phrase chunking

(NP-chunking) that recognises the names of several entities like organisations, places

such as states, cities, persons, victims, offenders involved in crime, and many more.

Upon identifying the named entities, the goal is to discover the relation among the

identified entities by application of clustering technique. Inspired by the approach

of relation discovery by Hasegawa et al. [10], the present work extends the rela-

tion determination task in the field of crime analysis where, different types of

named entity pairs (NE-pairs) have been chosen from the corpus and similarity has

been measured among the NE-pairs with the intermediate words as context vectors.

A complete graph is generated based on the similarity score and finally clustering

technique has been applied that forms different groups of entity pairs which are sim-

ilar in context. NE-pairs having same context falls in one cluster and vice versa.

Each cluster has a representative pair in it and the relation of that representative

also defines the relation of the corresponding cluster. The relations are defined as

the crime types like rape, abduction, murder, molestation, sexual harassment, abuse,

dowry harassment, domestic violence, etc.

The rest of the paper is organised as follows: Sect. 2 describes the proposed work

in details. Section 3 shows the results of the proposed method followed by conclusion

and future work in Sect. 4.
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2 Proposed Framework

This section describes the present methodology in a skilful way. The objective of

this work is to identify the meaningful entities from the dataset and find substantial

relation among the entities. The detailed techniques are discussed as follows:

2.1 Data Collection and Preparation

Few online classified newspapers like, The Times of India, The Hindu, The

Indian Express and websites like www.asianage.com, www.tribuneindia.com,

www.dnaindia.com and www.iamnirbhaya.me, [11] providing information of crime

against women in India and its union territories, are considered for extracting the

data.

(A) Web Crawl: A customised Python program is implemented that discards the

unnecessary details present in the webpages and brings out the useful data from the

above-mentioned e-papers. The extracted data contains crime reports for 29 states

and 4 union territories of India for over a time period of July 2004 to December 2016

and these data are stored for further analysis. Each state has nearly about 850 crime

reports constituting news of different types of crime.

(B) Preprocessing: Initially, the data was collected and stored for each state, but

it was observed that many reports got extracted only with a name of a district or city.

So, again a customised Python program is used that employs the Google Geocoding

API which automatically sorts the crime reports of the districts and cities accord-

ing to the particular states. Other necessary preprocessing like stopword removal

and stemming has been done using analytical applications of Natural Language

Processing.

2.2 Named Entity Recognition

The present work considers the statewise sorted dataset and with the help of a sen-

tence segmenter, the text of the dataset is split into several sentences. Once the

sentences are segmented, word-level tokenisation provides multiple tokens. Then,

noun phrase chunking (NP-Chunking) is performed that searches for chunks related

to each noun phrase. Often a single noun phrase in the dataset consists of two or

more nested noun phrases, but the program for the present framework only deals

with the simpler chunks which are mostly smaller than the complete noun phrases.

NP-Chunking is mostly done by tagging the sentences with parts of speech. Here,

the method is defined with a chunk grammar that sets the rule for chunking with reg-

ular expressions present in the dataset. The rule for the NP-Chunker searches for the

www.asianage.com
www.tribuneindia.com
www.dnaindia.com
www.iamnirbhaya.me
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presence of any article or determiner in the sentence followed by adjectives and then

any noun. Thus, the method detects the named entities relating to name of various

person, organisations, states, geopolitical entities like any area, streets, towns/cities

or villages, time, money, and many more. The work considers all possible subtypes

of the entities as mentioned in Sekine et al. [12] present in the dataset.

2.3 Similarity Among Entity Pairs

Even though several domains of entity pairs exist, only five different domains of

NE-pairs namely, ORG-LOC (organisation-location), PER-LOC (person-location),

PER-ACT (person-action), ORG-TIME (organisation-time), and PER-PER (person-

person) are considered that can provide a better visualisation of the crime. In each

case, relation of the first one has been detected with the latter. Figure 1 shows the

framework in brief. The accumulation has been done separately for each domain of

the pairs and the presence of all stemmed intermediate words is considered as context

of the pair of entities. Here, the order of occurrence of the pairs also has been taken

into consideration. For example, (E1, E2) and (E2, E1) where E1 and E2 are distinct

Fig. 1 Proposed framework in brief
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named entities with different context present in different crime reports. Now for each

NE-pair, a context vector is created whose values are generated by calculating the

term frequency inverse document frequency (TF-IDF). Let R be an extracted crime

report, a context word c and an individual report r ∈ R, then the value for c in r is

calculated using (1).

cr = fc,r ∗ log(|R|∕fc,r), (1)

where fc,r is the frequency of c in report R.

Then cosine similarity has been measured for the context vectors of entity pairs

using (2). For example, it compares one PER-LOC pair with other PER-LOC and

same as in case of other pairs of different domains.

Cos(X,Y) = X ⋅ Y
‖X‖‖Y‖

, (2)

where X and Y are two context vectors in a particular domain of NE-pairs.

Based on the similarity score, a complete weighted undirected graph known as

Entity Similarity Graph, G = (N,E) is formed, where N represents set of nodes of

the graph and E, the set of edges connecting the nodes. Here, n1 and n2 are two nodes

in N, representing two context vectors, say X and Y , whereas, the edge between the

nodes n1 and n2 has a weight reciprocal of the similarity score between X and Y . The

graph is made sparse based on a threshold ti(G) associated to each node ni ∈ N in

graph G. For each node, ni, ti(G) is set as the average similarity of it with other nodes

in the graph and the edge incident with this node is removed if its associated weight is

more than the average value. But for node in other terminal of edge, this value may be

higher compared to its associated threshold. But it is not allowed with the assumption

that relationship should be established from both ends. Otherwise, it will not persist

or will not be stable. All the entity pairs have been considered as nodes. Higher the

similarity among the pairs, lesser is the weight of the corresponding edges.

2.4 Relation Extraction

Once the sparse weighted Entity Similarity Graph is created, clustering technique

has been incorporated for the relation discovery task. Infomap clustering algorithm

[13] has been applied on the graph that forms different clusters of NE-pairs similar

in context. Thus, the pairs which possess similar context words between them are

grouped in one cluster and pairs having different context falls in different clusters.

This algorithm also provides a representative for each group of entity pairs which

leads all the pairs in the cluster. Now, the aim is to label the clusters according to the

relation which mainly refers to the crime types like cluster C1 is labelled as ‘Rape’,

cluster C2 is labelled as ‘Assault’ and so on. The present work considers the relation

of the representatives of each cluster for labelling the respective clusters. The repre-

sentative of a cluster is a particular NE-pair and relation can be determined of that
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representative pair with the help of prior knowledge of the context words present in

the dataset. The relation of representative pair is chosen as the characterisation of

the whole cluster from which the representative pair belongs.

3 Experimental Results

As discussed in the previous sections, the proposed framework has been applied on

the extracted reports containing information of crime against women for 29 states

and 4 union territories of India for over a time period of July 2004 to December

2016. For 33 states, there was a total of 28,050 crime reports based on different

crime types. After few essential preprocessing, the dataset provides 3,36,600 num-

ber of sentences which are further split into 5,12,533 number of tokens. Then noun

phrase chunking is done that gives near about 8,00,210 named entities (including

the basic and subtypes). Table 1 shows the different domains of NE-pairs and their

corresponding numbers as chosen from the dataset. For the present work, entity pairs

with at least four intermediate context words have been chosen and pairs having less

than four intervening words have been discarded. Along with more frequent pairs,

less frequent entity pairs also have been chosen.

Then, cosine similarity has been measured among the pairs and based on the

similarity score, a complete weighted undirected Entity Similarity Graph is gener-

ated where the entity pairs are represented as nodes and the connecting edges have a

weight reciprocal to the similarity score. Infomap algorithm has been applied on this

graph and Table 2 shows number of different clusters formed from NE-pairs having

similar context words. Now, it would be unwise to provide a graph as an output of

the clustering algorithm, as the figure looks clumsy with huge number of pairs. So,

for a better visualisation of the Infomap clustering technique, few random pairs have

been chosen for the PER-ACT domain and Fig. 2 shows the results where few entity

pairs are divided into 12 clusters shown in 12 different colours and each cluster con-

tains the NE-pairs as shown in the numbered nodes. The process has been repeated

parallelly for other mentioned domains as well.

Now, each cluster has a representative NE-pair in it and its context words present

in the dataset help in determining the relation of the representative pair and that

particular relation is chosen as the characterisation of the whole cluster from which

Table 1 Details of the entity

pairs
Domain No. of pairs

ORG-LOC 2783

PER-LOC 5105

PER-ACT 4237

ORG-TIME 3114

PER-PER 5388
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Table 2 Result of infomap

clustering technique
Domain No. of clusters formed

ORG-LOC 52

PER-LOC 64

PER-ACT 41

ORG-TIME 43

PER-PER 67

Fig. 2 Sample result for

clusters of few randomly

chosen PER-ACT pairs

the representative pair belongs. Thus, the relation labelling has been done for all

of the clusters formed for each domain of pairs. The relations are defined as various

crime types like ‘rape’, ‘murder’, ‘abduction’ etc. Table 3 shows in detail the number

of entity pairs with their labelling of crime type.

The accuracy of the proposed framework is evaluated by recall, precision and

F-measure methods. The details of the cluster evaluation techniques for labelling of

NE-pairs are given in (3–5) as follows:

Precision (P) =
Pairs_correctly_labelled

All_pairs_labelled_automatically
(3)

Recall (R) =
Pairs_correctly_labelled
Pairs_labelled_manually

(4)

F − measure (F) = 2PR
P + R

(5)

Table 4 provides the information that this method gives better result for the PER-

LOC, PER-ACT and PER-PER domain than other domains of NE-pairs.
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Table 4 Results for Precision, Recall and F-measure in (%)

Evaluation metrics

Domain Precision Recall F-measure

ORG-LOC 75 82 78

PER-LOC 85 81 82

PER-ACT 84 79 81

ORG-TIME 76 78 76

PER-PER 87 80 83

4 Conclusion and Future Work

The present work emphasised on an unsupervised approach of named entity recogni-

tion and relation extraction task from crime data. It used a clustering algorithm that

forms clusters of entity pairs similar in context. The method also considered less fre-

quent NE-pairs as few meaningful relations can be discovered from them too. It has

been observed that entities have been identified with high recall and precision and

relation labelling of the clusters have been done in an efficient manner. As a future

work, further inferences can be drawn by realising paraphrases for crime pattern

analysis.
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A Secure High-Capacity Video
Steganography Using Bit Plane Slicing
Through (7, 4) Hamming Code
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Abstract Achievement of high-capacity data hiding using a digital media is an
important research issue in the field of steganography. In this paper, we have
introduced a novel scheme of data hiding directly within the video stream using bit
plane slicing through (7, 4) Hamming code with the help of shared secret key. In the
proposed scheme, a secret logo image is embedded within the cover video stream
for authentication and ownership identification through Hamming code based video
steganography. Each frame of secret video has been separated into individual three
basic color blocks (R, G and B) and then partitioned into (3 × 3) pixel blocks.
After that, each color block is sliced up into 4 bit planes starting from LSB plane.
The pixels’ positions of cover images are randomly selected by Pseudorandom
Number Generator (PRNG) using a shared secret seed value and data embedding
performed using (7, 4) Hamming code. As a result, 36 bits secret data can be
embedded within a (3 × 3) pixel block which is almost eight times greater than
Ramadhan and Khaled’s scheme (Systems, applications and technology conference
(LISAT), 2014 IEEE Long Island, 2014) [1]. Here, we achieve a high payload with
good visual quality stego video. Furthermore, the video compression is lossless
so the video file size is strictly preserved for post-data embedding.
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1 Introduction

Steganography is the art and science of hidden data communication. Till date, many
data hiding schemes [2] are developed but only few of them are considered being
more secured and have less distortion. The data hiding schemes are useful in many
application areas to solve the problem of ownership identification, copyright pro-
tection, authentication, verification, and more. The main aims of data hiding
schemes are to ensure extraction of secret data and recovery of original object from
stego media. On the other hand, data should stay hidden in stego media even if the
eavesdropper tampered the stego or degrading through natural phenomenon like
transmission resampling, compression, or filtering, etc. The main drawbacks of data
hiding schemes are not to provide a good solution in such cases. The degree of
distortion will be high due to increase of data embedding capacity that should be
balanced mathematically using spread spectrum. The data embedding in video is
considered to be more unsuspicious and secured and less exploration has been done
till today in this research area using Hamming code.

2 Related Work

Video hiding inside a video stream using nonuniform rectangular partition is done
by Sheng et al. [3]. Then, another video hiding scheme is proposed by Yadav et al.
[4] based on LSB technique which replaces the least significant bits of pixels
selected to hide the secret information. Video as a collection of numerous frames
has greater data hiding capacity as the small color change in the whole video stream
is hard to detect in human eyes. Dasgupta et al. [5] proposed hash-based LSB
techniques in spatial domain where the bits of the message can be inserted in
intensity pixels of the video in LSB positions. Here, we have proposed video
steganography using (7, 4) Hamming code for color images. We have divided R, G,
B color pixels in bit plane [6] starting from LSB to LSB-3 (up to 4 bit plane)
partitioned into (3 × 3) blocks and then apply Hamming code based data hiding
scheme. In this scheme, 36 bits of data are embedded within nine pixels which is
more higher than other existing LSB technique [1, 4, 5] and most of the LSB
techniques are prone to attack [7, 8]. Also, it maintains high visual quality.
Additionally to provide more security, the message is encrypted using symmetric
key encryption techniques. Thus, we have achieved secure steganographic system
for hiding data in video stream using both cryptography and steganography
techniques.
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3 Proposed Method

A video stream consists of collection of frames and the secret data is embedded in
these frames as payload. The cover video is broken down into frames before
embedding. Each frame is now considered as a cover image. Now, the proposed
technique has been applied to conceal the secret data in the carrier frames.

Suppose, I is considered as the cover frame image of size (M × N), and I’ is the
marked image after embedding data D = {d1, …, dX}, where di∈ {0, 1}, 1 ≤
i ≤ X. Here, H is a parity check matrix of the Hamming code. Let H be

H =
0 0 0 1 1 1 1 0 0
0 0 1 0 1 1 0 1 0
0 0 1 1 0 1 0 0 1

������

������
, Embedding capacity is an important

metric for data embedding. It is measured by the number of secret bits that can be
embedded into a cover image. The embedding capacity is calculated as [2]
ER= L ̸M ×N bpp where L is the length of the secret message. Before embedding
the secret data, we take 36 bit secret key k1 which is known to both the sender and
the receiver, to encrypt the secret data bit using symmetric key encryption. We have
taken each pixel block of size (3 × 3) and 4 bit plane of each pixel is used to embed
the data, which results in (3 × 3) × 4 = 36 bits of data (D1) in one iteration. As an
additional security measure, instead of choosing the cover image pixel block
serially, we will use Pseudorandom Number Generator (PRNG) function with a
secret predefined seed k2 (which is only known to the sender and the receiver) to
determine the next available block for embedding. Since this seed will be known to
the sender and receiver only, the generated unique pattern of pixel block selection
can be used in embedding and extraction process securely. The data embedding
procedure is enlisted in Algorithm 1 and the data extraction procedure is depicted in
Algorithm 2 (Fig. 1).

Algorithm 1: Data embedding process
Input: Cover video, secret data bits D, Hamming matrix H, secret key k1, and

seed value k2
Output: A stego video

Step 1: Extract each frame from video stream as a color image I of size (M × N).
Step 2: Collect random sequence of pixel blocks of size (3 × 3) from cover

image IM×N using PRNG (k2). Say the pixel blocks are X1, X2,…, XMN.
Step 3: Convert Xi into three separate RGB color blocks XiR, XiG, and XiB.
Step 4: Convert each Xi’s into binary form.
Step 5: Perform bit plane slicing of each Xi ‘s up to 4 bit plane starting from

LSB that is XiR(LSB), XiR(LSB−1), XiR(LSB−2), XiR(LSB−3).
Step 6: Take c = XiR(LSB) and calculate the syndrome S1 = (H × (c)T)T.
Step 7: Perform D1’ = (D1 ⊕ k1); k1 = 36 bit length and D1 is also same

length.
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Fig. 1 Pictorial diagram of the proposed data hiding scheme
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Step 8: Take 3 bits secret data di = {d1, d2, d3} from D1’ where di ∈ {0, 1}.
Step 9: Calculate S2 = (di ⊕ S1); if S2 = 0, no change, otherwise flip a bit at the

positional value of S2 and generate H’.
Step 10: Compute S3 = (H’ ⊕ c) and store the data.
Step 11: Replace the matrix (c) with S3 and update XiR(LSB).
Step 12: Repeat Step 4 to 10 using XiR(LSB−1), XiR(LSB−2) and XiR(LSB−3).
Step 13: Repeat Step 5 to 11 to embed secret data on XiG and XiB color blocks.
Step 14: Repeat Step 2 to 12 to embed secret data on each and every random

sequence of (Xi’s) of pixel blocks.
Step 15: Finally, after combining each stego block, we get stego frame (I’) of size

(M × N).
Step 16: Generate stego video stream with encoded frames.
Step 17: End.

Algorithm 2: Data extraction process
Input: Stego video stream, Hamming matrix H, secret key k1, and seed value k2
Output: Original Secret Message D.

Step 1: Convert the video stream into frames. Extract each frame as a color cover
image I’ of size (M × N).

Step 2: Use PRNG with predetermined seed k2 to determine the stego pixel of
random sequence X’i of size [3 × 3] from stego image I’.

Step 3: Separate RGB components into X’iR, X’iG, X’iB.
Step 4: Convert into binary form of each X’iR, X’iG, and X’iB.
Step 5: Perform 4 bit plane slicing of each X’i‘s starting from LSB that is X’iR

(LSB), X’iR(LSB−1), X’iR(LSB−2), X’iR(LSB−3).
Step 6: Take c’ = X’iR(LSB) and calculate the syndrome S’ = (H × (c’)T)T.
Step 7: Concatenate syndrome S’ with data unit of D’ that is D’ = D’ || (S’).
Step 8: Repeat Steps 4 to 6 using X’iG and X’iB.
Step 9: Compute Di = D’ ⊕ k1.

Step 10: Repeat Steps 2 to 8 using next random sequence of Xi block.
Step 11: Concatenate Di’s, we get original secret message D.
Step 12: End.

3.1 Numerical Illustration

Example 1 Data Embedding

1. Let I is a color pixel block with (3 × 3) pixel. D = {d1, d2, …, d36} = {0, 1, 0,
1, 0, 1, 0, 0, 1, 1, 0, 1, 1, 1, 0, 0, 0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 0, 0, 0, 1, 0, 1,
0}. k1 = {0, 0, 1, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 1, 1, 0, 0, 1, 0, 0, 1, 0,
1, 0, 1, 0, 1, 0, 1, 0} and ER = 36/(3 × 3) = 4 bpp and D’ = D ⊕ k1 = {0, 1,
1, 1, 1, 0, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0,
0, 0}
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2. Divided into three RGB pixel blocks shown below.

R=
141 141 141
141 142 142
140 143 143

������

������
G=

143 141 142
141 144 145
143 146 147

������

������
B=

147 145 145
145 149 150
146 150 151

������

������

3. Take red pixel block and transform into binary number matrix.

R=
10001101 10001101 10001101
10001101 10001110 10001110
10001100 10001111 10001111

������

������

4. Divide it into 4 bit plane matrices starting from LSB.

RLSB =
1 1 1
1 0 0
0 1 1

������

������
RLSB− 1 =

0 0 0
0 1 1
0 1 1

������

������
RLSB− 2 =

1 1 1
1 1 1
1 1 1

������

������

RLSB− 3 =
1 1 1
1 1 1
1 1 1

������

������

5. Read the LSB matrix and form a 1D matrix. c = [1 1 1 1 0 0 0 1 1]

6. Calculate the syndrome

S1 =H × cð ÞT =
0 0 0 1 1 1 1 0 0

0 0 1 0 1 1 0 1 0

0 0 1 1 0 1 0 0 1

�������

�������

× 1 1 1 1 0 0 0 1 1j jT =
1

0

1

�������

�������

7. Transpose the syndrome and XOR with the secret data bit, i.e., [1 0 1] ⊕ [0 1
1] = [1 1 0] which matches with the fifth column of Hamming matrix.

8. Generate the code H’ = [0 0 0 0 1 0 0 0 0] and XOR with the original code c.

S3 = [1 1 1 1 0 0 0 1 1] ⊕ [0 0 0 0 1 0 0 0 0] = [1 1 1 1 1 0 0 1 1].

9. Transform into a new LSB matrix.
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R′

LSB =
1 1 1
1 1 0
0 1 1

������

������

10. Similarly compute the LSB-1, LSB-2, and LSB-3 matrices as follows:

R′

LSB− 1 =
0 0 0
0 1 0
0 1 1

������

������
R′

LSB− 2 =
1 1 1
1 1 1
1 1 0

������

������
R′

LSB− 3 =
1 1 1
0 1 1
1 1 1

������

������

11. Update all four modified binary matrices to their corresponding position in
original RED pixel matrix.

R′

3 × 3 =
10001101 10001101 10001101
10000101 10001111 10001100
10001100 10001111 10001011

������

������
=

141 141 141
133 143 140
140 143 139

������

������

12. Similarly get updated green and blue pixel matrices.

Example 2: Data Extraction

1. The marked frame pixel block is divided into three RGB color pixel blocks.

R=
141 141 141
133 143 140
140 143 139

������

������
G=

143 141 134
143 144 149
143 146 146

������

������
B=

147 145 149
145 149 150
147 156 151

������

������

2. Take red image pixel block and transform into binary numbers.

10001101 10001101 10001101
10000101 10001111 10001100
10001100 10001111 10001011

������

������

3. Divide it into 4 bit plane matrices starting from LSB.

RLSB =
1 1 1
1 1 0
0 1 1

������

������
RLSB− 1 =

0 0 0
0 1 0
0 1 1

������

������
RLSB− 2 =

1 1 1
1 1 1
1 1 0

������

������

RLSB− 3 =
1 1 1
0 1 1
1 1 1

������

������
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4. Read LSB matrix and form a 1D matrix. c = [1 1 1 1 1 0 0 1 1]
5. Calculate the syndrome S1 = H × (c)T =

0 0 0 1 1 1 1 0 0
0 0 1 0 1 1 0 1 0
0 0 1 1 0 1 0 0 1

������

������
× 1 1 1 1 1 0 0 1 1j jT =

0
1
1

2
4

3
5

6. Transpose the syndrome to get secret data bits d = [0 1 1]

7. Repeat the above steps until we do not get the secret data bits. Concatenate all
the data bits to get the data, that is, D’ = {0, 1, 1, 1, 0, 1, 0, 0, 1, 1, 0, 1, 1, 1, 0,
0, 0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 0, 0, 0, 1, 0, 1, 0}.

8. XOR the modified secret data with secret key k1 to get the original secret data
bits that is D = {0, 1, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1, 1, 1, 0, 0, 0, 1, 1, 0, 1, 0, 0, 1, 1,
0, 1, 0, 1, 0, 0, 0, 1, 0, 1, 0}.

4 Experimental Result and Comparison

The scheme is implemented using NetBeans IDE 8.0 on standard color images to
measure the performance. The standard cover video sequences are Audio Video
Interleave (AVI) format with the size of (192 × 352). These are collected from the
video database of department of computer science at University of Mannheim [9].
The secret message is a binary image logo. Upon extraction, the secret data is
retrieved without any loss or noise. The qualities of the stego frame images are
measured using Mean Square Error (MSE) and Peak Signal-to-Noise Ratio (PSNR).

MSE=
1

M ×N
∑
M

i=1
∑
N

j=1
I i, jð Þ− I ′ i, jð Þ� �2 ð1Þ

PSNR=10 log10
2552

MSE
dBð Þ ð2Þ

Following tables are representing the PSNR values of stego videos generated by
our algorithm with varying payload. The average capacity of data embedding per
frame is 16.5 KB (when ER = 2 bpp), 24.68 KB (when ER = 3 bpp), 32.9 KB
(when ER = 4 bpp) which is almost eight times that of other existing algorithms
[1]. The standard video sequences are 25 fps. So, we can embed maximum 823 KB
data per second which is a high payload compare to any other algorithm [5]
(Tables 1, 2, 3 and 4).
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5 Security Analysis

Security analysis is an important key factor of data hiding process. In this paper, we
have used two levels of security to enhance our proposed scheme from security
perspective. First, we take a 36 bits secret key and encrypt the secret data bits using
symmetric key encryption. As it is only known to the sender and receiver, the third
party will not be able to decrypt it without knowing the secret key. In the second
level, we have taken a secret seed which is also known to the receiver and sender
only. Using this seed, we generate a sequence of unique numbers with the help of
PRNG function. We have taken the cover image pixel blocks according to the
generated numbers. So without knowing this seed, no one will be able to predict the
number sequence.

We also verified our algorithm against standard measurement like SSIM. The
Structural Similarity (SSIM) index is a method for measuring the similarity between
two images. The SSIM index can be viewed as a quality measure of one of the
images being compared provided the other image is regarded as of perfect quality.
From the tables, it is observed that the SSIM values of all test images are nearer
to 1.

6 Conclusion

In this paper, we introduced a novel secure data hiding scheme using Hamming
Code for video steganography. Bit plane slicing of the each RGB color cover frame
pixel block is also introduced to increase data hiding capacity. So the data
embedding rate is raised up to 4 bpp which is greater than other existing schemes
[1, 4, 5]. In our algorithm, PSNR is also high compared to existing schemes [4, 5]
which means that we generate better visual quality stego videos. From security
perspective, we introduced a shared secret key to find suitable bit pattern through
XOR operation during data embedding as well as data extraction. The cover video
frame block has been chosen in random location through PRNG which enhances
security. We have tested our stego image with SSIM and observed that the proposed
scheme is preferable for data embedding where visual quality and security con-
straint needs to be maintained for high payload. In future, the scheme has been
extended to enhance security, capacity, and quality in different domains for
video-based steganography.
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Conceptual Design of Next Generation
Security System Based on Thought
Form Image Patterns

Rai Sachindra Prasad

Abstract Research on biophotons imaging techniques has now advanced to a level
where it is possible to capture biophotons in true color two-dimensional image
form. On the other hand, biophysicists have proved that thought process has definite
impact on biophotons emission from human biofield. These two developments are
enough to predict the prospects of development of a next generation security system
to protect the vital sensitive installations and precious human lives without the need
of the present day frisking and scanner aided security system. This paper is devoted
to describe a conceptual design for such a security system. To demonstrate its
functioning, true color images of thought forms from Theosophical Society liter-
ature are used. Most of the images were used in experiments for recognition of their
patterns in our three recent papers where it was shown that thought forms had
patterns of human behavior which matched with the comments attributed to the
images in theosophical texts. These images were captured by theosophists using
their power of clairvoyance, and published nearly 100 years ago. The three factors,
viz., (i) patterns recognition in our papers, (ii) advances made in biophotons
imaging techniques, and (iii) changes in thought process resulting in changes in
human biofield, are the essential components on which a conceptual design of the
next generation security system is proposed.

Keywords Biophotons ⋅ Thought forms ⋅ HSV ⋅ Radon transform
Histogram ⋅ Theosophy

1 Introduction

In recent years, research on biophotons has attracted the attention of scientists all
over the world. The nature and behavior of human beings is reflected in their
biofield, i.e., in the characteristics of the biophotons. Whereas the environment and
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biological organ systems are governed, to a large extent, through programmes
inherited (biological system through DNA, and environmental system through
matter–energy interaction); thought process is a manifestation of the interaction
between environment and biological system. This thought process can be assessed
either subjectively through the science of psychology, or through biophotons
imaging [1–8] since human biofield is the interaction between thought process and
the environment. The interest in this area world over is due primarily to the fact that
it is now accepted that biophotons emission is a universal phenomenon linked to all
living systems, and provides a new noninvasive powerful tool in medical diag-
nostics [5–8]. In an experiment, influence of intention, which is a thought process,
on photon emission from the hand in eight subjects was investigated [9]. If a person
tried to intentionally change his or her photon emission, the mean photon count
decreased. Not all subjects were able to influence photon emission with similar
success [3, 9–11]. Experiment on the effect of meditation, a state of mind, on
photon emission was also performed [11–13]. In one experiment [12], the influence
of meditation on photon emission from the hands and forehead was studied. Data
indicated that photon emission changed after meditation. In one subject with high
pre-meditation values, photon emission decreased during meditation and remained
low in the post-meditation phase. Studies on the effect of consciousness on bio-
photons emission were also carried out in [13, 14] though this study did not give
conclusive results. Korotkov [15] defines, consciousness as the ability of a subject
to react to environmental information and change the behavior in accordance with
this information.

From the foregoing discussions, it is obvious that the nature and behavior of
human beings is linked to the thought process. In other words, thought process,
captured in an image form and scientifically analyzed using image processing tools,
can reveal the mental attitude. That this is going to be a revolutionary step in
applications in medical, social and security environments is central to the design of
a possible security system. The most important applications can be in social field to
discriminate and segregate individuals with violent nature, or those who are
“dangerous” elements from other considerations. In medical field, the analysis of
thought forms can reveal the nature and behavior for applications in alternative and
complementary medicines. In security environment, its application is expected to
completely replace the scanner and frisking methods, etc., used presently at sen-
sitive installations, including nuclear installations, airports, and metros. While the
first and second applications of human biofield are easily traceable in literature
survey, some of which are already shown in [1–15], the third possible application in
security environments is a realistic projection in near future, the topic of this paper.

An important characteristic of biophotons is exhibiting of spectrum of colors.
The spectral distribution of biophotons emission was analyzed in [16]. Recognizing
the great importance of research on biophotons, many top-ranked institutions in
the world have established a separate discipline of biophotonic research [17].
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It is expected that in the near future, a joint group of scientists and engineers would
be able to develop an image capturing system for biophotons emission from the
whole human body, and not only from selected anatomic locations.

1.1 Thought Form Images from Theosophical Texts, Why?

A detailed study of theosophical texts including [18, 19] reveals that a great deal of
similarity exists between the theosophists’ and biophysicists’ view of structural
form of human beings. This is shown diagrammatically:

Theosophists’ view: Physical body➔Astral Body ➔Color
Biophysicists’ view: Physical Body➔Biofield➔Biophotons➔Color

The first similarity of views is in respect of astral body and biofield which are
both clouds of electromagnetic field. The second similarity is in respect of color.
Theosophists claim (without scientific proof though) that astral body has spectrum
of colors; the biophysicists also view in exactly similar manner (with scientific
proof) that biophotons have spectrum of colors. This similarity generated interest in
authors for subjecting the thought form images from theosophical texts on image
analysis tools to verify the rationale of comments attributed to the images. Thought
form images used for analysis in this paper were taken from theosophical texts [20,
21], authored by C W Leadbeater and Annie Besant, renowned theosophists of the
twentieth century. The rationale behind comments of Good or Bad was not
explained with scientific proof, obviously due to absence of image processing tools.
The theosophists based their comments in [21] on the following three principles:
“(i) Quality of thought determines colour, (ii) Nature of thought determines form,
and (iii) Definiteness of thought determines clearness of outline”. With preset belief
of color, shape, and outline being the pivots for qualifying the images in Good and
Bad patterns, behavior of individuals in their captured thought forms was inter-
preted by the authors with comments attributed to the images [21]. For example, all
shades of red were considered responsible for rendering the images in Bad category,
but shades of blue color were considered responsible to render the images in Good
pattern. Green color was given a lower priority over blue color. Similarly, if the
shape and outline are regular and smooth then such images were considered as
possible candidates in Good category if the color is not red. On the contrary, all
images with disjointed or irregular shape were considered in Bad category if not in
blue color. For more details, readers are referred to the text in [21]. It is worthwhile
to mention that the influence of color is strongly supported in the texts of other
religions [22, 23]. From a scientific view point, this preset belief, howsoever
convincing it may be, would not be worthy of note unless these are tested on
scientific platform.
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1.2 Origin and Features of Thought Forms Images

Thought form images of some unidentified individuals were captured using the
power of clairvoyance (claimed by the theosophists) in real situations. The
hand-drawn and hand-painted images by three friends of the two authors were
attributed comments based on the three aspects of color, shape, and outline. An
important feature of thought form images is worthy of note since this was relevant
to the results of pattern recognition in our recent papers [22–24]. The patterns
identification on the aspect of color was reported in [22, 23], while shape-based
pattern recognition was reported in [24]. Among the images which were used for
pattern recognitions, there were some which involved the thought forms of more
than one individual; as a result of this, the comments for these images are a mixture
of both Good and Bad patterns. For example, images titled “At a Funeral”, “At a
Street Accident”, and “On a Shipwreck” [21] were all real situations involving two
or three unidentified individuals. In images of single person’s thought form, the
comments, in general, are either in Good or in Bad pattern.

The rest of the paper is organized as follows. In the next section, we highlight the
advances made during the last two decades in imaging techniques of biophotons. In
Sect. 3, experimental studies of scientists to prove the effect of thought process on
biofield are discussed. Section 4 describes the techniques used by the authors for
patterns identification in thought form images. Since the proposed security system
is designed to identify only Bad and undesirable patterns of thought forms, we
define them presenting their images in Sect. 5. These images are carefully selected
on observing the comments attributed to them either in Bad or in Very Bad category
in respect of the behavior of individuals in real situations. In Sect. 6, we present and
discuss salient features of the proposed next generation security system with a
flowchart. Finally, in Sect. 7, we conclude with our views of the future scenario of
world order and use of the proposed system.

2 Advances in Biophotonics Research

Since a Biophotonic camera worthy of capturing thought form images is central to
the long-term research objective of the authors, a brief review of literature is
considered relevant. It is expected that in near future, the capturing device would
also encompass imaging of biophotons emission of thought forms. Ever since the
experiment on biophoton detection and measurement was reported by Popp [5],
there has been a spurt in research activities in this area. In the past decades, only
one-dimensional detection and measurement of ultra-weak photon emission was
achieved using low-noise photomultiplier tube. Current development in both
hardware and software in highly sensitive charge coupled device (CCD) based
camera system allowed two-dimensional imaging of spontaneous photons emission
[8]. Most of the advances in biophotonic research have taken place in developing a
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CCD-based system. The motivation for this has been almost exclusively in appli-
cations for cancer diagnostics using the powerful tool of nonintrusive optical
methods. Cancer detection system has been designed and implemented in [25].

Fig. 1 Two-dimensional imaging (biophotons)
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Figure 1 shows the two-dimensional images of biophotons reported in [25].
Schematic diagram of a basic two-dimensional imaging system is shown in Fig. 2
with essential components required in the image capturing device. It shows a
biophotonic imaging system consisting of a liquid nitrogen cooled highly sensitive
CCD camera system such as ATC 200 C (Photometrics), and a completely light
shielded enclosure with no access of external electromagnetic field. The CCD
camera system consists of a back illuminated thinned type Si-CCD [25]. Images of
photons emission from tumors transplanted in mice, using CCD camera system, are
reported in [8], where it was concluded that microscopic finding and biophoton
intensity measurement were positively correlated and commented that this nonin-
vasive optical technique has the potential to detect tumor viability.

A CCD Camera 
System

A  Dark Chamber Shielded from
Electromagnetic Radiation

Powerful Magnifying Lens

A Subject/ 
Specimen 
Under Test

Control Supervisor

A Personal Computer

A Monitor

A Cooling
Housing

Fig. 2 Schematic of biophotonic camera system for imaging
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3 Effect of Thought on Human Biofield

Several scientists and thinkers have elaborated on the significance of the effect
of thoughts on biofields of human beings. Prof Hans Peter Duerr, the celebrated
German Physicist remarked “understand life in terms of modern physics rather than
biochemistry”. Human biofield is a cloud of complex, highly dynamic electro-
magnetic field surrounding the human body, and is affected by the thought process of
individuals as a result of looping interface with the environment. Biofield, in general,
affects and is affected by the environment. Typically, the biofield may act directly on
molecular structures, changing the configuration of molecules in functionally sig-
nificant ways as well as may transfer bio-information through energy signals [26].
Experiments are reported of brain–computer interface (BCI) controlling a robotic
quad-copter in three-dimensional physical space using noninvasive scalp elec-
troencephalogram (EEG) [27]. If brain waves are associated with thoughts, then
many phenomena can be explained. That the thought process is interlinked with
brain waves is amply demonstrated by scientist all over the world from the late
twentieth century to the present day. Rubic [28] states that bio-information may also
extend beyond the physical to the ultraphysical realm to include information con-
veyed by means of the subtlest thought, intent, belief, power of will, and prayer. The
concept of subtle energy bodies is also integral to the ancient Eastern philosophical
view of human being that arose in India [29]. Indian philosophy and Ayurvedic
system of medicine maintain that in addition to the physical body, there is a subtle
body possessing various sheaths or bodies [30]. Some of the experiments showing
effect of intention and meditation on changing the characteristics of biofield are
previously described. The human biofield or energy field has the potential to be
corrupted and the energy flow blocked [31]. Experimental data on the study of the
effect of conscious intention on the genetic code indicate that conscious intention can
influence properties of DNA. The implications of this research are profound since it
is possible that we might also be able to consciously change the primary structure of
DNA—the genetic code itself [32].

4 Imaging Tools Used for Patterns Recognition

Since the comments attributed to the thought forms images [21] were guided by
three factors related to Color, Form (Shape), and Outline jointly, as previously
stated, the imaging tools selected were HSV (Hue Saturation and Value) space for
color in our papers [22, 23]. For patterns recognition on shape, we used Radon
Transform (RT) with Histogram (Hist) of Grayscale images [24]. On patterns
recognition using the third aspect of outline in our recent paper [33], it was found
that the performance was very poor compared to the first two factors of color and
shape. Whereas the comments on the images in theosophical literature [21] were
influenced on the joint consideration of all three aspects of color, shape, and outline,
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we investigated these three factors separately in order to assess the relative influ-
ence of each when compared with the comments attributed to the images [21].
Results showed that use of HSV, and RT with Histogram, identified the patterns
correctly in 85% and 95% of the sample size, respectively. We now briefly describe
the use of HSV [22, 23] and RT [24].

4.1 HSV Space

The HSV color space is based on the intuitive appeal of attributes such as tint,
shade, and tone which enable human beings to differentiate between colors. The set
of equations which can be used to transform a point in RGB coordinate system to
the appropriate value in HSV space are well documented in several books and
papers [34, 35]. However, in our paper [22, 23], the built-in MATLAB function for
conversion of RGB space in scaled units (0 1), was used. The concept of Hue,
Saturation, and Value can be easily visualized pictorially in Fig. 3. Hue follows a
circular scale, increasing in the anticlockwise direction; Saturation increases along
the radial lines from the center of the circle of the cone (upside down) to its full
value at the periphery of the circle, while Value follows the vertical line touching
the center. The rightmost edge of this cone slice shows the greatest amount of the
dominant red Hue. Also from right to left along the circular scale in the cone, the
Hue becomes less dominant and eventually becomes completely desaturated along
the vertical center of the cone where Saturation is zero. These characteristics were

Fig. 3 Basics of Hue,
Saturation and Value
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exploited in pattern recognition in [22, 23]. Since Hue increases from a “zero” value
in the anticlockwise direction assuming full value as it reaches toward its starting
point, the low and high Hue values are significant in rendering the pattern in Bad
category. Similarly, Saturation at a low value also contributes in identifying pattern
in Bad category. The thresholds of these three values were obtained using scatter
diagrams of Hue and Saturation values against selected pixel positions on each
image of the sample size of 21 images [22]. Final choice of thresholds was obtained
on trials using probable candidates from the low and high zones in Fig. 4, and low
zone in Fig. 5. For trial, four possible candidates of threshold from each of low and
high zone in Fig. 4, and low zone in Fig. 5 were selected. The trial and error
approach is similar to neural network with feedback. The final thresholds selected
were: Hue (low) = 0.050, Hue (high) = 0.960, Saturation = 0.250. Using these
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thresholds in a sample size of 32 images, 22 images forming the training group, and
the rest forming the test group, patterns were identified either in Good or in Bad
category [23].

4.2 Radon Transform (RT) and Histogram

RT has been adequately described in [36, 37]. RT is a projection of the image
intensity along radial lines oriented at some specific angles. The projections can be
computed over the range [0 180] degrees. Since RT of an intensity image is the sum
of the RTs of all pixels in the image, built-in function of RT in MATLAB was used
to view each of the images in parameter space. Applying RT on intensity image on
specific angles (degrees) returns a vector xp containing the radial coordinates
corresponding to each row of R, where R is the RT on intensity image in the matrix
[R xp]. The radial coordinates returned in xp are the values along the x-axis, which
are oriented at specific angles, counterclockwise from the x-axis. The origin of both
axes is the center pixel of the image. In a few cases, where Bad and Good patterns
are not clearly defined by the Histogram data (discussed next), the subjective
methods of image brightness, and edge detection (binary image) are used. Since RT
is closely related to Hough Transform (HT), using the MATLAB codes for RT to
implement a form of HT, straight lines were detected in the images. Each of the true
color thought form images was imported into the MATLAB workspace for
applying RT on image intensity, and RT on binary image (BW).

An image histogram shows the number of pixels for each tonal value [36].
However, in [24], we used the overall area of the histogram as identifier of patterns
in images. The quantitative measurement of the area occupied by histogram was
estimated graphically, shown in Fig. 6. In classification of the patterns, the spread
of y data on either side of a logically assumed pixel cutoff value (threshold) of 100
pixels was used as the marker for low (dark) if the spread is on the left of threshold,
else high (bright) when the spread is on the right side. In the former case, it was
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Fig. 6 Graphically computed
Hist area
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identified in Bad, and in the latter case in Good patterns. In few cases where the
spread is found lying on both sides of the threshold, the identification is not
defined clearly. For these cases, subjective methods were used to support the
objective method.

5 Thought Forms Images of Undesirable Characteristics

Careful selection of a group of eight thought form images from among the images
published in theosophical text [21] forms the prototypes of undesirable character-
istics for comparison with patterns of thought forms of individuals, when subjected
to screening in the proposed security system. It is important to note that out of the
three principles guiding the comments in theosophical text [21], only the first two
relate to the nature and behavior of individuals; the third principle (outline) only
influences the definiteness of thoughts of individuals [21]. In security system, we
are concerned only with the nature and behavior of individuals. Images identified
unambiguously in [23, 24] with undesirable characteristics, i.e., “dangerous” for
public safety, are shown in Table 1 with their assigned numbers and titles as given
in text [21].

Table 1 Thought forms (undesirable characteristics)

Sr. no. Image nos. Area in % /Spread x-axis HSV RT

1 22, 23 98% 0–50 VB VB
02% 50–100

2 24 93% 0–100 VB VB
07% 100–150

3 32 95% 0–100 VB VB
05% 0–150

4 13 100% 0–100 B VB
5 29 100% 0–100 B VB
6 27 100% 0–40 B VB
7 28 95% 0–100 B VB

05% 100–130
8 25 95% 0–50 B VB

05% 100–200
22 Murderous rage, 23 Sustained anger, 27 Sudden fright, 28 Selfish greed, 29 Greed for drink, 32
Gambler, 13 Grasping animal affection, 25 Watchful jealousy; 24 Explosive anger

Conceptual Design of Next Generation Security System … 109



6 Design of Thought Form Patterns-Based Security
System

The flowchart in Fig. 7 explains the functioning of the proposed security system. If
(see Fig. 7) the patterns emerging in both subjective and objective methods are in
agreement, then further action would be dependent upon the degree of security risks
involved (Table 2). To explain it further, if the final outcome of patterns is same as
the prototypes shown in Table 1, then the degree of risks corresponding to the
pattern would be as shown in Table 2. In case there is no agreement between the
subjective and the objective methods, then benefit of doubt about the risk is to be
given to the person whose thought form was analyzed. In such cases, the subject’s
personal details shall be noted before permitting the subject free to resume intended
destination.

The flowchart of the proposed design of thought form image pattern-based
security system, shown in Fig. 7, has the following salient features:

1. Both subjective and objective methods employed for decision regarding the
patterns.

2. Unless both subjective and objective methods agree on a pattern, the final
decision to restrain or allow the subjects freedom to resume the journey, is not
taken.

3. Image processing tools for identifying patterns in both groups (subjective and
objective) have been thoroughly tested in our reports [22–24] over all types of
thought forms images available in text [21]. Only those thought form images
which proved to have undesirable characteristics for society are used as pro-
totypes in the proposed security system. Both groups showed complete agree-
ment in the eight thought forms images of undesirable characteristics, but with
different severity.

4. Since the eight Bad patterns of thought forms images (Table 1) are not unique, it
is likely that there may be some which will have divided decisions in both the
subjective and objective methods. Therefore, to safeguard that no innocent
subject is harassed, the algorithm has incorporated a safety mechanism of
complete agreement between the methods used.

Before closing, images of all eight thought forms with undesirable characteris-
tics, used as prototypes in the design of security system, are shown in Figs. 8, 9, 10,
11, 12, 13, 14, and 15.
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Table 2 Severity of security risk

Sr. nos. Hist area of Images Type of
risk

Risk
level

Remark (A = Area)

1 22, 23, 24, 32 95%
A <= 100

Violent 2 1 Area Shown in % for RT
2 The Severity is ‘2’ when HSV,
and RT agree, else is ‘1’2 13, 25, 27, 28, 29

95% A <= 100
Aggressive 1

3 Others No risk 0
22 Murderous rage, 23 Sustained anger, 27 Sudden fright, 28 Selfish greed, 29 Greed for drink, 32
Gambler, 13 Grasping animal affection, 25 Watchful jealousy; 24 Explosive anger

Fig. 8 Image 22, 23

Fig. 9 Image 24

Fig. 10 Image 32
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7 Conclusions

A conceptual design for security system has been proposed on two realistic
assumptions: (i) thought forms’ induced biophotons captured by a sophisticated
camera system would be of the same patterns as those selected from the theo-
sophical literature, (ii) it is possible to develop a sophisticated biophotonic camera
system to capture thought forms in true color image. The proposed design of the
security system is expected to replace the present day security system which is
effective only in detecting explosives and drugs but cannot detect the dangerous
intentions of persons. We strongly believe that with continued research efforts
toward developing the specific biophotonic camera, such a security system is going
to be realized sooner than later.
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A New Data Hiding Method Using Block
Pixel Intensity Range

Sujit Kumar Das and Bibhas Chandra Dhara

Abstract In this paper, we have proposed a new data hiding method for grayscale

image based on the block pixel intensity range. This work is inspired by the Varasaki’s

data hiding method. Here, the cover image is symmetrically divided into blocks of

size 3 × 3. The intensity range of each block is computed and this intensity range is

divided into four zones. For each block, the neighboring pixels are modified to place

into a zone according to the message bit so that the message can be reconstructed

losslessly. Our proposed method gives better quality stego image than LBP-based

data hiding.

Keywords Data hiding ⋅ LBP ⋅ LBP data hiding ⋅ Block intensity range

1 Introduction

In recent times, data hiding method became a popular technique for the secure com-

munication. In data hiding, a secret message is embedded into a cover data, such as

audio, video, and image, in such a way that the distortion of cover data is minimum.

The cover data with embedded message is called stego data. Most of the data hiding

techniques prefer image as cover data. The data hiding in cover image can be carried

out in (i) spatial domain and (ii) frequency domain. In spatial domain, the message

is embedded by direct manipulation of pixels value of the cover image. The least sig-

nificant bits (LSB) substitution and pixel value differencing (PVD) are well-known

data hiding techniques in spatial domain. In LSB method, r message bits replaced the

r least significant bits of a pixel. To make distortion minimum in case of LSB based

method, several research works [1–4] have been proposed. The main advantage of

LSB method is that it has high embedding capacity, but it lacks security. The LSB
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can be easily detected by RS-steganalysis [5] attack. On the other hand, in PVD

techniques, difference of pixel values is used to embed data. The PVD based data

hiding method is introduced in [6] where the cover image is divided into nonover-

lapping blocks with two pixels and difference of these two pixel values is used for

embedding purpose. Later, a number of methods using PVD technique [7–9] have

proposed to improve hiding capacity as well as quality of the stego image.

In transform domain, the cover image is first transformed into frequency domain,

then secret data is embedded and finally back to spatial domain. For data hiding

purpose, people have used DCT [10, 11], DFT [12, 13], and DWT [14, 15] methods.

Texture information is also used for data hiding purpose. An adaptive data hiding

method has been proposed in [16], where textural analysis of the cover image is done

in wavelet domain. Varasaki et al. [17] have used the local binary pattern (LBP) for

data hiding. In [17], the cover image is divided into nonoverlapping blocks of size

3 × 3. The local binary pattern (LBP) of each block is computed. Then the binary

pattern is modified according to the message bits in such a manner so that the binary

pattern of the embedded image block gives the message bits.

In this paper, we have proposed a new data hiding method for grayscale images

by extending the concept of [17]. In this method, the cover image is divided into

3 × 3 blocks. For each block, the block pixel intensity range is computed and sym-

metrically divided into four zones where two zones represent bit 1 and other two

indicate 0. Then, 8 neighbor pixels are placed into these four zones according to

message bits. The organization of rest of this paper is as follows: Related work

is described in Sect. 2. The proposed method is presented in Sect. 3. Experimental

result is demonstrated in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 Related Work

This proposed work is inspired by Varasaki’s et al. [17] method. Here, we have

extended the method to increase the quality of the stego images. Now, we are going

to introduce the Varasaki’s method.

2.1 Data Hiding Based on LBP

LBP is first defined in [18]. It is a grayscale invariant texture measure and very

useful operator for feature extraction. In LBP, an image is partitioned into blocks

(B) of size 3 × 3. In each B, a neighbor pixel pi is labeled by bi ∈ {0, 1} respect to

the center pixel pc. So, from each image block, a binary pattern of length eight is

constructed. An example of computing binary pattern for an image block is shown

in Fig. 1. In [17], using this binary pattern a data hiding method is proposed wherein

each B, a message m = m7m6 …m1m0 of length eight is embedded by modifying the
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Fig. 2 Partition of block intensity range

B as B′
. The modification is done in such a way that the LBP pattern of B′

gives the

message m. The modification of image block (B → B′
) is done as follows.

For each block B, block intensity range, R = pmax − pmin (where pmax and pmin
are maximum and minimum intensity of the block, respectively) is computed. In

[17], R is divided into two regions zone1 ∈ [pc, pmax] and zone0 ∈ [pmin, pc) (as

given in Fig. 2a) where zone1 and zone0 stand for bit 1 and 0, respectively. So, during

the embedding a pixel pi is placed into zonej if mi = j for i ∈ {1, 2,
… , 8} and j ∈ {0, 1}. If bi ≠ mi, the region associated with pixel pi has to be

changed; otherwise no change is required. A pixel pi is modified as follows:

p′i =
⎧
⎪
⎨
⎪
⎩

pi if bi = mi
pc if bi = 0 and mi = 1
pc − 1 if bi = 1 and mi = 0

(1)

3 Proposed Method

From the LBP-based data hiding method, we observed that neighbor pixels of a block

B are thresholded respect to pc without considering the intensity profile of the block

and a significant amount of error may be added when partition of block is nonsym-

metric (pc is not midpoint of R) or block intensity range is comparatively large. In

this proposed method, we have tried to resolve the above problems. In the present

work, we consider the block intensity range R = pmax − pmin and partition R, so that
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less error will be added. In the following two subsections, we have described the

proposed data hiding and data extraction methods.

3.1 Data Embedding

During data embedding, the cover image is divided into non-overlapping blocks then

the pixel intensity range of a block is used for embedding. Let the size of cover image

is M × N (where M and N both are divisible by 3) and it is divided into blocks (B)
of size 3 × 3. The block intensity range R = pmax − pmin is partitioned it into four

zones as LZ1, LZ0, RZ0 and RZ1 (as shown in Fig. 2b) where C is the midpoint of the

range, pmin ≤ LZ1 ≤ (C − R∕4), (C − R∕4) < LZ0 < C, C ≤ RZ0 < (C + R∕4) and

(C + R∕4) ≤ RZ1 ≤ pmax. In each block, we can embed 8 bits of message. According

the message bit, we place the corresponding pixel into one of these four zones. After

embedding, the pixel associated with zone indicates the bit value of message, i.e.,

LZ0 and RZ0 indicate 0 bit and other two represent 1. We have modified pi in two

ways: when R ≤ 1, we adopt simple LBP based method (i.e., modify pi using Eq.

(1)) and

WhenR ≥ 2, p′i =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

pi if mi = 1 and pi ∈ {LZ1,RZ1}
or mi = 0 and pi ∈ {LZ0,RZ0}

⌊C − R
4
⌋ if mi = 1 and pi ∈ {LZ0}

⌈C + R
4
⌉ if mi = 1 and pi ∈ {RZ0}

⌈C − R
4
⌉ if mi = 0 and pi ∈ {LZ1} and R < 4

⌊C + R
4
⌋ if mi = 0 and pi ∈ {RZ1} and R < 4

⌊C − R
4
⌋ + 1 if mi = 0 and pi ∈ {LZ1} and R ≥ 4

⌈C + R
4
⌉ − 1 if mi = 0 and pi ∈ {RZ1} and R ≥ 4

(2)

After the embedding, it may be possible that pmin and pmax remain unchanged,

either one is changed or both are changed. If either one or both are changed, then R
may also be changed, then lossless data extraction is not possible. To get back the

original message, we have to execute post-processing for the block to retain the R.

Let p′min and p′max be the minimum and maximum value in embedded block. Case

I (when one is changed): if pmin ≠ p′min, we have chosen a pixel to updated with pmin.

It can be chosen from {pc, p′min} with minimum distortion. Similarly, we can keep

R as intact when pmax ≠ p′max. Case II (when both are changed): in this condition,

we have required two pixels to keep the value of pmax and pmin so that R remained

unchanged. We have chosen two from {pc, p′min, p
′
max} so that distortion is minimum.

It may be noted that while we have to change p′min or p′max to maintain the block

range, we can only consider the pixel for which message is ‘1’ (otherwise, we cannot
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Fig. 3 Data hiding using proposed method: a an image block with zones, b, c, d embedded block

with different messages

recover the original message). It may be noted that when all message bits are ‘0’,

then we cannot preserve pmin and pmax in the embedded block and in that case, we

update all the pixels including pc with the average pixel intensity of the original

block so that during extraction, LBP method can be employed and all 0’s message

can be extracted. Examples of data embedding are shown in Fig. 3. In Fig. 3a, we have

considered an image block with its zones. Figure 3b shows the message embedding

followed by post-processing to ensure block range and we note that there is no effect

of the post-processing step. In Fig. 3c, we have seen that after embedding p′min ≠ pmin
and p′max ≠ pmax and applying post-processing step, we ensure the block intensity

profile by changing p′min and p′max. In case of Fig. 3d, to ensure the block range p′max
is set to pmax and pc is set to pmin. In this work, the block obtained after the post-

processing is considered as stego block. The algorithm of the data hiding technique

is following:

Algorithm 1: Data Hiding

Input: Cover image(C), message(M)
Output: Stego image (C′)

1 Divide C into blocks of size 3 × 3
2 For each block B do

2.1 Find pmax and pmin of each block and compute R = pmax − pmin.

2.2 Divide R into four zones LZ1,LZ0,RZ0 and RZ1
2.3 Select next 8 bits from M as m = m7m6 …m0
2.4 If all message bits are ‘0’

2.4.a Set all pixels of B′
as the average of B

2.5 Otherwise,

2.5.a Modify each pixel pi using Equn. (1) or (2) and define B′

2.5.b if needed, execute post-processing to ensure that p′min = pmin and

p′max = pmax and modify B′
accordingly.

3 Return C′
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3.2 Data Extraction

The data extraction process ensures that original message can be reconstructed from

the stego image. Data extraction method is simple and just opposite of the embedding

method. From an embedded block, we compute the intensity range R and partition

the intensity accordingly (when applicable). If R = 0, we simple assign mi = 0 for

all i ∈ {0, 1,… , 7}. When R = 1,

When R = 1, mi =
{

0 if p′i = pmin
1 if p′i = pmax

(3)

If R ≥ 2, mi =
{

0 if p′i ∈ {LZ0,RZ0}
1 if p′i ∈ {RZ1,RZ1}

(4)

So, the message extraction process is as follows:

Algorithm 2: Data Extraction

Input: Stego image(C′)
Output: Message M

1 Divide C′
into blocks of size 3 × 3

2 M = 𝜙

3 For each block B

3.1 Find pmax, pmin and R
3.2 Divide R into four zones LZ1,LZ0,RZ0 and RZ1
3.3 If R ≠ 0

3.3.a Find m = (m7m6…m0) using Equn. (3) or (4)

3.4 Otherwise, set m = (m7m6…m0) = 0
3.5 M = M||m

4 Return M

One example of data extraction for R > 1 is shown in Fig. 4.
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Table 1 Comparison results between LBP method and our proposed method

Image PSNR SSIM

LBP method Proposed method LBP method Proposed method

Peppers 28.43 34.44 0.9952 0.9958

Boat 27.64 33.61 0.9951 0.9959

Lake 26.38 32.05 0.9953 0.9959

Airplane 28.15 33.92 0.9953 0.9959

Splash 31.32 37.40 0.9952 0.9958

Zelda 33.25 38.65 0.9951 0.9959

Couple 28.93 35.24 0.9951 0.9958

Average 29.16 35.04 0.9952 0.9958

4 Experimental Results

In this section, we have given experimental results to demonstrate the performance

of the proposed method. We have considered seven standard test images (of size

512 × 512) in this experiment. For experimental purpose, we have resized the images

of size 510 × 510. According to the proposed method, theoretical capacity of each

test images is
510
3

× 510
3

× 8 = 170 × 170 × 8 bits (or 28,900 bytes). Here, we have

considered a random binary string of size 28,900 bytes where randomness of the

string is tested using NIST software [19] and the string successfully passes all the

tests. In this experiment, entire string is embedded into the cover images, i.e., we

have used 100% payload. For comparison purpose, we have compared the result of

the proposed method with the LBP-based method [17]. We measure the quality of the

stego images in terms of peak signal-to-noise ratio (PSNR) and structural similarity

index measure (SSIM) [20]. The comparative result is reported in Table 1. This table

shows that SSIM of both the methods are very close and it is note that SSIM (∈
[0, 1]) and close to ‘1’ means stego image is visually almost same as original image.

Again, from Table 1, we note that PSNR of the proposed method is much better than

LBP method, i.e., proposed method is superior than the LBP based method.

5 Conclusion

In this work, we have extended the LBP-based data hiding method to improve the

quality of the stego images. To improve the quality block intensity, range is divided

into four zones instead of two zones like LBP method. This division of the proposed

method is symmetric, but in LBP method, it may not be symmetric (since it depends

on pc). The experimental result shows that the quality (PSNR and SSIM) of the stego

images is better than LBP method. This method may be further extended to increase

the data hiding capacity.
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Fatigue Detection Based on Eye Tracking

Ashis Pradhan, Jhuma Sunuwar, Sabna Sharma and Kunal Agarwal

Abstract This paper presents the development of a fatigue detection system that
would be capable of detecting an individual’s level of alertness through live video
acquisition. The approach is to build a nonintrusive system that uses computer
vision methods to localize face, eyes, and iris positions to measure level of eye
closure within an image, which, in turn, can be used to identify visible eye signs
associated with fatigue leading to a sleepy state. The aim here is to detect this state
early enough and issue a warning or alert in the form of an alarm.

Keywords Eyeblink ⋅ Fatigue ⋅ Nonintrusive ⋅ Alert system
Computer vision

1 Introduction

Fatigue is a state of decreased awareness or alertness associated with a desire or
tendency to fall asleep. It impairs judgment, causes longer reaction time, and
impairs coordination. Detection of fatigue, leading to drowsiness, involves the
observation of eye movements and blink patterns. Fatigue is definitely a natural
phenomenon that must be dealt with well, of course by sleeping or taking rest. But
fatigue in a situation that demands an attentive state could get disastrous. For
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example, in the transportation sector, the attentiveness of a driver while driving is of
utmost importance.

In the USA, a series of studies by the National Transportation Safety Board
(NTSB) have proved that sleepiness is one of the major factors in causing accidents.
The NTSB came to the conclusion that 52% of 107 single-vehicle accidents
involving heavy trucks were fatigue-related. Generally, driver drowsiness is a main
factor in 25% of the accidents and 60% of these redound to death [1]. Detection of
fatigue can be useful in monitoring the staff and workers at places requiring high
level of vigilance. Further, it can be used to detect the fatigue state of security
guards. It can also be used in educational institutions to monitor the students in a
classroom to detect the drowsiness of students.

2 Methodology

The first category is related to physiological studies. It includes eyelid closure,
electrooculogram (EOG) [2], and electroencephalogram (EEG) [3–5]. Although the
EOG provides good results, it is not suitable for a real application environment
because of the attached electrodes on the users face. This is an intrusive approach
and is likely to hinder the natural movement of the user. Among the other methods,
eyeblink duration is the most reliable parameter for the detection of the drowsiness
level [6]. As eyes are believed to contain vital information of the persons fatigue
state, which can be tracked by using digital image processing techniques, and also
this system is nonintrusive involving only a camera.

In this paper, we aim to develop a fatigue detection system, by using a method
that can constantly monitor the eyes of the person and extract signs of fatigue or
drowsiness by tracking eye movements and blink patterns and generating an alert.
The system will have a nonintrusive approach and will extract fatigue information
about the person by studying the eye movements and blink patterns. Also, the
analyzing of the eye is done in real time, and recorded videos are not processed for
the same. Our approach to this would be to use a nonintrusive system that would
involve the image processing of eyes by monitoring and tracking eye movements
and analyzing the blink patterns. Analyzing eyeblink patterns would help to extract
the fatigue information of a person and also to develop a system that would be
implementable in real-world scenarios.

Levels of fatigue states that we have considered in determining the alert level
are [7]:

1. Awake State—Conscious and aware of the surroundings
2. Low Vigilance State—Low level of alertness
3. Drowsy State—A state of being lethargic; half asleep
4. Sleepy State—In a ready state to fall completely asleep
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We have considered two modules:

1. Alert Module: In this module, based on live video feed, we continuously
monitor the eyes of the person and the iris is detected and tracked. Based on the
eye tracking, alert is generated on tracing a sleep condition. Also alert is gen-
erated on tracking a fixated gaze, left or right iris deflection and also on the
facial movements [8].

2. Fatigue level Module: In this module, based on live video feed and input from
the alert module, we calculate the eyeblink rate, blink amplitude, blink duration,
and blink frequency. From the calculated values, fatigue level is detected and
also a vacant stare (fixated gaze) condition may also be detected if traced.

Initially, the image is acquired from a live video feed, which is basically a frame.
The frame is now used to extract a face image by using the Voila Jones Algorithm.
If the face is detected then the face image is considered as the ROI (region of
interest), further from the frame, the eye region is extracted and this is set as the
new ROI. The eye image thus acquired is now flown into the function for iris
detection. Based on this iris detection, we try to conclude whether the eye is opened
or closed. In other words, we try to detect a blink. Studying these blink patterns, and
tracking the eye gaze and movements thus, we try to conclude whether the person is
in awake state, or is fatigued, or is in a sleep state. On the basis of these conclu-
sions, we sound the alarm so that the person becomes vigilant again (Table 1).

The eye open or closed state is determined by calculating the eccentricity and
major axis length of the connected component which is supposedly high in the eye
closure state. Parameters like the eyeblink rate, eyeblink amplitude, eyeblink
duration, and blink frequency are calculated. If the blink duration (the time period
taken for a blink) is short and blink interval (time period between two blinks) is
long, it is an awake state. Similarly, if the blink duration is short and the blink
interval is short, then it is considered as a low vigilance state and if the blink
duration is long and blink interval is very long then it is a drowsy state. Sleepy state
can be determined with very long blink durations (Fig. 1).

Input image is converted into grayscale image and the grayscale image is
complemented in order to highlight the high intensity eye parts. Then median filter
is applied in order to filter the noise and connected components are labeled in the
image and eccentricity and major axis length is found out of the connected com-
ponents. If the eccentricity and the major axis length is less than the given threshold
value, then proper alert is generated and this process continues. After iris detection

Table 1 Drowsiness stages based on blink behavior [9, 10]

Fatigue stage Description

Awake Long blink intervals and short blink durations
Low vigilance Short blink intervals and short blink durations
Drowsy Long blink durations
Sleepy Very long blink durations and/or single sleep events
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process, alert module is processed. In alert module, we have considered eye
opening, eye closure, and face turn detection, iris deflection toward extreme left or
right and vacant stare which can be a case of day dreaming. In the Alert Module,
alarms and short alerts are issued on detecting a sleep condition and on detecting
extreme iris deflections, face turns, and vacant stares, respectively (Figs. 2 and 3).

In the fatigue module, we have considered four parameters:

1. Blink Amplitude—It is the time duration between two consecutive blinks.
2. Blink Rate—It is the time taken for one blink.
3. Blink Frequency—It is the number of blinks in a given time.
4. Constant Gaze—When no blink happens in a certain amount of time, then that

can be the case of day dreaming.

Blink frequency and final fatigue level are calculated using the formulae:

Blink frequency= No. of Closed Frames ̸Total No. of Framesð Þ * 100 ð1Þ

Fatigue level = 0.45 * Blink frequencyð Þ
+ 0.45 * Blink amplitude durationð Þ + 0.1 * Stare levelð Þ ð2Þ

After the fatigue level module runs, it gets a final alert level, and then an alarm is
issued based on the level of the alertness (Fig. 4).

1. Level 1—(If Final level < 1.6) Alert State—no alarm
2. Level 2—(If Final level > 1.6 & Final level < 2.3) Low Vigilance State—no

alarm
3. Level 3—(If Final level > 2.3 & Final level < 3) Drowsy State—mild alarm
4. Level 4—(If Final level > 3) Sleepy State—heavy alarm (Figs. 5, 6, 7, 8

and 9).

Start

Live Image
Acquisition

Detect 
Face

Set ROI (Region 
of Interest) to Eyes

State of 
Eyes

Start Further 
Eye processing

Alert Module
Fatigue Module

Sound 
Alarm

Fig. 1 Basic block diagram
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3 Results and Discussions

The system has been tested for its accuracy as well as its usability. In order to
measure the accuracy of eyeblink detection, video sequences of each user sitting
very close to the camera are taken. It was important to test the system’s ability to
determine the accuracy and performance speed of the system. So part of objective
of these tests is to determine the threshold that can work for multiple users. We
tested the detection modules under alert module as well as fatigue detection module.
In the alert module, we tested for open eyes, closed eye, face turn, iris deflection as
well as a sleep condition. In the fatigue module, we tested for the fatigue level using

Yes

Start

Convert the input image to gray scale

Complement the grayscale image

Remove unwanted pixels

Apply Median Filter to Filter out noise

Label all connected components in the image

Find eccentricity and Major Axis 
length of connected component

Eye Close 
Alert

Eye Open

If eccentricity < TH 
& major axis < TH

Stop

No

Fig. 2 Flowchart for iris
detection
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the eyeblink rate as well as the eyeblink interval. We also tested for the vacant stare
condition of the user (Tables 2, 3 and 4).

The average accuracy of the alert module is 88% and the average accuracy of the
Fatigue module is 85%. The detected iris is used to determine the condition of the
eye. The centroid of the iris is determined which is compared with iris’s centroid of
previous frames and change in centroid results in the deflection of the iris. Also, we
keep tracking both the eyes and in case only one eye is detected, face turn alert is
given.

Fig. 3 Flowchart for alert module
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Fig. 4 Flowchart for fatigue module

Fig. 5 Left iris deflection
detection
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Fig. 6 Right iris deflection
detection

Fig. 7 Face turn toward left
detection

Fig. 8 Face turn toward right
detection

Fig. 9 Vacant stare detected

Table 2 Testing for alert module

Test cases Wrongly identified Rightly identified Total no. of samples

Eye open 03 17 20
Eye close 01 19 20
Face turn 00 20 20
Iris deflection 05 15 20
Sleep detection 03 17 20

Table 3 Percentage calculation for accuracy

Test case Eye open Eye close Face turn Iris
deflection

Sleep
detection

Accuracy (%)

(%) 85 95 100 75 85 88

Table 4 Accuracy for
fatigue module

Test cases Wrongly
identified

Rightly
identified

Total no.
of samples

Alert level 03 17 20
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4 Summary and Conclusions

Lack of sleep, improper diet lacking nutrition, tiredness, and lack of exercise often
lead to a fatigue state, which can prove to be hazardous and fatal in case a person is
required to be vigilant in certain situations like while driving, air traffic controlling,
guard personnel at nuclear reactors, security guard cabins, and so on. Although a
proper sleep is the only solution to cure a fatigued person, yet to help the person
remain vigilant, necessary alarms and warning systems at the right time can help the
person to remain awake. Also, if the iris deflects a lot toward the extreme left or
right, then a safety warning alert is issued to prevent distraction. The module was
tested and it could detect fatigue and alertness with 88% and 85% accuracy
respectively. It can be further implemented for the designing of a proper product
after necessary removal of the limitations. The system cannot be used for a person
wearing spectacles or sunglasses due to the reflection of light and can be further
worked upon to bypass the glasses of the spectacles and thus, read the eye in a
proper manner [11].
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Secure Symmetric Key Transmission
of Messages Using Random Shuffling
of Spiral Matrix and Multiplicative
Inverse (RSSMMI)

Sarbajit Manna, Soumya Banerjee, Prantik Panja, Ramkrishna Das
and Saurabh Dutta

Abstract A bit level block cipher based symmetric key cryptographic technique is
proposed here. Entire plaintext file reads two characters at a time and according to
the binary representation of ASCII value of these characters, 16-bit blocks are
created and they are represented in a 4 × 4 spiral matrix. Then using random
shuffling of spiral matrix and multiplicative inverse, 8-bit ciphertext blocks are
generated for each 16-bit plaintext block. So here 50% compression is achieved in
terms of size of ciphertext file. Apart from compression, RSSMMI technique has
several advantages like formation of symmetric key dynamically and randomly,
security, and equal applicability of this technique for large number of files of almost
any type.
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1 Introduction

Cryptography is the practice and study of techniques for secure communication
between sender and receiver in the presence of third parties. Application of cryp-
tography includes ATM cards, computer passwords and e-commerce. In symmetric
key cryptography [1, 2], sender and receiver of a message agree upon a common
key. The sender uses the common key to encrypt the message which is sent to the
receiver over the network and the key is transmitted through a secure channel. The
receiver decrypts the encrypted message using the key to get back the original
message. To improve efficiency of the proposed RSSMMI encryption technique, a
pseudorandom number is [3] issued during symmetric key generation.

RSSMMI technique with example is discussed in Sect. 2. Section 3 contains
results on different types of files and comparison of the RSSMMI technique with
AES-256 bit technique along with brief description of the technique. Section 4
draws the conclusion.

2 Proposed Technique with Example

2.1 Encryption Technique

The entire plaintext file reads two characters at a time and a ciphertext character for
every two plaintext characters is generated at the end of encryption.

2.1.1 Generation of First Byte of the Symmetric Key and Randomly
Shuffled Matrix

Let the plaintext be AD. The ASCII values of A and D are 65 and 68 which are
01000001 and 01000100 in binary respectively. The complement of A, A′ is
10111110. Corresponding binary representation of A′ D is 1011111001000100.
These bits are taken from LSB to MSB and fit into the square matrix of order 4 × 4
following the concept of spiral matrix [4] along clockwise direction starting from
(1, 1) cell (Figs. 1 and 2).

Now, this 4 × 4 matrix is broken into four 2 × 2 matrices with their corre-
sponding location numbers are shown in Fig. 3. Then, a set S consisting of ele-
ments 0, 1, 2, 3 is taken to select randomly [5] the elements of S one by one such

Fig. 1 Concept of spiral
matrix
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that none element of S is selected twice. Let 3, 2, 0, 1 be the randomly selected
elements of S and their corresponding binary representations are 11, 10, 00, and 01,
respectively. According to the randomly selected elements of S, a randomly
shuffled [6] spiral matrix is generated.

The first byte of symmetric key, H is generated by storing the binary repre-
sentations of the randomly selected elements (11, 10, 00, 01) of S (Fig. 4).

2.1.2 Generation of Second Byte of the Symmetric Key

Bitwise exclusive OR operations (^) are performed between all the rows of the
randomly shuffled matrix starting from top to bottom and in a row from left to right
direction to produce a 4-bit block of zeroes and ones. Then, bitwise exclusive OR
operations are performed between all the columns of the randomly shuffled matrix
starting from leftmost to rightmost column and in a column from bottom to top
direction to produce another 4-bit block of zeroes and ones. By combining these
4-bit blocks, second byte of the symmetric key is generated.

Here, 1001 and 1100 are generated after row wise and columnwise exclusive
operations respectively. The second byte of the symmetric key, I is shown in Fig. 5.

0 0 1 0 
1 1 1 0
1 1 0 0
1 0 0 1

Fig. 2 Spiral matrix
representation of the 16-bit
block

00      01

10      11

11 10

00 01

Fig. 3 Spiral matrix before
and after randomly shuffling

H 1 1 1 0 0 0 0 1Fig. 4 First byte of
symmetric key

I 1 0 0 1 1 1 0 0Fig. 5 Second byte of
symmetric key
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2.1.3 Generation of Third Byte of the Symmetric Key

To generate the third byte of symmetric key, initial 16-bit block representation of
A′ D (1011111001000100) is considered. This 16-bit block along with their cor-
responding positions is shown in Fig. 6.

Algorithm 1: Third byte of Symmetric Key Generation

Procedure: 16- siDÁfonoitatneserperkcolbtib stored in array B. 8-bit binary 
representation of third byte of symmetric key will be contained in P array. ^, | 
& are bitwise exclusive OR, OR and AND operations respectively.
k ← 0;
for i ← 0, j ← 15; i<= 3, j >= 12; i ← i + 1, j ← j - 1 do
P[k] ← B[i] ^ B[j];
k ← k + 1;
for i ← 4, j ← 11; i<= 6, j >= 9; i ← i + 2, j ← j - 2 do
P[k] ← B[i] | B[j];
k ← k + 1;
for i ← 5, j ← 10; i<= 7, j >= 8;  i ← i + 2, j ← j - 2 do
P[k] ← B[i] & B[j];
k ← k + 1;
P1← 4 bit random binary number.
for i ← 0, j ← 0; i<= 3, j <=6;  i ← i + 1, j ← j + 2 do
P[j] ← P1[i] ^ P[j];

According to the above algorithm, third byte of the symmetric key, P is shown in
Fig. 7.

2.1.4 Extraction and Swapping of Data Bytes from Randomly Shuffled
Matrix

Data bits are extracted from shuffled matrix by dividing them into two bytes. First
byte is generated by combining the first and fourth row elements of the shuffled
matrix from left to right and second byte is generated by combining the third and

1 0 1 1 1 1 1 0 0 1 0 0 0 1 0 0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Fig. 6 16-bit block representation of A′ D with corresponding positions

P 0 0 0 1 0 1 1 0Fig. 7 Third byte of
symmetric key
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second row elements of shuffled matrix from right to left. Those are stored in
E (00111110) and F (01000110) respectively.

A bitwise exclusive OR operation (^) is done between first and second byte of
symmetric key, i.e., H and I. If the ASCII value of the result is not even then all
even positioned bits of data byte E is swapped with all odd positioned bits of data
byte F from right to left. Otherwise, all odd-positioned bits of data byte E are
swapped with all even-positioned bits of data byte F from right to left.

Here, as H (11100001) ^ I (10011100) = 01111101 = 12510 and it is not even,
so all even positioned bits of data byte E (00111110) are swapped with all odd
positioned bits of data byte F (01000110) from right to left. So, E and F become
00101011 and 01101100, respectively.

Now, bitwise exclusive OR operations are performed between E (00101011),
I (10011100) and F (01101100), P (00010110) and the results are stored in E and F,
respectively. So, E and F become 10110111 and 01111010, respectively.

2.1.5 Generation of Fourth and Fifth Byte of the Symmetric Key Using
Multiplicative Inverse

Decimal values of E and F are computed. If the decimal value is zero then its
multiplicative inverse is also zero. Otherwise, multiplicative inverse [7] is computed
with respect to prime number 257. Multiplicative inverse of any integer from 1 to 255
with respect to 257 is between 1 and 255 (both inclusive) and multiplicative inverses
of 0 and 256 with respect to 257 are 0 (assumption) and 256, respectively. To ensure
getting unique 8-bit multiplicative inverse, it is computed with respect to 257.

Here, E = 18310 and F = 12210 and the multiplicative inverses of E and F with
respect to 257 are 191 and 158, respectively. Binary representations of these
multiplicative inverses are stored in E and F respectively. So, now E and F become
10111111 and 10011110, respectively. These are combined as a 16-bit block
(1011111110011110) which is 49054 in decimal and is stored in a variable ASC.

Now ASC % 6542 is performed (% is modulus operation) and the result, 3260 is
stored in y. From 0 to 216 − 1, there are total 6542 primes. Let all the primes are
stored in an array L in nondecreasing order. Then yth prime (3260th) is selected
from L and the result (30139) is stored in z and which is 0111010110111011 in
binary. This 16-bit block is broken into two 8-bit blocks M and N such that M and
N contains leftmost and rightmost 8-bits, respectively. M (01110101) and
N (10111011) are stored as fifth and fourth byte of the symmetric key (Fig. 8).

N 
M

1 0 1 1 1 0 1 1
0 1 1 1 0 1 0 1

Fig. 8 Fourth and fifth byte
of symmetric key
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2.1.6 Generation of Sixth Byte of the Symmetric Key

Bitwise exclusive OR operations are performed between E (10111111) and
N (10111011) to produce U (00000100) and between F (10011110) and
M (01110101) to produce V (11101011). 2’s complement of V is computed and the
result is stored in V′(00010101) as the sixth byte of symmetric key (Fig. 9).

2.1.7 Generation of Last (Seventh) Byte of the Symmetric Key
and the Ciphertext

Bitwise exclusive OR is performed between U and V′ and the result (00010001) is
stored in T.

Algorithm 2: Generation of Last Byte (Seventh) of Symmetric Key and the
Ciphertext

Procedure: Initially n will contain ASCII value of T. y and G will contain the
last (seventh) byte of symmetric key and the ciphertext.
def SquareRoot(n)

R ← n;
y ← func(R);
x ← y2 - R;
G ← y2 - (y/2)2 + x;

Return G, y;
def func(n)

x ← sqrt(n);
y ← floor(x);
if (x-y) > 0 then 

return y+1;
else

return y;

Here, T (00010001) in decimal is 17. After applying Square Root function on T,
ciphertext, C becomes 29 (GS character) and last (seventh) byte of symmetric key D
becomes 5 which is 00000101 in binary (Fig. 10).

So, the 56-bit symmetric key from first byte to seventh byte for the plaintext AD
becomes H (11100001), I (10011100), P (00010110), N (10111011),

́V 0 0 0 1 0 1 0 1Fig. 9 Sixth byte of
symmetric key
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M (01110101), V′ (00010101), D (00000101) and corresponding ciphertext char-
acter is Group Separator (GS) character (ASCII value 29).

2.2 Decryption Technique

Algorithm 3: Definition of Reverse Square Root Function

Procedure: C is the ciphertext and D is the last (seventh) byte of symmetric 
key. 
def ReverseSquareRoot(C,D)

E ← 2*D2 - C - (floor(D/2))2; 
Return E; 

Applying Reverse Square Root function on ciphertext file and last byte of
symmetric key and then reverse procedure of encryption, the plaintext file is
generated.

3 Result and Comparison

The technique has been implemented using Java [8] on a computer with Intel Core
i7 3.6 GHz processor having 8 GB DDR3 RAM. Pearsonian chi-squared test [9]
has been performed to test the non-homogeneity between the source and the
encrypted files with (256 − 1) = 255 degrees of freedom (Table 1).

It is seen from Fig. 11 that the encryption and decryption times are independent
of file type. From Fig. 12, it is clear that though chi square values for AES-256 bit
technique are higher than RSSMMI technique in most cases, but the RSSMMI
technique produces reasonably good chi square values.

4 Conclusion

The symmetric key of RSSMMI technique is based on the plaintext block, random
shuffling of spiral matrix and is dynamic in nature. For the same plaintext block, it
is very less probable that the same symmetric key will be generated for the next
time because of random shuffling. The space requirement of the ciphertext files is

D  0 0 0 0 0 1 0 1Fig. 10 Last (seventh) byte
of symmetric key
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Table 1 Results for different types of files

Values for
RSSMMI technique

Values for
AES-256 bit
technique

Source file
size (bytes)

File
type

Encryption
time (ms)

Decryption
time (ms)

Chi
square
value

Degree
of
freedom

Chi
square
value

Degree
of
freedom

5,632 .exe 734 62 14213.12 247 31391.92 255
18,432 .exe 906 203 17378.14 255 37503.92 255
15,360 .exe 859 140 46938.50 254 117656.52 255
8,192 .dll 781 78 22817.55 231 65462.98 255
4,096 .dll 719 47 11515.56 246 25879.49 255
13,312 .dll 875 125 53458.45 254 131359.00 255
69,886 .com 1594 578 92535.88 255 165345.39 255
29,696 .com 1063 250 86859.23 255 189364.90 255
1,131 .com 672 16 1080.03 219 1549.39 254
4,224 .sys 719 47 5997.11 244 16627.13 255
16,168 .sys 875 140 15379.70 255 29337.20 255
22,528 .sys 954 203 40221.70 255 108282.47 255
833 .txt 671 15 630.86 176 527.60 252
32,652 .txt 1094 265 51295.17 209 118768.42 255
23,015 .txt 968 203 35619.36 209 67761.43 255
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Fig. 11 Graphical representation of encryption time and decryption time versus file size
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half of that of the plaintext files. This technique is very simple to implement using
any high level language and is equally applicable to any type of files.
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Odor Source Localization by
Concatenating Particle Swarm
Optimization and Grey Wolf Optimizer

Upma Jain, Ritu Tiwari and W. Wilfred Godfrey

Abstract A concatenated approach which utilizes the strength of Particle Swarm

Optimization (PSO) and Grey Wolf Optimizer (GWO) is proposed for odor source

localization by a team of mobile robots. Odor plume is modeled by using the Gaus-

sian distribution. Robots continue random search within the workspace to locate the

plume. When one of the robot enters in the vicinity of plume, robot’s new positions

are calculated by applying concatenation of PSO first then Grey Wolf Optimizer

second and vice versa. In order to prevent getting stuck at local minima, concept of

search counter is used. Proposed approach is compared with Refined Hybrid PSO

and the simulation result shows the validity of the proposed approach over the other.

Keywords Grey wolf optimizer ⋅ Particle swarm optimization ⋅ Odor source

localization ⋅ Multi-robot system

1 Introduction

Information of odor is widely used by animals to find food, locate mate and informa-

tion sharing. Ability of animals to use the odor information has attracted researchers

to use robots for finding the odor source in an area. Using robots for detecting the

odor source has valuable applications in real life such as toxic gas leak detection,

localizing source of fire, etc.

Metaheuristic methods inspired from the natural phenomena such as Particle

Swarm Optimization (PSO) [1], Ant Colony Optimization [18], etc., have been

applied in many areas including robotics [8, 9, 14] to solve many problems. Among
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various nature inspired algorithms PSO [1] has been applied extensively to solve

many problems. PSO was proposed by Kennedy and Ebarhart in 1995. PSO is

an heuristic intelligence method inspired from bird flocking and fish schooling.

Grey Wolf Optimizer (GWO) [15] is a new nature-inspired algorithm proposed by

Seyedali Mirjalili et al. in 2014. It is developed on the basis of hunting behavior of

grey wolves. In GWO, population is governed by utilizing first three best solutions,

which helps to maintain diversity. GWO is preferred because in GWO encircling

behavior of prey helps to keep robots within the plume area. To achieve the balance

between exploration and exploitation of search space, GWO is used with PSO.

Balancing between exploration and exploitation plays an important role in any

control algorithm. Our objective is to utilize the skills of both GWO and PSO to

achieve the balancing between exploration and exploitation of the workspace.

Rest of the paper is organized as follows. Section 2 describes the related work.

Methodology is given in Sect. 3. Section 4 provides details of simulation setup and

results. Conclusion and future work is covered in Sect. 5.

2 Related Work

Research in the field of odor source localization began in the 1990s. At first, single

robots were used for odor source localization [5, 10, 16]. With increasing capability

of robots and advancement in technology, team of mobile robots was used for odor

source localization [2, 9, 18]. Task of odor source localization can be divided into

three subtasks namely: plume finding, plume following, and odor source declaration.

Random search [6, 9] has been preferred by most of the researchers for plume find-

ing. For odor source declaration, some researchers used the vision-based information

[6] while others have considered the odor source to be found when robot reaches in

a certain vicinity area [7, 10, 16]. Most of the work is done in the subtask plume

following.

In [5], Ishida et al. proposed a new exploratory algorithm for odor source local-

ization. A switchover strategy was used to find and track the plume. Plume tracking

was done on the basis of concentration gradient information. Algorithm is able to

locate the ethanol from almost anywhere in the room.

In [13], Lino Marques and Anibal T. de Almeida proposed an approach to local-

ize a specific odor source in presence of multiple odor sources. Odor identification

was done by using an artificial neural network based pattern recognition algorithm.

Odor source localization was performed by three different algorithms in presence

of obstacle. Results show that bacteria algorithm converges slowly as compared to

moth and gradient-based algorithm.

In [12], Lu et al. give a distributed approach for odor source localization. Position

of odor source is predicted by using PSO. Two kinds of information odor concentra-

tion and wind speed are used to predict the next move of the robots in the workspace

by utilizing two finite time control algorithms.
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In [14], Marques et al. presented a new PSO based cooperative algorithm for

odor source localization. Algorithm is based on the information exchange among

neighboring agents for tracking odor sources. Spreading of agents around the work

space is achieved by integrating a global searching behavior with repulsive forces

among the agents and crosswind biased motion.

In [9], Jatmiko et al. give a nichie PSO based cooperative approach for odor source

localization. Nichie is formed when robot enters in the vicinity of plume area. Perfor-

mance is improved by dynamically adjusting the size of nichie. Experiments are done

to localize multiple odor sources. Results confirm the effectiveness of this approach.

In [11], Li et al. proposed an approach for odor source localization in a ventilated

room. PSO based on probability fitness function is used to localize the odor source.

Probability fitness function is estimated by Bayesian and fuzzy inference. However,

this algorithm is limited to localize only single odor source in the environment.

In [3], Gong et al. proposed an improved PSO-based approach for odor source

localization. This algorithm dynamically adjusts the two learning factors and con-

siders wind effect on each particle.

In [17], Yong Zhang et al. proposed a Refined Hybrid PSO by combining Bacte-

rial Foraging Optimization with PSO for odor source localization. Two operations

namely chemotaxis and elimination dispersal were integrated with PSO. Chemotaxis

helps the robots to follow the plume while elimination dispersal is adopted to prevent

stagnation in local optima. Simulation results show the validity of this approach.

3 Methodology

Robots enter from corner of the workspace and start looking for the plume. During

plume finding phase, next goal positions of robots are calculated randomly. Once any

one of the robot finds the plume, i.e., (concentration > Th1), robots enter into the

plume following phase. In this phase, new goal positions of robots are determined

by the proposed concatenated method. Robots continue to track the plume until they

find maximum intensity area, i.e., (concentration = 255). When any one of the robot

finds maximum intensity area, odor source is assumed to be located. Procedure of

the proposed method is given in Algorithm 1.

3.1 Proposed Concatenated Method

In plume following phase, next goal position of robots is calculated by both of the

possible combinations of PSO and GWO such as, PSO first then GWO second and

GWO first and PSO next called as Algorithm 2 (PSO-GWO) and Algorithm 3 (GWO-

PSO).
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Algorithm 1 Search algorithm

1: Robots initialization;

2: Robots start search from the corner of the workspace; Ri = (R1,R2, ............R6)
3: while odor source is not found or maximum iteration is not reached do
4: For each robot calculate fitness

5: Fitness = intensity measured at time t;

6: if fitness>Th1 and search counter < SC then
7: Call Concatenated Method

8: else
9: Search randomly, assign robots new target positions randomly.

10: end if
11: end while

3.1.1 Grey Wolf Optimizer

GWO is inspired from the grey wolves. It works by mimicking the hunting mechanism

and leadership hierarchy of grey wolves. Three main steps namely: searching the

prey, encircling the prey, and attacking the prey are implemented in hunting mech-

anism. To simulate the social hierarchy of grey wolves four kinds of grey wolves

such as alpha, beta, delta, and omega are defined. Wolves having the highest fit-

ness are considered as alpha. Consequently, next two fittest wolves are considered as

beta and delta respectively. Rest of the wolves are considered as omega. Position of

omega wolves is determined by using the alpha, beta, and delta wolves position. To

mathematically model GWO robot’s fitness is considered as the solution. Grey wolf

encircling behavior is modeled by the Eqs. 1 and 2.

D = ∣ C ∗ X(pr)(t) − X(t) ∣ (1)

X(t + 1) = ∣ X(pr)(t) − A⊙ D ∣ (2)

t: current iteration X(pr): prey position vector X(t): grey wolf position vector A

and C: Coefficient vectors

A = 2 ∗ a ∗ r1 − a (3)

C = 2 ∗ r2 (4)

a: linearly decreasing from 2 to 0 over course of iterations r1, r2 : random number

vectors from 0 to 1.

Positions of alpha, beta and delta are calculated by evaluating formulas from

5 to 10.

Dalpha = ∣ C1 ∗ Xalpha − X ∣ (5)

Dbeta = ∣ C2 ∗ XBeta − X ∣ (6)

Ddelta = ∣ C3 ∗ Xdelta − X ∣ (7)
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X1 = ∣ Xalpha − A1⊙ Dalpha ∣ (8)

X2 = ∣ Xbeta − A2⊙ Dbeta ∣ (9)

X3 = ∣ Xdelta − A3⊙ Ddelta ∣ (10)

Position of Remaining robots is calculated by Eq. 11.

X(t + 1) = (X1 + X2 + X3)∕3 (11)

3.1.2 Particle Swarm Optimization

PSO works by mimicing the behavior of fish schooling and birds flocking. In PSO,

particle’s new positions are calculated by global best solution and particle’s previous

best solution. To update robot’s new goal position fitness of robots is evaluated based

on the intensity. Then their new velocity and position are calculated using Eqs. 12

and 13.

vm(t + 1) = w ∗ vm(t) + c1 ∗ rand1 ∗ (pbestm − xm(t)) + c2 ∗ rand2 ∗ (gbest − xm(t)) (12)

xm(t + 1) = xm(t) + vm(t + 1), (13)

where vm(t), vm(t + 1): velocity of robot m at time t and t + 1. w inertia weight.

c1, c2: positive constants.

rand1, rand2: random numbers varying from 0 and 1. pbestm is previous best

position of robot m, gbest is the position of best performing robot. xm(t) and xm(t + 1)
are the position of robot m at time t and t+1.

Algorithm 2 Algorithm 2 PSO-GWO

1: Evaluate each robot’s fitness;

fitness = intensity measured at time t;

2: Find pbest and gbest based on the fitness.

3: Update velocity and position by equations 12 and 13.

4: Feed these updated position as initial solutions in GWO.

5: Find alpha, beta and delta based on the fitness.

6: Evaluate formulas form 5 to 10.

7: Update final position of robots by equation 11.
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Algorithm 3 Algorithm 3 GWO-PSO

1: Evaluate each robot’s fitness;

fitness = intensity measured at time t;

2: Find alpha, beta and delta based on the fitness.

3: Evaluate formulas form 5 to 10.

4: Update position of robots by equation 11.

5: Feed these updated position as initial solutions in PSO.

6: Find pbest and gbest based on the fitness.

7: Update velocity and position by equations 12 and 13.

4 Simulation Setup and Results

Simulation is done in MATLAB environment. An obstacle free workspace is con-

sidered for simulation. Environment size is 330 * 430. A single odor source with

constant release rate is assumed to be placed in the environment. Wind is considered

to be stable with a constant velocity of 0.5 m/s. Distribution of odor plume is mod-

eled as Gaussian distribution [4]. Figure 1 shows the odor model. Intensity of odor

across the environment is modeled in an image form. Two thresholds have been used

Th1 (>0) and Th2 (=255). When measured intensity is higher than 0 (Th1), robot is

considered to be in the vicinity of plume area. Value of parameters used in simula-

tion are given in Table 1. Proposed Algorithms 1 and 2 are compared with Refined

Hybrid PSO methods. All three methods were run 50 times to evaluate the aver-

age time needed to localize the odor source. Performance evaluation is done on the

basis of success rate and time required to finish the search. Table 2 shows the com-

parison among Algorithms 2 and 3 and Refined Hybrid PSO. It can be seen from

Table 2 that time required to locate odor source by both Algorithms 1 and 2 are less

as compared to refined hybrid PSO. Also Algorithms 1 and 2 have higher success

rates as compared to refined hybrid PSO method. Success rate of proposed method

Fig. 1 Odor source model



Odor Source Localization by Concatenating Particle . . . 151

Table 1 Odor source model parameters

Parameter Value

Team size 6

C1 1.6

C2 0.6

w 0.5

Table 2 Time required to locate odor sources and success rate

Method Time required (s) Success rate (%)

Algorithm 1 28.1773 100

Algorithm 2 17.3251 100

Refined hybrid PSO 67.3202 99

Fig. 2 Performance

comparison based on time

required to find the

maximum intensity area
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is higher because of the search counter concept. Percentage of success rate may vary

in different environments. In this paper, performance evaluation of both approaches

is done under assumption like no robot failure, perfect communication, no colli-

sion, stable environment, plume follows the Gaussian distribution, and sensors have

no errors. Graph of time required for localizing the odor source versus iterations is

given in Fig. 2. From graph, it could be observed that proposed Algorithms 1 and 2

converge much faster as compared to refined hybrid PSO method. Because proposed

approach achieves better balancing between exploration and exploitation. Algorithm

2 performs best. In this, first PSO has been applied which reduces the search space

by moving all the robots toward gbest then on that reduced search space, GWO is

applied which helps to maintain diversity within reduced search space.
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5 Conclusion and Future Work

Problem of odor source localization is studied and concatenation of PSO first then

GWO second and vice versa is used to localize the odor source by a team of mobile

robots. Simulation is done to ensure the validity of proposed approach. Results

obtained through simulation show that both of the Algorithms 2 and 3 outperform

the Refined Hybrid PSO-based approach. Future work involves study of multiple

odor source localization problem in time-varying environment by a team of mobile

robots.
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Facial Expression Recognition Using
Distance Signature Feature

Asit Barman and Paramartha Dutta

Abstract Distance feature has great significance in recognizing facial expressions.

Identifying accurate landmarks is a vital as well as challenging issue in the field

of affective computing. Appearance model is used to detect the salient landmarks

on human faces. These salient landmarks form a grid on the human face. Distances

are determined from the one landmark point to another landmark point in grid and

normalized. A novel concept of corresponding stability index is introduced which

eventually is found to play important role to recognize the facial expressions. Statis-

tical analysis such as range, moment, skewness, kurtosis, and entropy are calculated

from normalized distance signature to supplement the feature set. This enhanced fea-

ture set is supplied into a Multilayer Perceptron (MLP) to arrive at different expres-

sion categories encompassing anger, sadness, fear, disgust, surprise, and happiness.

We experimented our proposed system on Cohn-Kanade (CK+), JAFFE, MMI, and

MUG databases to training and testing our experiment and establish its superiority

performance over the other existing competitors.

Keywords Grid ⋅ Distance signature ⋅ Stability index ⋅ Feature extraction

Feature classification ⋅ MLP

1 Introduction

Facial expression analysis is still a rigorous research area in the field of affective

computing. Affective Computing [1] is a system that can analyze the facial expres-

sion of different categories. Human emotions are varied in human face during verbal
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and nonverbal communication. As such, human face is shown to be most sensitive to

emotions. There are many applications in facial expression recognition system such

as educational tutoring system, driver safety, video conferencing and surveillance.

Ekman and Frisen [2] identified the study of facial expression. They observed six

basic facial expressions, viz., fear, surprise, disgust, anger, sadness, and happiness.

They used geometric features from eyes, eyebrows, mouth, jaw, etc. These features

were encoded into the Facial Action Coding System (FACS). Active Appearance

Model (AAM) [3] consists of both shape and texture model. In [4], authors pro-

posed a new framework for formulating the most well-known optimization problems

in Active Appearance Models and most importantly for formulating efficient solu-

tions. Artificial neural network is a most well-known popular network to classify

the facial expressions. Geometry and Gabor wavelet based facial expression recog-

nition using multilayer perceptron was studied in [5]. Ma and Khorasani [6] used

two-dimensional DCT as a feature set over a face image and a constructive one-

hidden-layer feedforward neural network was used to classify the expressions. In

[7], considered geometric positions of fiducial points offer discriminant information

for face action units. These features were used to classify the expressions. Happy

[8] proposed salient patch base discriminative features of various expressions and a

classifier was used to classify the expressions.

In this article, we introduce features such as distance signature and stability

indices in addition to frequently used statistical features, viz., moment, skewness,

kurtosis, and entropy. Human face components such as eyes, eyebrows, mouth, jaw,

etc., play crucial role in differentiating from one expression to another. Appearance-

based method is applied on the human face images to identify the landmarks. Salient

landmarks are considered among the region of eyes, eyebrows, nose, and mouth. We

consider three points on eyebrow, four points on eye, three points on nose, and four

points on mouth region. These salient landmarks form a grid and we calculate the

useful distances within the grid. These distances are normalized by distance signa-

ture. Subsequently, the stability index is determined from the normalized distance

signature which played a vital role to recognize the different expressions. Statisti-

cal analysis such as moment, range, skewness, kurtosis, and entropy are calculated

from the normalized distance signature. These features are fed as input to the mul-

tilayer perceptron for training (testing) and subsequent classification into six basic

expressions.

The remaining article is organized as follows. Section 2 presents an overview

of proposed methodology, landmark detection, and grid formation. In Sect. 3, we

introduce and elaborate the features. Feature classification is provided in Sect. 4.

Classification of expressions and result discussions are offered in Sects. 5. Finally,

conclusions are drawn in Sect. 6.
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Fig. 1 Block diagram of proposed methodology

2 Proposed System, Landmark Detection and Grid
Formation

The proposed methodology of distance signature based facial expression is shown in

Fig. 1. Zhu and Ramanan [9] proposed landmark detection of the facial expressions

on the face image. In [10], Y. Tie detected landmark points over the displacement

and deformations of the facial face during dynamic variations of the expressions.

Active Appearance Model (AAM) [4] is used to identify the proper landmarks of

face images. Discriminative landmarks are considered in and around the eyes, eye-

brows, nose, and mouth region. Extracted landmarks are formed a grid as presented

in Fig. 2. These landmarks are connected to each other and stored in an array in a

specific order consisting a grid as presented in Fig. 2. Normalized distances are cal-

culated between every pair of landmark points in the grid. A order of such normalized

distance measures in a specific order yields a distance signature. These normalized

distance signatures are also used to compute the stability index. We also consider sta-

tistical analysis such as moment, skewness, entropy, and kurtosis to get prominence

of enhanced feature set. These extracted features are used as input of multilayer per-

ceptron to categorize the expressions.

3 Feature Extraction

Selection of appropriate facial features of human faces is a challenging issue in facial

expression analysis. Salient landmarks are used to extract the discriminative features

which play crucial role in facial expression recognition.
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Fig. 2 Landmark detection

and grid formation on CK+

and JAFFE databases

3.1 Distance Signature and Stability Index

Detected discriminative landmarks on human faces are induced a grid which is

shown in Fig. 2. Distances are computed among pair of landmarks in the grid and

distance signature is obtained using Eq. 1. In this paper, m represents the total num-

ber of facial images and n indicates the total number of distances. Set of 𝜌
f
i values

in appropriate sequence constitutes the distance signature and various d f
i are the

distances.

Stability index is yet another formidable factor used to recognize the facial expres-

sions due to its sensitivity to six basic expressions. The normalized distance signa-

ture is used to compute the higher order signatures using Eq. 2. Here, the rth order

distance signature is calculated for each face image. In this experiment, we set the

rth order as r = 1, 2,… , 8. We consider the rth order differential using Eq. 3, where

we set a threshold upon the analysis of the differences of higher order factors. This

threshold 𝛾 is observed as for which value of r satisfies the condition 𝛥sri ≤ 𝛾 . Such

an order r is treated as stability index.

𝜌
f
i =

dfi
∑n

i=1 d
f
i

f = 1, 2,… ,m and i = 1, 2,… , n (1)
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𝜌
r =

sri
∑

sri
(2)

𝛥sri = sri − sr−1i (3)

3.2 Range, Moment, Skewness, Kurtosis, and Entropy

The statistical analyses such as raw moment, skewness, range, kurtosis, and entropy

are considered to meaningfully augment the feature set. Range is computed from the

difference between maximum and minimum value of the normalized shape signa-

ture. The fourth-order moment [11] is identified from normalized distance signature

as lk =
∑n

i=1 b(i, k) × (v(i)). Here, v = (v1, v2,… , vn) is the normalized distance sig-

nature and b(i, k) is i raised to power of k, where k = 1, 2, 3, 4. Skewness and kurto-

sis [11] are computed as U =
∑n

i=1 b(i,3)
2 × v(i)

∑n
i=1 b(i,2)3×v(i)

and V =
∑n

i=1 b(i,4)∑n
i=1 b(i,2)2 × v(i)

. Here, U and V
indicate the skewness and kurtosis, respectively. Entropy [12] is determined using

equation e = −
∑n

i=1 pi log(pi). Where pi contains the histogram count of the distance

signature and
∑n

i=1 pi = 1, 0 ≤ pi ≤ 1.

4 Classification

A multilayer perceptron is a feedforward artificial neural network model that maps set

of input data onto set of appropriate outputs [5]. The classification task of extracted

features, every face image is identified by vector of nine elements. These features

are used as Min-Max process matrices by normalizing the minimum and maximum

values of each row feature vector. Extracted features are used as input to multilayer

perceptron network and get output responses as per minimum errors. A perceptron

consists of a number of nine input nodes, number of eight hidden/intermediate nodes,

and number of six output layers. The weights usually excite or inhibit the signal that

flows through the edge. The perceptron is found capable of classifying into six basic

expressions, viz., anger (A), fear (F), disgust (D), sadness (S), happiness (H), and

surprise (G).

5 Experiment and Result

Distance signature based facial expression recognition is validated on Cohn-Kanade

(CK+) [13], JAFFE [14], MMI [15], and MUG [16] databases to justify the differ-

ent facial expressions. Obtained results are compared with different state-of-the-art

methods to evaluate the effectiveness of the proposed method.
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5.1 Experiment on CK+ and JAFFE Databases

The Cohn-Kanade (CK+) database is a combination of 100 university students aged

between 18 and 30 years. To evaluate the system performance, a total of 849 images

were selected (566 for training and 283 for testing) and get average rate 98.6% for

training. Table 1 shows the performance of different expressions such as A is clas-

sified in 49 images properly but 2 images are misclassified with G, D is classified

appropriately in 45 images but 2 images are misclassified with A and H. The average

performance of the distance signature is 96.3% as evident from Table 5.

The JAFFE [14] database has 213 gray images of seven facial expressions (six

basic plus one neutral) of 10 Japanese females. In our discussion, a total of 213

images were considered (116 for training and 97 for testing) and acquires 96.6%

for training. In Table 2, the confusion matrix shows the performance of different

expressions. From this table, we observe that A, D, S, and G are classified correctly

but F is misclassified with A and D. The average recognition rate achieved by the

distance signature is 94% as illustrated in Table 5.

Table 1 The confusion matrix on CK+ database using distance signature

A D F H S G

A 49 0 0 0 0 2
D 1 45 0 1 0 0
F 0 0 23 1 0 0
H 1 0 0 63 0 0
S 0 0 0 0 47 2
G 0 1 0 1 0 46

Table 2 The confusion matrix on JAFFE database using distance signature

A D F H S G

A 21 0 0 0 0 0
D 0 20 0 0 0 0
F 2 1 11 0 0 0
H 0 2 0 12 0 0
S 0 0 0 0 14 0
G 0 0 0 0 0 14
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Table 3 The confusion matrix on MMI database using distance signature

A D F H S G

A 24 3 2 0 0 0
D 0 17 0 0 3 1
F 2 1 10 0 0 1
H 0 2 0 14 0 0
S 0 0 0 0 18 0
G 1 1 1 0 2 10

Table 4 The confusion matrix on MUG database using distance signature

A D F H S G

A 29 1 0 0 1 0
D 0 30 0 0 0 0
F 0 0 26 0 0 0
H 0 2 0 43 0 0
S 0 0 0 1 28 0
G 1 0 0 0 1 34

5.2 Experiment on MMI and MUG Databases

A total of 325 images were selected (212 for training and 113 for testing) to mea-

sure the performance of expressions from MMI database and an average recognition

rate of 92.5% could be achieved for training. The proposed procedure uses total 113

images to test the performance of expressions. MMI database offers more challeng-

ing issue for facial expression recognition compared to CK+. First, different people

give pose of the same expression in various ways. Second, some expressions are

found having accessories, such as glasses, headcloth, or moustache. Table 3 shows

the promising classification for A, D, H, and S expressions except the F and G. The

expressions F and G are misclassified worstly with A, D, S, and G. The average

performance of the distance signature reported is 81.5%.

MUG [16] database is also considered to test the system performance of facial

expression. Here, the same parameters are used as in CK+ database. A total of 591

images are selected (394 for training and 197 for testing). In Table 4, the confu-

sion matrix reflects the classification of different expressions of distance signature.

It is observed that the D and F are correctly recognized but A is misclassified with

D and S. The average performance achieved using distance signature is 96.7%.



162 A. Barman and P. Dutta

Table 5 Testing recognition rate on publicly available databases of six basic expressions with

different state-of-the-art methods

Database A D F H S G Avg.

Distance

signature

CK+ 96.1 95.7 95.8 98.4 95.9 95.8 96.3

Happy [8] CK+ 87.8 93.3 94.3 94.2 96.4 98.4 94.1
Poursaberi

et al. [7]

CK+ 87 91.5 90.9 96.9 84.5 91.2 90.3

Zhong

et al. [17]

CK+ 76.2 94.1 86.1 96.3 88.2 98.7 91.5

Distance

signature

JAFFE 100 100 78.6 85.7 100 100 94

Happy [8] JAFFE 100 86.2 93.7 96.7 77.4 96.6 91.7
Poursaberi

el al. [7]

JAFFE 89.3 90.7 91.1 92.6 90.2 92.3 91.1

Distance

Signature

MMI 82.8 81 71.4 87.5 100 66.7 81.5

Poursaberi

et al. [7]

MMI 80.1 78.2 81.3 83.2 77.1 81 80.1

Zhong et

al. [17]

MMI 65.6 72.5 72.5 88.2 71.1 93.8 77.4

Distance

signature

MUG 93.5 100 100 95.6 96.6 94.4 96.7

5.3 Compare Analysis with Different State of the Arts

The proposed distance signature method is compared with the results obtained from

existing arts in literatures [7, 8, 17, 18]. A comparison task is presented with the

other methods. We evaluate our experiments on CK+, JAFFE, MMI, and MUG

databases. Table 5 summarizes the comparative results with other methods. It is also

noticed that our proposed procedures acquired higher average recognition rate of

facial expressions than others reported in [7, 8, 17].

6 Conclusion

This paper proposed a distance signature based facial expression recognition. The

performance of the proposed procedure is validated by the recognition rate and com-

parison with the state-of-the-art reporting. The experimental results also indicate the

significant performance improvements of facial expression recognition using dis-

tance signature.
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A Parallel Interval Type-2 Fuzzy Neural
Inference System Using Different
Similarity Measures: Comparative Study

Vuppuluri Sumati and C. Patvardhan

Abstract This paper presents the comparison between performance of an Inter-

val Type-2 Subsethood Neural Fuzzy Inference System (IT2SuNFIS) (Sumati et al.

Expert Syst. Appl. (Elsevier) 60:156–168, 2016 [27]) using two different similar-

ity measures, implemented on a parallel platform. The inputs to both the system

are fuzzified using interval type-2 fuzzy sets (IT2 FS) with Gaussian primary mem-

bership function (GPMF) having identical mean but different variance. The signal

aggregation of type-2 based activation is performed using product operator. A com-

parison between subsethood and mutual subsethood has been carried out experimen-

tally, showing better contrast handling capacity of later over former. Consequently,

the performance of both the models is tested and compared on a benchmark applica-

tion of Mackey-Glass time series prediction. It is observed that the performance of

mutual subsethood based IT2SuNFIS is better than subsethood-based IT2SuNFIS in

terms of result accuracy.

Keywords Interval type-2 fuzzy sets ⋅ Neuro-fuzzy systems ⋅ Subsethood

Mutual subsethood ⋅ Differential evolution

1 Introduction

The inferencing capabilities of Interval Type-2 Subsethood Neural Fuzzy Inference

System (IT2SuNFIS) are explored on a variety of applications in the paper by Sumati

et al. [27]. In IT2SuNFIS, differential evolution (DE) and Artificial Bee Colony–

Differential Evolution (ABC-DE) [2] have been used as the basic learning strategies.
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The signal transmission from the inputs to the rule nodes in IT2SuNFIS takes

place through subsethood signal calculated between the input IT2FSs and the

antecedent IT2FSs. The subsethood measure for type-n fuzzy sets is derived by

Rickard et al. [24] and is used in IT2SuNFIS. On the other hand, another subset-

hood measure, called mutual subsethood measure, has been extensively used in [23,

26, 30] for the case of standard fuzzy sets and it remains undefined in the field of

type-2 fuzzy systems.

Type-2 fuzzy sets (T2FS) were introduced by Zadeh [31] and later used by Mendel

[12, 18–21] extensively. T2FSs efficiently handle higher order of uncertainty in the

data as compared to their standard counterpart, often referred to as type-1 fuzzy sets

(T1FS). Type-2 fuzzy logic based systems are being successfully applied to many

areas [7] including control [1, 6], time series prediction [3, 5], signal processing

[16], healthcare services [4, 9, 14, 15, 22], and recognition [8, 11, 32].

This paper is organized in six sections. Mutual subsethood IT2SuNFIS

(MS-IT2SuNFIS) model has been described in Sect. 2. Section 3 compares the per-

formance of subsethood and mutual subsethood methods experimentally. Section 4

describes the performance of MS-IT2SuNFIS on Mackey-Glass time series predic-

tion problem. Section 5 concludes the paper, followed by acknowledgements.

2 IT2SuNFIS and MS-IT2SuNFIS Models

IT2SuNFIS and MS-IT2SuNFIS both are three layered architectures, as shown in

Fig. 1. In both the models, the inputs to the network are taken to be IT2 FSs.

The antecedent weights to the system are IT2 FSs. The architectural details of the

IT2SuNFIS network are explained in the paper by Sumati et al. [27]. MS-IT2SuNFIS

is constructed by replacing subsethood method with mutual subsethood method in

IT2SuNFIS.

According to the definition of subsethood given by Rickard et al. [24] given in

Eq. (1), the subsethood of a set A in B is not equal to the subsethood of B in A.

Denominator term in Eq. (1) is the area of membership function of the set whose

subsethood value in other set is being determined. Therefore, if the area of set A is

bigger than the area of set B, subsethood of A in B is lesser than the subsethood of B

in A (refer to Eq. (1)). This makes subsethood measure, a definition, and direction,

dependent quantity.

S( ̃A, ̃B) = sub(A,B) =
∑N

k=1 min(𝜇A(xk), 𝜇B(xk))
∑N

k=1 𝜇A(xk)
(1)

The mutual subsethood 𝜉(F,G) between fuzzy sets F and G is then given by

𝜉(F,G) = C(F ∩ G)
C(F) + C(G) − C(F ∩ G)

(2)
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Fig. 1 Architecture of IT2SuNFIS and MS-IT2SuNFIS models

From the definition, mutual subsethood measure will not be 1 even if a particular

set is contained within another; it is 1 only if the two sets are identical. In case of

IT2FSs, the mutual subsethood is an interval set [𝜉l, 𝜉r], where 𝜉l and 𝜉r represent

the leftmost and rightmost mutual subsethood values; it is derived in [28].

3 Subsethood Verses Mutual Subsethood Based
Transmission

Type-2 subsethood method (used in IT2SuNFIS) and type-2 mutual subsethood

method (used in MS-IT2SuNFIS) appear to have similar names, however, the type-2

mutual subsethood composition has better discriminatory power than the type-2

subsethood composition.

Type-2 mutual subsethood and type-2 subsethood transmission methods are com-

pared for numeric inputs on the basis of the nature of the signals transmitted by

composing the inputs and the antecedents. The signals generated by the composi-

tion mechanisms are transmitted through a connection weight from an input node to

a rule node. The numeric input xci values vary in the range (0, 1) while the antecedent

IT2FS weights are kept fixed at particular values of centers wc
ij and lower spreads w𝜎

l

ij
and upper spreads w𝜎

u

ij . To facilitate the comparison in experiments, the upper sub-

sethood values of both the type-2 composition transmission methods are plotted.

The IT2FSs are chosen in such a way that their centers, lower spreads, and upper

spread values are in set {0.1, 0.5, 0.9}, {0.1, 0.5, 0.9} and {0.12, 0.52, 0.92}, respec-

tively. These values are so chosen as to cover the extreme and the mid-range values

in (0, 1). The combination of centers, lower, and upper spread values is shown in

Table 1.
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Table 1 Combinations of centers and spreads of IT2FSs for the composition mechanism

experiment

Exp. 1 2 3 4 5 6 7 8 9

wc
ij 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9

w𝜎

l

ij 0.1 0.1 0.1 0.5 0.5 0.5 0.9 0.9 0.9

w𝜎

u

ij 0.12 0.12 0.12 0.52 0.52 0.52 0.92 0.92 0.92

0 0.5 1
0.05

0.1

0.15

(a) wij
c=0.1,  wij

σ
u

=0.12

E ij

0 0.5 1
0.11

0.12

0.13

0.14

(b) w
ij
c=0.5,  w

ij
σ

u

=0.12

E ij

0 0.5 1
0.05

0.1

0.15

(c) w
ij
c=0.9,  w

ij
σ

u

=0.12

E ij
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ij
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ij
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Fig. 2 Signal plots obtained for subsethood and mutual subsethood compositions when the

numeric input is fuzzified by a spread of value 0.9

The signal magnitudes generated by both type-2 subsethood and type-2 mutual

subsethood based signal transmissions are plotted in Fig. 2 for the input spread values

[0.9, 0.92].
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It is observed that for all input spreads and weight spreads combinations, the

signal magnitudes are high at the points where the centers of both inputs and weights

match each other exactly, and also, where input IT2FSs and antecedent IT2FSs are

best matched. The major behavioral difference, however, appears in the regions of

mismatched input and weight centers. It is observed that over a wide range of spreads

(0.1–0.9), between dissimilar input IT2FSs and weight IT2FSs, a large contrast is

created by mutual subsethood composition. Mutual subsethood nicely maintains a

large difference between minimum and maximum values. It is evident from the sharp

decline in the signal magnitudes in the regions of most dissimilar inputs.

Motivated by the better performance of type-2 mutual subsethood over type-

2 subsethood method, IT2SuNFIS is integrated with mutual subsethood method

in place of subsethood method. The resulting MS-IT2SuNFIS model is investi-

gated on benchmark application Mackey-Glass time series prediction to verify its

performance.

In the present study, DE is used to implement learning in both IT2SuNFIS and

MS-IT2SuNFIS; DE is based on the evaluation of many population members with

total size at least ten times the number of elements in each string. The function eval-

uation part is the most computation-intensive operation in the present code. This

function evaluation part for each population string is sent to each of the available

nodes for computation. This process repeats till all the strings in the population are

evaluated. Thus, both models are implemented on a parallel platform using Local

Area Multi-computer/ Messages Passing Interface (LAM/MPI) library.

4 Mackey-Glass Time Series Prediction

A problem given by Mackey and Glass [17] is considered in this work. This is a

widely investigated problem in neural fuzzy and type-2 fuzzy domains [10, 13, 23,

25, 29, 30]. This chaotic Mackey-Glass time series (MGTS) is described by the

following delay differential equation:

dx(t)
dt

= 0.2x(t − 𝜏)
1 + x10(t − 𝜏)

− 0.1x(t) (3)

As 𝜏 in Eq. 3 varies, the system can exhibit either a limit cycle, fixed point, or chaotic

behavior. Chaotic behavior is observed For 𝜏 = 17 and for this value of 𝜏, the above

problem of predicting the time series is attempted.

A 4 − p − 1 network architecture is used for this prediction problem where input

layer consists of four numeric nodes; the output layer consists of a single output node,

with p-rule nodes in the hidden layer. Experiments are performed with different rule
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Table 2 Performance comparison of different rule MS-IT2SuNFIS networks with IT2SuNFIS

Rules Network

configuration

Free parameters IT2SuNFIS test

NRMSE

MS-IT2SuNFIS

NRMSE

3 4-3-1 34 0.018624 0.012838

4 4-4-1 44 0.017101 0.015108

5 4-5-1 54 0.018348 0.013902

6 4-6-1 64 0.015201 0.012667

6 4-7-1 74 0.016413 0.010967

nodes. All the lower spreads are initialized randomly in the range (0.01, 0.9) and

centers in the range (0, 1.5). Upper spread values of the antecedent type-2 fuzzy sets

are taken to be 0.04 more than their respective lower spread values.

Experiments are carried out with different values of DE parameters and most

suitable values found are F = 0.75 and CR = 0.39. Termination criterion for learning

is maximum number of generations. SSE is considered to be the fitness function and

normalized root mean square error (NRMSE) is taken as the performance measure.

NRMSE is the ratio of RMSE and the standard deviation of the target series [13].

4.1 Simulation Results

The performance of different rule MS-IT2SuNFIS networks is compared with corre-

sponding IT2SuNFIS networks and NRMSE over test samples for both networks is

shown in the Table 2. It is seen that MS-IT2SuNFIS outperforms IT2SuNFIS in all

the different rule networks in terms of NRMSE over test samples. This experiment

also indicates better performance of mutual subsethood based signal transmission

over subsethood based transmission.

For a 7-rule IT2SuNFIS and a 7-rule MS-IT2SuNFIS, function approximation

capabilities are depicted in Fig. 3. Close observation yields that prediction error

in case of mutual MS-IT2SuNFIS is less as compared to IT2SuNFIS for 7-rules

network using ABC-DE leaning strategy and same initial conditions. It is also

observed that MS-IT2SuNFIS approximated the Mackey-Glass time series better

than IT2SuNFIS in 7-rules network. The red dashed line represents predicted series

obtained for IT2SuNFIS network and blue solid line represents MS-IT2SuNFIS

predicted series obtained for MS-IT2SuNFIS. Black dotted line shows the actual

function.
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Fig. 3 Comparison between 7-rules IT2SuNFIS and 7-rules MS-IT2SuNFIS

5 Conclusions

This paper compares the performance of subsethood and mutual subsethood based

signal transmission methods. It is observed that mutual subsethood based signal

distinguishes between two non-correlated values better than subsethood based sig-

nal transmission. It is observed that application of mutual subsethood based signal

transmission method improves the performance of IT2SuNFIS many folds in

Mackey-Glass time series prediction. This experiment provides motivation for fur-

ther exploration of mutual subsethood based neuro-fuzzy models. Such models are

useful in biomedical data where accurate diagnosis and treatment are dependent on

the correct classification of the disease type. Better uncertainty handling capacity of

T2FSs is useful in problems with partially available data and unseen data.
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A Fuzzy Logic Inspired Approach
for Social Media Sentiment Analysis
via Deep Neural Network

Anit Chakraborty, Anup Kolya and Sayandip Dutta

Abstract In this paper, we present an efficient method of classification of senti-
ment in social media texts, each consisting of single or multiple sentence(s) that
most of the time includes pop culture texts. In our experiment, we present an
architecture that derives vector representations (i.e., word2vec) of the phrase level
sentences. We use some combination of quantitative and qualitative methods for
training a recurrent neural network with empirically cross-validating gold-standard
array of lexical features, which are precisely synced with sentiment in
microblog-like pieces. We leverage a new technique that expands upon previous
works on sentence-level lexical sentiment classification, using recurrent fuzzy
neural network and use it jointly with a Recursive Neural Network to further
improve the classification. We have tested our algorithm against the other
state-of-the-art methods on various platforms for better demonstration of our
experiment with satisfactory and competitive results.
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1 Introduction

Due to the rapid growth of the Internet, online communication has escalated
exponentially and presented newer platforms for the general public to make their
feelings and opinions known to the world online. This, in turns, has led to accu-
mulation of enormous amounts of online data, which is rich in user sentiments,
emotions, opinions, and evaluations. A broad range of high quality research for fast
and accurate sentiment classification has been explored in recent times [1, 2].
Linguistic Inquiry and Word Count or LIWC is an example of such a lexicon [3, 4].
It has been widely used in the social media domain, as its straightforward dictionary
and simple word lists are easily inspected, understood, and extended if desired.

Our approach seeks to construct a sentiment analysis engine that is capable in
dealing with:

• Versatility and flexibility of artificial neural networks incorporating fuzzy logic
system by means of unsupervised learning and planning to attain seamless
integration of sentiment classification and approximation with other sensory
modalities.

• Considerably faster to deal with live-streaming data and real-time social debates.
• Unaffected from a performance-speed tradeoff while dealing with long corpus of

texts.
• Nuanced classification of sentiments over the other extant binary classification

(i.e., Positive and Negative) with the help of RFNN.

The organization of the paper constitutes: Review of related works and other
state-of-the-art methods in Sect. 2. Section 3 explains our proposed method of
fuzzy logic inspired approach for social media sentiment analysis via deep neural
network. Experimental results and analysis are presented in Sect. 4. Section 5
concludes the paper and discusses future possibilities for further improvements.

2 Related Works

Previously, linear classification methods, e.g., Supper Vector Machines (SVM) and
logistic regression [5] have been used to solve sentiment classification problems.
Maximum Entropy and Naïve Based Classifiers have also been studied in this field.
In [5], Maas et al. tackle the problem of sentiment classification by learning word
vectors, using an unsupervised model to capture nuanced sentimental information.
Socher et al. [6] semantic word spaces are ill-equipped to parse meaning of longer
phrases. They, instead, propose Recursive Neural Tensor Network for more rig-
orous classification. “Stanford Sentiment Treebank”, also introduced in [6], is a
dataset that consists of over 2015,154 phrases with fine-tuned sentiment values
which spans over a parse tree containing 11,855 sentences. It shows significant
improvement over bag-of-words models. As mentioned in [7], fuzzy logic inspired
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artificial neural network has also been explored in the field of sentiment classifi-
cation and social media analysis.

A large proportion of approaches for sentiment classification greatly rely on
intermittent sentiment lexicons. There are some popular lexicons like LIWC1 [4],
GI2 [8], Hu-Liu043 [9], etc., where words are divided into binary classes, and on the
other hand, lexicons like ANEW4 [10], SentiWordNet5 [11], and SenticNet6 [12]
associate words with valence-based scores for sentence-level sentiment intensity.

3 Proposed Method

In this section, initially, we propose the text modeling algorithm to extract efficient
and compact vector representation (i.e., Word2vec) according to the word position
in the vocabulary. Subsequently, the three-layered deep neural sentiment classifi-
cation architecture has been introduced via recurrent neural network. Finally, the
fuzzy classification based on recurrent fuzzy neural network is introduced for
further precise classification of sentiments beyond the classical binary sentiment
categorization.

3.1 Text Modeling

In this architecture, each word is matched to a unique vector, which is denoted by a
column of the matrix W. It is then indexed according to the word position in the
vocabulary. For predicting the next word in a sentence, the sum of the vectors is used.

Formally, if w1, w2, w3, …, wT is the given sequence of words for training, the
vector model tries to maximize the average log probability of wt at kth word count,

1
T

∑
T − k

t= k
log p wtjwt− k , . . . ,wt+ kð Þ. ð1Þ

The prediction is normally done using a multiclass classifier, (e.g., Softmax).
We have

p wtjwt− k, . . . ,wt+ kð Þ= eywt

∑i eyi
. ð2Þ

Each of p1i is un-normalized log probability for each output word i, computed as

p1 = b+Uh wt− k, . . . ,wt+ k;Wð Þ, ð3Þ

where b and U are the softmax parameters. h is created by summing or averaging of
word vectors obtained from W.
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Practically, hierarchical softmax [13] is considered better than softmax for fast
training. In our experiment, the structure of the hierarchical softmax is a binary
Huffman tree [13].

3.2 Deep Neural Sentiment Classification

Computation of compositional vector representations for sentence-level phrases of
variable syntactic type and length are formulated as mentioned earlier. The compo-
sitional models parse an n-gram into a binary tree and each leaf node, corresponding to
a word, is represented as a vector. Each word is denoted as a d-dimensional vector by
initializing all word vectors post random sampling of correspondingweightage from a
uniform distribution: U (−r, r), where r = 0.0001. In the word embedding matrix
L ϵℝd × Vj j, all the word vectors are arranged, where the size of the vocabulary is
denoted by Vj j.

A softmax classifier takes the optimized word2vectors as feature inputs. The
posterior probability is computed over any given label of the word2vector in the
following way:

ha = softmax Wsað Þ, ð4Þ

where Ws ϵℝ5× d is the sentiment classification matrix. For the given tri-gram, this
is repeated for vectors b and c.

We define the output of a deep neural network h ϵℝd via V i½ � ϵℝd × d, repre-
senting detailed notation for each slice of the following vector equivalent, as:

h=
b
c

� �T
V 1: d½ � b

c

� �
; hi =

b
c

� �T
V i½ � b

c

� �
, ð5Þ

where V 1: d½ � ϵℝ2d ×2d × d defines multiple bilinear forms. The RecNN uses this
formulation for computing p1:

p1 = f
b
c

� �T
V 1: d½ � b

c

� �
+W

b
c

� � !
, ð6Þ

where W is defined earlier. p2, the subsequent parent vector in the tri-gram is
computed using the same weights:

p2 = f
a
p1

� �T
V 1: d½ � a

p1

� �
+W

a
p1

� � !
. ð7Þ
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3.3 Recurrent Fuzzy Neural Classification

In this section, after obtaining the sentiment scores of all training documents by the
sentiment network (RecNN), we are introducing fuzzy logic inspired sentiment
approximation.

For accurate sentiment orientation of phrase level sentences of the test data, we
define p2i = |score(hi)| and obtain the fuzzy logic train set (h1, p11, p21), (h2,
p12, p22), …, (hn, p1n, p2n). Furthermore, using {(h1, p11, p21), (h2, p12, p22), …,
(hn, p1n, p2n)} we train RecFNN f. Sentiment intensity of hi of large value indicates
robust sentiment of high fuzzy membership degree, making bigger contribution in
accurate sentiment distribution.

The prioritization scheme of the RecFNN can be formalized as

maxW αð Þ= ∑
n

i=1
αi −

1
2
∑
n

i=1
∑
n

j=1
αiαjp1ip1j hi.hj

� �
, ð8Þ

subject to ∑
n

i=1
αip1i =0, ð9Þ

0≤ αi ≤ p2iC, i=1, 2, . . . , n. ð10Þ

According to Eqs. (8)–(10), we obtain the optimal solution,

α* = α*1, α*2, . . . , α
*
n

� �T .
In α* = α*1, α*2, . . . , α

*
n

� �T , if α*i >0, the corresponding hi is the support vector.
If 0≤ α*i ≤ p2iC, support vector of this type resides in the horizon of the hyper

plane.
If α*i = p2iC, support vector of this type is considered as misclassified sample.
Notably, RecNN and RecFNN models are different, as points with the same α*i

value may indicate different types of artificial neural network depending on the
value of p2i:

In this paper, the Gaussian kernel function K hi, hj
� �

=exp
hi − hjk k2

2δ2

� �
is used as

the kernel for constructing the RecFNN classifier. The corresponding optimal

solution is α* = α*1, α
*
2, . . . , α

*
n

� �T . Therefore, the fuzzy optimal classification is

f * xð Þ= sgn ∑
n

j=1
α*j p1jK hi, hj

� �
+ b*

( )
. ð11Þ

b* = p1i − ∑
n

j=1
α*j p1jK hi, hj

� �
, jϵ jj0< α*j < p2jC

n o
. ð12Þ

To achieve the two-level sentiment classification, we make use of the positive
sentiment reviews as the positive class models and negative sentiment reviews as
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the negative class models to train the RecFNN. Finally, K classifiers {f1, f2, …, fK}
are obtained. Thus, each test model hi consists of K results:

f1 hið Þ, εðf1 hiÞð Þð Þ, . . . , fK hið Þ, εðfK hiÞð Þð Þf g,

where the result of the Kth classifier is fK(hi) and confidence of the Kth classifier is
ε(fK(hi)). Finally, the corresponding label of max{ε(f1(hi)), ε(f2(hi)),…, ε(fK(hi))} is
selected as the label of hi.

4 Experimental Results

4.1 Experimental Setup

Proposed algorithm is implemented on python 3.6.1 with NLTK package, with an
Intel Core 5th Gen i7, 2.5 GHz processor with 6 Gigabytes of RAM.

For fair comparison of our experiment against the broader body of literature, we
assess the correlation of calculated sentiment intensity rating to the mean sentiment
rating from ten prescreened human raters, along with the 6-class (i.e., very positive,
positive, neutral, negative, very negative, compound) classification accuracy
parameters of precision, recall, and F1 score. In our analysis, precision is defined as
the ration between the numbers of true classification, to the total number of ele-
ments labeled as belonging to that class (both correct and incorrect labeling count).
Recall is the ratio of number of correct classification to the total number of clas-
sifications that are known to be in the said class. The F1 score signifies the overall
accuracy, it is defined as the harmonic mean of precision and recall.

4.2 Experimental Analysis

We compared our results to eight state-of-the-art sentiment analysis lexicons:
Valence Aware Dictionary for sEntiment Reasoning (VADER) [3], Linguistic
Inquiry and Word Count (LIWC), General Inquirer (GI), Affective Norms for
English Words (ANEW), SentiWordNet (SWN), SenticNet (SCN), Word-Sense
Disambiguation (WSD) using WordNet, and the Hu-Liu04 opinion lexicon
(Table 1).

As seen in Tables 2, 3, 4 and 5, in most scenarios, our approach outperforms all
the other well-established lexicons for sentiment analysis. In case of social media
posts, our approach provides better overall precision, recall, and F1 score than
human raters.

Data used for training and validation of RNN model is demonstrated in Table 1.
The data used for pre-training phase and data used to create the word embedding do
not necessarily have to overlap. The neural network was trained on large number of
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Table 1 Data used for training the RNN model

Stages Tweets Very Pos. Positive Neutral Negative Very Neg.

Word embedding 100 M – – – – –

Pre-training 30 M 4 M 8 M 5 M 6 M 7 M
Training 20104 3996 7114 2551 3449 2994
Validation 3000 798 617 331 169 1085
Test 21132 4091 3613 3921 3083 6424

Table 2 Comparison of 6-class classification performance on social media posts

Correla on to 
ground truth (mean 
of 10 human raters)

Classifica on accuracy metrics

Overall  
Precision

Overall 
Recall

Overall  
F1 Score

Social Media Posts (5,000 Tweets)
Ind. Human 0.909 0.88 0.81 0.83
Ours 0.813 0.99 0.93 0.96
VADER 0.799 0.99 0.92 0.96
Hu-Liu ‘04 0.713 0.89 0.67 0.74
SCN 0.542 0.79 0.70 0.72
GI 0.512 0.79 0.51 0.67
SWN 0.441 0.74 0.60 0.61
LIWC 0.606 0.91 0.49 0.60
ANEW 0.451 0.79 0.46 0.57
WSD 0.401 0.69 0.44 0.52

Table 3 Comparison of 6-class classification performance on movie reviews

Correla on to 
ground truth (mean 
of 10 human raters)

Classifica on accuracy metrics

Overall  
Precision

Overall 
Recall

Overall  
F1 Score

Metacri c Movie Reviews (8,500 review snippets)
Ind. Human 0.898 0.96 0.92 0.90
Ours 0.691 0.81 0.70 0.69
VADER 0.441 0.74 0.58 0.61
Hu-Liu ‘04 0.359 0.64 0.48 0.66
SCN 0.255 0.61 0.61 0.5
GI 0.351 0.69 0.61 0.44
SWN 0.245 0.66 0.59 0.60
LIWC 0.168 0.65 0.31 0.44
ANEW 0.164 0.55 0.40 0.44
WSD 0.339 0.60 0.49 0.59
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tweets (30 million) for one epoch, and then it was finally trained on the supervised
data (20 k tweets) for about 16 epochs.

The accuracy of the recursive-recurrent approach for training and dev phase are
plotted in Fig. 1. We used a learning rate of 0.001 and a regularization strength of
0.0001. The overall accuracy of our algorithm compared to different state-of-the-art
methods are graphically depicted in Figs. 2, 3, 4 and 5. In Tables 2, 3, 4 and 5, the
best, second best, and third best are represented by the colors red, yellow, and
green, respectively.

Table 4 Comparison of 6-class classification performance on product reviews on Amazon.com

Correla on to 
ground truth (mean 
of 10 human raters)

Classifica on accuracy metrics

Overall  
Precision

Overall 
Recall

Overall  
F1 Score

Amazon.com Product reviews (11,000 review snippets)
Ind. Human 0.925 0.95 0.81 0.89
Ours 0.765 0.92 0.85 0.85
VADER 0.578 0.78 0.61 0.71
Hu-Liu ‘04 0.555 0.77 0.66 0.66
SCN 0.368 0.59 0.69 0.59
GI 0.421 0.69 0.52 0.56
SWN 0.365 0.62 0.53 0.58
LIWC 0.319 0.74 0.39 0.33
ANEW 0.277 0.68 0.39 0.41
WSD 0.305 0.60 0.59 0.56

Table 5 Comparison of 6-class classification performance on social media posts

Correla on to 
ground truth (mean 
of 10 human raters)

Classifica on accuracy metrics

Overall  
Precision

Overall 
Recall

Overall  
F1 Score

NY Times Editorials (3,500 Ar cle review snippets)
Ind. Human 0.792 0.82 0.60 0.71
Ours 0.611 0.78 0.61 0.66
VADER 0.492 0.67 0.51 0.55
Hu-Liu ‘04 0.441 0.74 0.49 0.59
SCN 0.259 0.60 0.50 0.41
GI 0.339 0.64 0.48 0.51
SWN 0.289 0.59 0.51 0.59
LIWC 0.228 0.60 0.21 0.29
ANEW 0.212 0.61 0.41 0.45
WSD 0.235 0.60 0.51 0.52
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5 Conclusion

In this paper, we extract a vector representation of phrase level sentiments, and use
the vector components of a sentence to cross-validate with respect to a
gold-standard array of lexical features via recurrent neural network. Furthermore,
we segregate the extracted sentimental values in nuanced sentiment classes that
make the algorithm more flexible and usable. In future, we aim to explore more
robust features via pre-training deep RNNs exploring additional depictive influence
available in deeper networks in this architecture and depiction system for other
applications, like, personality analysis over social media texts, finding patterns in
social media texts, etc.

References

1. Deriu, J., et al.: Leveraging large amounts of weakly supervised data for multi-language
sentiment classification. In: Proceedings of the 26th International Conference on World Wide
Web. International World Wide Web Conferences Steering Committee (2017)

2. Nakov, P., Ritter, A., Rosenthal, S., Sebastiani, F., Stoyanov, V.: SemEval-2016 task 4:
sentiment analysis in Twitter. In: Proceedings of SemEval, pp. 1–18

3. Gilbert, C.J.H.E.: VADER: a parsimonious rule-based model for sentiment analysis of social
media text. In: Eighth International Conference on Weblogs and Social Media (ICWSM-14).
http://comp.social.gatech.edu/papers/icwsm14.vader.hutto.pdf (2014). Accessed 20 Apr 2016

4. Pennebaker, J.W., Chung, C.K., Ireland, M., Gonzales, A., Booth, R.J.: The development and
psychometric properties of LIWC2007. LIWC.net, Austin, TX (2007)

5. Maas, A.L., Daly, R.E., Pham, P.T., Huang, D., Ng, A.Y., Potts, C.: Learning word vectors
for sentiment analysis. In: Proceedings of the 49th Annual Meeting of the Association for
Computational Linguistics: Human Language Technologies, vol. 1, pp. 142–150. Association
for Computational Linguistics, June 2011

6. Socher, R., Perelygin, A., Wu, J.Y., Chuang, J., Manning, C.D., Ng, A.Y., Potts, C.:
Recursive deep models for semantic compositionality over a sentiment treebank. In:
Proceedings of the Conference on Empirical Methods in Natural Language Processing
(EMNLP), vol. 1631, p. 1642, Oct 2013

7. Santos, R.L.S., de Sousa, R.F., Rabelo, R.A.L., Moura, R.S.: An experimental study based on
fuzzy systems and artificial neural networks to estimate the importance of reviews about
product and services. In: 2016 International Joint Conference on Neural Networks (IJCNN),
pp. 647–653. IEEE (2016)

0

0.5

1

O
ve

ra
ll 

Ac
cu

ra
cy

Vader Hu-Liu'04 SCN
GI SWN LIWC
Ours

Fig. 5 Performance
comparison on sentiment
analysis of newspaper
editorials

184 A. Chakraborty et al.

http://comp.social.gatech.edu/papers/icwsm14.vader.hutto.pdf


8. Stone, P.J., Dunphy, D.C., Smith, M.S., Ogilvie, D.M.: General Inquirer. MIT Press,
Cambridge, MA (1966)

9. Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceeding of SIGKDD
KDM-04 (2004)

10. Bradley, M.M., Lang, P.J.: Affective norms for English words (ANEW): instruction manual
and affective ratings (1999)

11. Fellbaum, C.: WordNet: An Electronic Lexical Database. MIT Press, Cambridge, MA (1998)
12. Cambria, E., Havasi, C., Hussain, A.: SenticNet 2. In: Proceeding of AAAI IFAI RSC-12

(2012)
13. Mikolov, T., Sutskever, I., Chen, K., Corrado, G., Dean, J.: Distributed representations of

phrases and their compositionality. In: Advances on Neural Information Processing Systems
(2013)

A Fuzzy Logic Inspired Approach … 185



Neighbor Attack Detection in Internet
of Things

Arun Thomas, T. Gireesh Kumar and Ashok Kumar Mohan

Abstract Internet of Things (IoT) hegemonies all other technological development
the world has seen so far. 6LoWPAN is emerging as the next generation protocol of
IoT. 6LoWPAN protocol enables the resource constrained embedded device to
connect to the Internet through IPv6. Routing Protocol for Low Power and Lossy
Networks (RPL) is specifically designed as a routing protocol for resource con-
strained device and it is adaptable with the 6LoWPAN. There are many attacks
which make RPL insignificant to achieve its desired objectives. Neighbor attack is
momentous and is capable of disrupting possible routing path. In this paper, we
proposed intrusion detection system which can detect neighbor attack in RPL
protocol and a secure root process to prevent the effect of attack on this protocol.
The IDS is incorporated by considering location information and received signal
strength to identify malicious node. We have also incorporated secure root process
which can rectify disruption in routing path after detecting attacks. This method can
act as an optimum method for resources constrained environment.

Keywords RPL ⋅ IoT ⋅ IPv6 ⋅ IDS ⋅ DODAG and RSSI

1 Introduction

The Internet of Things (IoT) is growing as the part and parcel of our lives. IoT is
emerging at fast rate. This new era of technology is expected to be bigger than
industrial revolution [1]. Things in IoT can be any device such as temperature
sensor, automobile with built in sensor, and farm animal with biochip transponder.
We should have zero tolerance toward security loopholes in IoT as they are being
implemented in critical sectors like nuclear power plants, hospitals, dams, etc.
Routing Protocol for Low Power and Lossy Networks (RPL) is a specially designed
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protocol for resources constrained environment. RPL was developed to be used in
wireless sensor network. RPL is a routing protocol in network layer to optimize
protocol efficiency in IoT like 6LoWPAN [2]. There are many attacks in RPL such
as sinkhole, selective forwarding, wormhole, sybil, clone id, neighbor attack, rank
attack, and DIS attack [3]. Neighbor attack is a severe attack which can cause
alteration in the network, disrupt routing topology in the network, and make the
routing algorithm meaningless [4]. No effective techniques exist to counter
neighbor attack in RPL. We have designed an efficient intrusion detection system to
detect neighbor attack in RPL by keeping an account of resource constrained
environment. We have also introduced secure root process which can mitigate the
effect of attack on this protocol after detecting the attack. RPL starts the formation
of Destination Oriented Directed Acyclic Graph (DODAG) from root node or sink
node. RPL and DODAG are maintained using control messages. Root node initially
broadcasts DIO messages to build roots in downward direction. Nodes upon
receiving DODAG Information Object (DIO) message select the parent of the
sender by replying with Destination Advertisement message (DAO). Parent node
gives the authorization to join by replying with DIO ACK message [5]. Every node
periodically sends DIO message to maintain DODAG and to avoid closed loops.
Every node in DODAG has a rank value. The rank is an integer value which is
dependent on distance from sink node, delay and other parameters. Nodes nearer to
root node will have smaller rank value and nodes far from root node will have larger
rank value. The rank value eventually decreases in downstream direction. Ranks are
used to avoid loops and to differentiate between parents and siblings in DODAG
[6]. In the process of network topology, each router is responsible for identifying
stable set of parents on the path toward the DODDAG root. The stable set of parents
is referred as preferred parents. The objective function is responsible for deciding
ranks in RPL [7]. The objective function uses routing metrics like delay, link,
quality, connectivity, etc., and optimization objective for the computation of rank
value. The design of optimized objective function is yet an open research issue [8].

The rest of the paper is organized as follows. In Sect. 2, we discuss all the
possible attacks in RPL and analyze the impact on the network. We also give brief
outline about IDS system to counter each attack in RPL. Section 3, we discuss the
architecture of intrusion detection system for detecting neighbor attack. Section 4,
we demonstrate how neighbor attack is simulated in cooja environment. We also
demonstrated how the proposed intrusion detection system can detect this attack
along with secure root process. Section 5, we analyze the future work.
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2 Related Works

2.1 Sinkhole Attack

In this attack, compromised node announces optimized path to attract nearby nodes
to route tunneled traffic through it. A compromised node captures traffic with the
intention to drop the messages and thus reducing the number of messages suc-
cessfully received to the destination node. IDS system such as SVELTE [4] can
detect sinkhole attack. The parent failover and rank authentication are the two
techniques to defend again this attack. This attack can cause severe impact in the
network when combined with other attack [6].

2.2 Selective Forward Attack

Here, the malicious node works with intent to drop packets selectively, when
forwarding messages to other genuine node in the network. In some cases, mali-
cious node could forward all control message and skip the rest of the traffic [9]. The
attacker’s main intention is to disrupt the routing path. Creating disjoint path
between source and destination node is one of the ways to defend against selective
forwarding attack. However, we can guard against selective forwarding attack to
some extent by encryption and analysis of application level traffic. Heartbeat pro-
tocol can also detect the existence of this attack [10].

2.3 Black Hole Attack

Black hole is a special case of selective forwarding. Here, attacker instead of
selective forwarding packet, the attacker node silently drops all the packets. Packet
delay and control overhead are the effect of attack on the network. However, no
techniques have been evaluated to counter this attack [4].

2.4 Sybil Attack

In sybil attack, a malicious node copies several logical identities on the same node.
This attack is capable of controlling large parts of network without deploying
physical nodes. Techniques which can detect clone id attacks are using distributed
hash table, geographical location information of nodes, etc. However no techniques
are evaluated to counter this attack [4].
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2.5 Neighbor Attack

Neighbor attack creates a drastic impact on RPL protocol. Here, malicious node
replicates the DIO message that it received without adding its identity and broadcast
them again. Malicious node deceit the victim node pretends to have a neighbor
which is not in range. Moreover if victim node observes that the neighbor node has
better rank than it, then victim node may request it as the preferred parent and
changes the route to out this neighbor. This attack can have catastrophic effect on
the network like end to end delay and changes in network topology. However, no
techniques are evaluated yet to counter this attack. This attack resembles the
wormhole attack but it is limited to selective forwarding of DIO messages [4].

2.6 Local Repair Message

In this attack, malicious node broadcast local repair messages periodically without
any problem with link quality. Other nodes upon receiving the local repair message
will need to validate the route with the malicious node. This attack can have impact
on the network with increased control overhead messages and packet dropping due
to temporarily unavailable route. Finite state machine based IDS system can detect
this attack [11].

3 Problem Formulation

The neighbor attack creates a drastic impact on RPL protocol. Unfortunately, no
techniques have been proven to counter this attack. In this attack, the attacker is
only responsible for broadcasting DIO message to victim node which is in its range.
Attacker does not include its identity in DIO message and follows normal network
behavior. This attack can have acute impact on the network like unoptimized
routing path, loops in network topology, and increase in control overhead. The
architecture of proposed IDS is shown in Fig. 1. The prime concept of neighbor
attack detection works on location verification and RSSI validation. The location
information is attached by sensor nodes in the DIO message. The location infor-
mation is accessed by each sensor node accurately by using X and Y coordinates in
the stimulator. When victim receives the broadcasted DIO message from the
attacker, it will access location information and RSSI from the received packet.
Whenever sensor nodes find new neighbor, distance verification is done using
location and RSSI value. First, distance is calculated through location information.
Second, we can find distance using RSSI value. Received signal strength indicator
can be converted to distance by analyzing simulation environment. Here, sensor
nodes validate the distance from location information and RSSI and moreover it
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should be within fixed communication range. If there is any mismatch beyond the
threshold value then the attacker is found as shown in Eq. (1). In attacker case, the
rebroadcasted message does not change the location information. Hence, from
location information when the distance is calculated, it will be more from the fixed
range and also they will mismatch with the distance found using RSSI. We have
also incorporated secure root process to recoup from the impact of the attack. After
neighbor attack detection, out of range node is not added to neighbor cache of the
source.

p
y2− y1ð Þ2 + x2− x1ð Þ2

� �
+ Distance from RSSI <Threshold value. ð1Þ

y1 and y2 refers to y-axis coordinate position of nodes. x1 and x2 refers to x-axis
coordinate position of nodes.

4 Implementation and Result

We run our stimulation setup in cooja [12] environment which produces accurate
result. In our stimulation, we use sky mode. We employ RPL as the routing pro-
tocol. The placement of nodes is at random as shown in Fig. 2. The node 1 is the
border router and other nodes are client node which sends data to node 1. Nodes are
placed in such a way that it should be in the range of at least one node. All nodes
transmit with 23 dB. The total number of nodes in our simulation environment is

Fig. 1 Architecture of proposed system
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31. Node 24 is the attacker node. Node 24 has neighbors namely 26, 5, 30, and 10
as shown in Fig. 2.

Node 26 broadcasts DIO message with rank. Node 17, node 13, and node 24
receives DIO message from node 26. Attacker node 24 broadcast DIO message
with same source IP address which is the IP address of node 26. The node 10, node
26, and node 30 receive DIO message from node 24 with the same IP address of
node 26. The buffer 100 in Fig. 3 represents the DIO message of node 26. Node 26
is added as neighbor of node 10 and 30. Node 30 is not the neighbor of node 26.
Node 30 is not in the transmission range of node 26 and it is not the actual neighbor
of node 26.

Now, let us look at the detection mechanism and secure root process for this
attack. Our detection works on location information and RSSI value. Initially, we
store all 31 nodes positions in an array. For understanding the relation between RSSI
value and the distance in our simulation environment, we have broadcasted DIO
messages within all 31 nodes by moving nodes at random positions. In our analysis,
we have got RSSI value from 13 to 83 dB. We have stored the corresponding
distance for each RSSI value from 13 to 83 dB. Here in Fig. 4, we can see node 30’s
X and Y position. We can also observe the position of node for which DIO message
is associated. Whenever a node receives DIO message, it will access the location
information and RSSI value from the received packet. We can observe that node 30
computes distance by accessing RSSI value of its received packet. First, we compute
difference between coordinate positions of its location and location from that
associated DIO. The distance is also computed by analyzing RSSI value from the
received packet. If there is a mismatch between distance in location information and
RSSI value exceeds threshold value, then the attacker is detected. We have kept the

Fig. 2 Neigbors of node 26
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threshold for mismatch as 44.721 m. Here, distance differs by 52.96 (i.e., sqrt of
2805). Since this is more than 44.721, the attacker is detected. We have also
introduced secure root process. After attacker detection out of range node is not

Fig. 3 Victim nodes receiving DIO message

Fig. 4 Attack is detected
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added to neighbor cache source. Here in Fig. 4, the attack is detected by node 30 and
node 30 does not add 24 as a neighbor.

For better graphical representation, we run our simulation for 31, 41, ad 51
nodes by keeping the same attack scenario. We have considered nodes from 30 to
50 for clear understanding the impact of this attack (Fig. 5).

X coordinates indicate the number of nodes is from 30 to 50. Y coordinates
indicate the packet delivery ratio is from 70 to 100. Green line indicates the effect of
packet delivery ratio with respect to number of nodes before the attack detection.
Pink line indicates the effect of packet delivery ratio with respect to number of
nodes after the attack detection. When we analyze the graph, we can conclude that
packet delivery ratio increased slightly after detecting this attack when compared to
before detecting this attack (Fig. 6).

X coordinates indicate that the number of nodes is from 30 to 50. Y coordinates
indicate the throughput and it is measured in Mbps. Green line indicates the change
in throughput with respect to number of nodes before the attack detection. Pink line
indicates the change in throughput with respect to number of nodes after the attack
detection. We can conclude from graph that throughput increased slightly after
detecting this attack, when compared before detection (Fig. 7).

X coordinates indicate that the number of nodes is from 30 to 50. Y coordinates
indicate that the total delay is from 0 to 12. The total delay is measured in seconds.
Green line indicates the alteration in total delay with respect to number of nodes
before the attack detection. Pink line indicates the alteration in total delay with
respect to number of nodes after the attack detection. We can infer from the graph

Fig. 5 Packet delivery ratio
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Fig. 6 Throughput

Fig. 7 Total delay
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that total delay drastically reduced after detection from node 40 to 50 when com-
pared before detection. The total delay from node 40 to 50 remains to be stable after
detection.

5 Conclusion and Future Works

The proposed method is the first work on neighbor attack detection. The proposed
concept can detect neighbor attack in cooja stimulator with very high accuracy and
is designed according to resource constrained environment. The proposed IDS can
detect clone id and sybil attack but not evaluated yet. Research community should
descent from traditional IDS system which is based on signature-based detection.
There are many potential attacks in RPL and the number of attacks is increasing.
The proposed method can be used in wormhole to enhance intrusion detection
capability. The location information of node will help research community to
mitigate future attacks in RPL.
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Human Opinion Inspired Feature
Selection Strategy for Predicting
the Pleasantness of a Molecule

Ritesh Kumar, Rishemjit Kaur, Amol P. Bhondekar
and Gajendra P. S. Raghava

Abstract The identification of features responsible for smell of a molecule has
been a long-standing challenge. We use cheminformatics and opinion dynamics
based optimization algorithm to identify feature subsets of a molecule, which can
predict how pleasant a molecule will smell. We have also compared it to standard
feature selection techniques. The features identified reveal that three classes of
features are primarily responsible for pleasantness. The work may open up some
innovative inroads into feature identification and their physical understanding into
the olfactory stimulus-percept problem.

Keywords CODO ⋅ Feature subset selection ⋅ F-test ⋅ Olfaction
Opinion dynamics optimizer ⋅ Pleasantness ⋅ Wrapper

1 Introduction

The sense of smell has been the least understood of all our senses and it has been a
challenge to predict the smell of a novel molecule by its physicochemical structure,
or the physicochemical structure of a novel smell. There has been a considerable
amount of study identifying molecular signatures or “rule-based fingerprints” to
predict the smell of a group of molecule. For example, the ester group is known to
have fruity smell and musky odor is related to three specific conditions: measured
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standard desorption rates in the range 0.4–1.7, molecular cross sections of 40–57
square A0, and ratios of 2.8–3.3 of length to breadth of the molecule [1]. More
recently, Khan et al. [2] identified principal components to be directly related to the
pleasantness of the molecule, Snitz et al. [3] and Kumar et al. [4] tried to find
molecular signatures related to the perceptual descriptors and Boyle et al. [5]
designed a machine learning pipeline to relate the physicochemical properties to the
olfactory receptors. All these works have used machine learning approaches but the
data set used is very small and they have not identified some important features
which could be directly linked for the prediction of smell. There is also a motivation
to find optimal feature subsets in these studies in order to derive physical meaning
and virtual screening of large number of molecules.

Evolutionary algorithms and swarm intelligence have been employed for feature
subset selection in different areas such as face recognition [6], image analysis [7],
sensor selection for electronic nose and electronic tongue [8, 9], gene analysis, and
so on. Generally, feature selection techniques are classified in two main categories,
filter and wrapper. For filter approaches, different measures such as entropy, dis-
tance, rough set theory, fuzzy set theory, etc., have been applied to evaluate the
goodness of selected features. In wrapper approaches, different classifiers such as
SVM and KNN have been used to evaluate the quality of features selected by search
algorithm. Recently, it has been shown that human opinion dynamics can be used to
solve complex mathematical problems [10] and referred to as Continuous Opinion
Dynamics Optimizer (CODO). It has also been shown to be performing better than
other optimization algorithms.

This work aims at identifying important physicochemical features of molecules
responsible for predicting the pleasantness of molecules. We performed a
wrapper-based feature selection employing CODO and support vector machines for
maximizing the accuracy of pleasantness prediction. We have compared it against
standard techniques. We believe that by employing and using these features one can
design a pleasant or unpleasant molecule. By employing opinion dynamics opti-
mizer, we show their usefulness in this field. It will also contribute new sources and
fresh approaches to the fields of modern data analysis and olfaction science.

2 Methodology

2.1 Data Set

We worked on the data published by Keller and Vosshall [11] in which 476
odorants were rated by human subjects for pleasantness on the scale of 0–100, with
0, meaning least pleasant and 100 being the highest. We divide the values less than
50 to unpleasant and more than 50 to pleasant. Further, we obtained the molecular
descriptors using Dragon (a commercial software package to generate descriptors).
Hence, the dataset has 4870 features (such as number and type of functional groups,
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topological and geometrical descriptors etc.) to relate to the perceptual quality of a
molecule.

2.2 Continuous Opinion Dynamics Optimizer (CODO)

It is inspired from Durkheim theory of social integration [10] according to which
opinion formation is influenced by the two opposing forces: integrative, stemming
from people’s desire to be a part of the society and disintegrative, coming from
individual’s desire to seek uniqueness. It is the presence of these two opposing
forces that imparts exploitation and exploration capabilities to the individuals,
which is the central tenet of optimization algorithms. Let us assume that the society
has M number of individuals representing candidate solutions to the problem in
D-dimensional space. Each individual i is characterized by its opinion vector
oi = ½o1i , o2i , . . . oDi �∈RD and social rank SRi at the particular time or iteration t. The
opinions are real valued and initialized randomly using a uniform distribution. The
detailed description of the important components of CODO is provided below.

Social Structure/Topology: It defines the connections between the individuals. It
can be regular, scale free, random, or fully connected in nature.

Social Influence: In a society, individuals constantly interact with each other and
during these social interactions, they influence others and also get influenced by
others. This effect is often termed as “social influence” (wij), defined by wij =
SRj(t)/dij(t). It depends on two factors:

1. Social Ranking (SR): For every individual i, the fitness (or function) value fi,
which is the output of the function to be minimized (maximized), is used for
calculation of the Social Rank (SR). The individual with the minimum (maxi-
mum) function value is assigned the highest SR.

2. Distance between individuals (dij): It is the distance between individuals i and
j in the topological space.

The better-fit and nearby individuals will have more social influence on others.

Updating Dynamics: The updating dynamics has two components, integrating
and disintegrating forces. The mathematical formulation of this dynamics is given
by (1).

Δoi =
∑N

j=1 ðojðtÞ− oiðtÞÞwijðtÞ
∑N

j=1 wijðtÞ
+ ξiðtÞ, j≠ i ð1Þ
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where t represents the iteration, N is the number of neighbors of individual i, oj(t) is
the opinion of the neighbor j, wij(t) is the social influence exerted by neighbor j on
individual i, and ξiðtÞ represents the “adaptive noise”.

The first component of this equation represents integrative forces present in the
society. It is the weighted average of the opinion differences of an individual from its
neighbors, and the weights represent the social influence. The second component of
Eq. (1) stands for the disintegrative forces in a society. It is a normally distributive

random noise with zero mean and a standard deviation of σi(t) = S∑N
j=1 e

− fijðtÞj j,
where S is the strength of the disintegrating forces and |fij(t)| denotes the difference in
fitness values of an individual i and its neighbor j. As difference in the fitness values
of individual i and its neighbors j decreases, σi(t) increases and leads to more
exploration in search space. The pseudocode for CODO is as follows:

• society.opinion = GenerateInitialSociety(Xmin, Xmax);
• iter = 0;
• while (iter < max_iter && error > = min_error) do
• society.fitnessVal = EvaluateFitnessFcn(society.opinion);
• society.ranking = CalcRank(society.fitnessVal); //It ranks the individuals based

on society fitness values
• iter = iter + 1;
• for each individual i do
• for each dimension d do
• Calculate wij of neighbors j of individual i with respect to dimension d
• Update opinion of individual i as defined in Eq. 1
• end(for)
• end (for)
• end (while)

2.3 Implementation of Wrapper Approach
Combining CODO and SVM

Generally, each individual/candidate solution in the society/population is encoded
using a vector of n real numbers, where n is equal to total number of features
present in data and real numbers represent the weights of features. In our case, we
have fixed the length of individual to the desired or reduced number of features and
each opinion represents the feature number to be selected. For example, in Fig. 1,
the solution vector [2,3,5] indicates that feature number 2, 3, and 5 will be selected.
Please note that algorithm works on real numbers, which we round off to the nearest
integer representing the feature number. This does not imply that the adjacent
features are necessarily co-located in search space.

Each individual represents a features subset and we evaluate their fitness using
SVM and 10-fold cross-validation, i.e., in every iteration and for every individual,
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we split the data into 10 sets and train the SVM classifier on 9 sets and test it on 1
remaining set. The accuracy on the test set represents the fitness of individual, i.e.,
f = 1−accuracy.

The fitness function aims to minimize the misclassification error on the dataset.
The algorithm has been implemented in MATLAB® using standard library for
SVM (LIBSVM) [6] and CODO (developed in-house and an open source library
has been hosted on https://github.com/rishemjit/CODO).

3 Results

At first, we removed constant columns from the data by removing the columns
whose standard deviations were zero. This left us with 3031 columns of physico-
chemical features. All these features represent some or other characteristic of a
molecule and are highly redundant. For all the analyses, we divided the data into
training and test sets (80 and 20%). For feature selection, we performed 10-fold
cross-validation on training set, i.e., the accuracy used in the fitness function is
based on 10-fold cross-validation on the training data. The results shown here are
on the test data.

We employed naive Bayes, SVM with linear kernel, and linear discrimi-
nant analysis (LDA) for classifying the full data (without feature selection).
Table 1 shows the results obtained. We can see that SVMwith linear kernel performs
the best on all the features. Thus, we continued with using SVM for further study.

Fig. 1 Methodology for feature subset selection
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The fact that the accuracy is at most 63% on all the features shows the difficulty of the
problem.

We further ranked the features according to the f-score or the prediction power
of the features. The high ranking features should have higher interclass to intraclass
variance. We extracted the top 10, 20, 30, 50, and 100 features. We subjected these
features to classification using SVM with linear kernel and results are shown in
Table 2a. Clearly, there is an improvement in accuracy and the highest accuracy is
at 50 number of features. Further, we used another feature ranking technique where
the relative importance of each feature is measured by its classification accuracy.
We employed SVM as the classifier. We repeated the procedure of employing 10,
20, 30, 50, and 100 top features for classification. Table 2b shows the results
obtained. There is no marked improvement as such in the results.

We employed wrapper-based feature selection using CODO which used SVM as
the classifier. The schema of process involved has seen described in the method-
ology section. The algorithmic parameters such as society size, neighborhood size,
topology, strength of disintegrating forces (S), and max number of function eval-
uations were set to 20, 2, ring, 0.1 and 10000, respectively. We performed the
experiments with 10, 20, 30, 50, and 100 features. 30 runs were performed for each
experiment with random initialization of the population. Table 3 shows the mean
performance along with standard deviation over 30 runs. It can be observed that the
maximum mean accuracy of 73.02% has been achieved with 50 features.

Clearly, the best performance has been observed using CODO and SVM. Fur-
ther, we have used one of the best performing runs with 20 features for visualization
with Principal Component Analysis (PCA). This was undertaken to better under-
stand the features and for the ease of visualization. Figure 2 shows the biplot

Table 1 Performance results for complete data (without performing feature selection)

Accuracy (%) Precision Recall

Naïve Bayes 63.31 0.604 0.758
LDA 59.73 0.588 0.633
SVM 62.01 0.624 0.673

Table 2 Performance results with (a) f-test based feature selection and (b) single feature based
wrapper feature selection

(a) F-test (b) Single feature based wrapper
feature selection

Accuracy (%) Precision Recall Accuracy (%) Precision Recall

N = 10 63.33 0.623 0.676 64.53 0.627 0.711
N = 20 64.81 0.625 0.717 62.12 0.617 0.634
N = 30 66.52 0.673 0.67 63.96 0.636 0.675
N = 50 68.97 0.686 0.682 62.10 0.632 0.610
N = 100 66.04 0.655 0.664 60.37 0.595 0.669
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representation (PC1-PC3) of the 20 features. PC1-PC2 does not seem to differen-
tiate between the pleasantness of the molecules. It can be observed that even though
there is a huge overlap between pleasant and unpleasant molecules due to the
complexity of the dataset, the pleasant molecules are dominant on the left side of
the PC1 whereas unpleasant molecules are on the right side. The dominant features
seem to stem from three major type of indices, i.e., edge adjacency (e.g.,
SM06_AEA(bo), SM04_EA(dm)), 3-D features (e.g. SpMax_RG) and aromaticity
index (AROM). The presence of these features suggests a long-held belief that the
graphical or structural representation along with aromaticity which is also related to
molecular weight is responsible for the pleasant smell of a molecule. Further, we
also calculated the stability of each feature in terms of its occurrence probability
over 30 runs. It was done with 10, 20, 30, 50, and 100 feature subsets separately.
Table 4 lists the features with the highest occurrence probability for each feature set
size. The specific reason for the presence of these features is a matter of further
investigation.

Table 3 Average performance results (over 25 runs) for wrapper-based feature selection
employing CODO and SVM

30 runs, mean performance Accuracy (%) Precision Recall

CODO, N = 10 71.75 ± 1.094 0.64 ± 0.028 0.64 ± 0.061
CODO, N = 20 72.19 ± 1.323 0.66 ± 0.032 0.58 ± 0.043
CODO, N = 30 72.49 ± 0.987 0.64 ± 0.037 0.59 ± 0.068
CODO, N = 50 73.02 ± 1.335 0.62 ± 0.040 0.60 ± 0.048
CODO, N = 100 72.80 ± 0.883 0.61 ± 0.027 0.60 ± 0.039

Fig. 2 PCA biplot
representation (PC1-PC3) of
the 20 features selected using
wrapper approach based on
CODO and SVM
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4 Conclusion

In this work, we have identified some important physicochemical features of
molecules responsible for predicting the pleasantness of molecules. We have used
CODO for selecting important feature subset for predicting pleasantness of mole-
cule. We have also compared it against standard techniques. Clearly, CODO stands
out in better accuracy and finding minimum number of features for the task. The
selected features have been analyzed and found to be mainly belonging to three
subclasses of features of a molecule. The physical meaning of these subclasses need
deeper analysis. This technique can also be used for finding the important features
responsible for other descriptors of molecules such as musky, fruit, fish, etc.
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An Ensemble Learning Based Bangla
Phoneme Identification System Using
LSF-G Features

Himadri Mukherjee, Sourav Ganguly, Santanu Phadikar
and Kaushik Roy

Abstract Technology has evolved a lot in the last decade, and various devices have

come up for assisting us in our day-to-day life. There has always been a need for

simplifying the User Interfaces (UI) of such devices so that they can be easily inter-

acted with, and a speech based UI can be a potential solution. Speech recognition

is the task of identification of words from voice signals. Every language consists of

a set of atomic sounds called Phonemes which builds up the entire vocabulary of

that language. Speech recognition in Bangla is rather a complicated task due to the

complex nature of the language like the presence of compound characters. In this

paper, a Bangla Phoneme recognition system is proposed towards the development

of a Bangla Speech recognition system based on Line Spectral Frequency-Grade

(LSF-G) features derived from standard line spectral frequency values. The system

has been tested on a Bangla Swarabarna Phoneme dataset of 3290 clips and an accu-

racy of 94.01% has been obtained with an Ensemble learning based approach.
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Fig. 1 Graphical illustration

of the proposed system

1 Introduction

To make the available devices more user-friendly in order to ease out our day-to-day

life, the UI of those devices needs to be brought within our grasp. The UI needs to

be developed in such a manner so that we get the feel of interacting with our peers

and not a device. Speech recognition based UIs can be a solution to this as speech

is the most natural and spontaneous mode of communication. Though Automatic

Speech Recognizers (ASRs) in various languages are commercially available but a

fully functional Bangla ASR is yet to be developed. Bangla is the 6th most popular

language in the world amounting to approximately 874 million speakers worldwide

[1], and thus there is a need for the aforesaid. Speech recognition is the technique

of identification of words and phrases from voice signals. Every language consists

of an inventory of atomic sounds called Phonemes which constitute its Phoneme

set. All the words of a particular language are formed by restricted permutation of

elements from its Phoneme set. Among them, the vowel (Swarabarna in Bangla)

Phonemes are extremely important as because there are only a very few meaningful

words which do not have a vowel Phoneme thereby making their identification an

important task. In this paper, a Line Spectral Frequency (LSF) based feature namely

Line Spectral Frequency-Grade (LSF-G) coupled with an Ensemble learning based

classifier has been used to distinguish Bangla Swarabarna (vowel) Phonemes. The

proposed system is graphically illustrated in Fig. 1.

In the rest of the paper, the related work is presented in Sect. 2 followed by the

details of dataset in Sect. 3. Sections 4 and 5 cast’s light on feature extraction and

classification, respectively. The result and discussion is presented in Sect. 6, and

finally the conclusion is drawn in Sect. 7.

2 Related Works

Scientists have adopted various methodologies for building automatic speech recog-

nizers ever since Dudley’s [2, 3] proposal of a speech analysis and synthesis sys-

tem in 1930. It was, however, Forgie et al. [4] who first tried to recognize speech
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in the form of English vowels with the aid of a computer in 1959. Speech recogni-

tion systems in English have developed considerably since then. Desai et al. have

presented some of the commonly used feature extraction and speech recognition

techniques in [5]. An array of highly accurate speech recognizers is now commer-

cially available for English and a few other languages [6–8]. Besacier et al. [9] have

presented a survey of Speech recognition systems for various under resourced lan-

guages. Though research in Bangla Speech Recognition started as early as in 1975

[10], it is yet to reach considerable maturity. Hasnat et al. [11] proposed a system

for the recognition of isolated as well as continuous speech in Bangla with the aid

of Hidden Markov Model (HMM) for 100 words recorded by only five speakers.

They used a 39 dimensional feature set consisting of 12 MFCC features, a single

energy coefficient, and 13 first-order and second-order derivatives each. In the case

of isolated speech, accuracies of 90% and 70% were obtained for speaker dependent

and independent modes, respectively. In the continuous speech recognition scenario,

accuracies of 80% and 60% were obtained for speaker dependent and independent

modes respectively. Hasanat et al. [12] classified Bangla Phonemes using 13 reflec-

tion coefficients with 13 autocorrelations. They obtained an accuracy of 80% using

a Euclidean distance based approach for classifying unknown Phonemes. Ali et al.

[13] presented four different models for the recognition of Bangla words. The first

one used MFCC features and Dynamic Time Warping (DTW) which produced an

accuracy of 78%. The second model was based on linear predictive coding features

and DTW which produced an accuracy of 60%. The next was based on Gaussian

mixture model and MFCC along with posterior probability function. An accuracy

of 84% was obtained for this model. The final model used Linear Predictive Cod-

ing (LPC) based MFCC features and DTW which produced an accuracy of 50%. An

isolated Bangla word recognizer was proposed by Firoze et al. [14] based on spec-

tral features and fuzzy logic based classifier. An accuracy of 80% was obtained for

this system on a dataset of only 50 words. Kotwal et al. [15] used hybrid features

(MFCC and Phoneme probability derived from the MFCCs and acoustic features) to

classify Bangla Phonemes. A speech corpus of 3000 sentences uttered by 30 male

speakers was used to train an HMM classifier which produced an accuracy of 58.53%

when tested on a database of 1000 sentences uttered by 10 speakers. Hossain et al.

[16] applied various classification techniques for the recognition of six vowels and

four consonant Phonemes in Bangla with MFCC features. The system was tested

on a small dataset of 300 Phonemes (30 each). Accuracies of 93.66%, 93.33%, and

92% were obtained for Euclidean distance measure, Hamming distance, and artificial

neural network respectively.

3 Dataset Development

Data is an important aspect of any experiment whose quality has vital leverage

on the final outcome. Care needs to be taken during the course of data collection

so that noise and other sorts of error cannot contaminate the collected data. To
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Table 1 Bangla vowel phonemes with their IPA symbol, alphabetic representation, pronunciation

as in a Bangla word and equivalent English pronunciation

Fig. 2 a Amplitude-based representation of the Phonemes. b Spectrum based representation of

the Phonemes

the best of our knowledge, there is no standard freely available Bangla Phoneme

database. Thus, we developed a dataset of our own with the help of 47 volunteers of

whom 28 were male and 19 were female aged between 19 to 77. The seven Bangla

Swarabarna Phonemes along with their phonetic symbols and their pronunciation in

Bangla as well their equivalent English pronunciation are presented in Table 1. The

Phonemes were recorded using various locally made headphones including Frontech

JIL-3442 with Audacity [17] which were stored in .wav stereo format at a bit rate

of 1411 kbps. Each of the volunteers uttered the seven Phonemes one after the other

which was repeated 10 times. The Phonemes were then separated using an ampli-

tude based semi-supervised method which ultimately produced a dataset of 3290

(7 × 10 × 47) Phonemes. The amplitude and spectral content based representations

of the Phonemes are presented in Fig. 2.

4 Feature Extraction

4.1 Framing and Windowing

The spectral properties of a speech signal tend to deviate much throughout the entire

span of a signal. Thus, in order to facilitate analysis, the signals are partitioned into

small parts called frames within which the spectral properties appear to be pseudo-

stationary. In order to ensure smoother transition between two consecutive frames,

the signals are framed in overlapping manner where a certain number of points from

the end of a frame overlap with the starting points of the next frame. In our experi-

ment, the signals were framed into 256 sample point frames with an overlap of 100
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points. A signal consisting of n sample points can be partitioned into N overlapping

frames of size F with an overlap factor of O as shown in Eq. 1.

Jitters might be observed in frames which produces spectral leakage at the time of

Fourier transformation (required for frequency content analysis). In order to remove

such components, the frames are multiplied by a windowing function. In our exper-

iment, Hamming window [18] was chosen for this purpose based on trial runs.

N =
⌈n − F

O
+ 1

⌉
(1)

4.2 Line Spectral Frequency Extraction

Line Spectral Frequency [19] is a unique technique of representing linear predictive

coefficients, which ensures higher interpolation properties. One of its primary char-

acteristics is its better and effective quantization capability [19]. In this technique,

a signal is considered as the output of an all-pole filter H(z). The inverse filter is

represented by A(z). A(z) is detailed in Eq. 2 where a1…M represents the predictive

coefficients up to the order M.

A(z) = 1 + a1z−1 + a2z−2 + a3z−3 +⋯ + aMz−M (2)

The polynomial A(z) is decomposed into two polynomials P(z) and Q(z) presented

in Eqs. 3 and 4, respectively, whose roots constitute the LSF representation. The

zeros of these polynomials lie on the unit circle and are interlaced with one another

thereby facilitating in computation.

P(z) = A(z) + z−(M+1)A(z−1) (3)

Q(z) = A(z) − z−(M+1)A(z−1) (4)

4.3 LSF-G Computation

Since LSF feature values were computed for each frame, thus disparate number

of feature values were obtained for each clip because of disparity in the length

of clips which is one of the primary characteristics of real-world scenario. More-

over, a clip of only 1 second (44.1 KHz) produces 440 frames according to Eq. 1.

If only 10 LSFs are extracted for each frame, then a feature of 4400 (440 × 10)

dimension is generated. In order to even the dimensionality and at the same time

reduce the same, the LSF-G feature was engendered by grading the bands of the

LSFs based on total energy content in ascending manner. This produced a feature of

dimension equal to that of the order of the generated coefficients. In the aforesaid
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case, the feature dimension is reduced from 4400 to only 10 by applying this tech-

nique, thereby reducing the computational burden. In the current experiment, 10,

12, and 15 dimensional LSF-G features were extracted for the clips and the highest

accuracy was obtained for the 12 dimensional features. A detailed account of the

results is presented Sect. 6.

5 Ensemble Learning Based Classification

Ensemble learning [20] is a technique in which multiple learners (base learners)

are trained and combined to solve a problem. Here, the learners construct a set of

hypothesis during the training phase and take a decision by combining them in con-

trast to the single hypothesis learning of various machine learning algorithms. The

generalization capability of an Ensemble is much more than that of a base learner.

A Random Forest [21] based classifier was used in the current experiment which

is an Ensemble learner composed of an array of decision trees. Random forests effi-

ciently estimate missing data and maintain the accuracy when a large portion of data

is missing as often observed in real-world cases. Moreover, Random Forests are fully

parallelizable thereby making them an ideal choice for systems with parallel process-

ing capability. Random Forest works by generating a set of decision trees (T1…n) and

for every such tree a random vector (𝛩1…n) is generated which have the same distri-

bution but 𝛩k is independent of 𝛩1 to 𝛩k−1. The training set along with 𝛩k aids in

growing the kth tree thereby producing the classifier h (x, 𝛩k), where x represents

the input vector. The margin function for such an Ensemble of k classifiers with a

randomly drawn training set from the random vector (Y) distribution is presented in

Eq. 5.

mg(X,Y) = avkI(hk(X) = Y) − maxj≠YavkI(hk(X) = j), (5)

where hk(X)= h (x, 𝛩k) and I represents the indicator function. The margin measures

the extent to which the average number of votes for the correct class exceeds the

average of any other class. Greater value of this margin ensures higher confidence

in classification. The generalization error is presented in Eq. 6 whose convergence

is presented in Eq. 7 for almost all random vector sequences with an increase in the

number of trees.

PE∗ = PX,Y (mg(X,Y) < 0) (6)

PX,Y (P𝛩
(h(X, 𝛩) = Y) − maxj≠YP𝛩

(h(X, 𝛩) = j) < 0) (7)

6 Result and Discussion

A five fold cross validation technique was adopted in the experiment for evaluation.

Each of the three feature sets was evaluated with the random forest based classifier
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Table 2 Accuracy of various feature set dimensions for various number of iterations

Number of iterations Accuracy (%) for feature set dimensions

15 12 10

1000 88.05 93.89 91.37

1500 88.12 94.01 91.22

2000 88.24 93.89 91.31

Fig. 3 a Individual Phoneme accuracies for ensemble learning. b Performance of other classifica-

tion techniques

for 1000, 1500, and 2000 iterations, respectively, whose accuracies are presented in

Table 2 with the highest accuracy denoted in Bold.

It can be observed from the Table that the highest accuracy was obtained for

the 12 dimensional feature set at 1500 iterations and thus the result for this set is

analyzed in detail. The individual accuracies of the Phonemes are presented in Fig.

3a, where the highest accuracy is highlighted in green and the lowest in red. The

interference and similarity of spectral components of the various ambient noises

with those of the clips could be a reason for the relatively lower accuracy of the

Phoneme “e”. The percentages of confusions among all the Phoneme pairs are pre-

sented in Table 3 with the highest confusions highlighted in green. It can be seen from

the Table that the Phonemes ( ) constituted the most confused pair. These two

Phonemes sound extremely close when pronounced at pace which may be a reason

for such confusion because no restrictions were imposed on the volunteers at the

time of data collection. A few other classifiers were also applied on this set whose

results are presented in Fig. 3b.
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Table 3 Percentages of confusions among the Phoneme pairs

7 Conclusion

In this paper, a Bangla Swarabarna Phoneme recognition system has been presented

using a newly proposed LSF-G feature coupled with Ensemble Learning. The sys-

tem has been tested on an engendered database of 47 volunteers, and an encour-

aging accuracy has been obtained with a precision of 0.94. In future, we plan to

experiment on a larger dataset of consonant Phonemes and also employ various pre

processing and pre emphasis techniques to reduce the effect of environmental noise.

The silent sections at the clip boundaries will also be identified and removed for fur-

ther improvement of accuracy of the system. We also plan to experiment with other

machine learning techniques and features in the future.
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An Efficient Approach for Detecting
Wormhole Attacks in AODV Routing
Protocol

Parag Kumar Guha Thakurta, Rajeswar Guin
and Subhansu Bandyopadhyay

Abstract In MANET, wormhole link creates an illusion in such a way that two
remote regions are directly connected through nodes which seems to be neighbors;
however, these are actually distant from one another. The attackers using wormhole
can easily manipulate the routing priority in AODV to perform eavesdropping,
packet modification, or packet drop. Hence, a two-phase wormhole link detection
procedure in AODV routing protocol is proposed to identify the malicious link for
avoiding such erroneous transmission. Initially, the round trip time (RTT) and
corresponding round trip bit transfer (RTBT) of each link are determined. Here, if
RTBT of any link is greater than a dynamic threshold value (RTBTTH), then such
victim link is marked as a suspicious link. Next, the amount of power required to
send a packet of certain size by each node is obtained to verify whether the
transmission power of suspected links is reasonably high compared to other links.
Various experimental results are carried out to validate the proposed work as well as
to show an improvement obtained by the proposed approach in terms of several
performance metrics.

1 Introduction

Mobile Ad Hoc Network (MANET) is an emerging wireless networking system in
which mobile nodes are associated on an extemporaneous basis. It is self-forming
and self-healing, enabling peer-level communications between the nodes without
reliance on centralized resources or fixed infrastructure. The absence of both
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infrastructure and authorization establishes a key concern for the trusted and the
non-trusted network [1]. In such adverse scenario, colluding nodes create an illu-
sion that two remote regions of a MANET are directly connected through nodes
which appear to be neighbors; however, these are actually distant from one another.
The link between those malicious nodes is known as wormhole link, and corre-
sponding nodes are termed as wormhole nodes [2]. Attackers using wormhole can
easily manipulate the routing priority in MANET to perform eavesdropping, packet
modification, or packet drop. Wormhole attack is normally launched in AODV (Ad
hoc On-demand Distance Vector) [3] during the route discovery phase by creating
the illusion of one-hop neighbors by wormhole peers. Therefore, the Route Request
(RREQ) packets are routed through these wormhole tunnels to reach the destination
in terms of low hop count as compared to usual normal path [4]. So, a wormhole
attack is immensely harmful for a MANET. Once the wormhole is established, the
adversary is able to conduct further attacks and do so with a low possibility of
detection. This phenomenon motivates to propose an approach by which wormhole
detection and its subsequent troublesome consequences can be avoided.

A procedure to detect the wormhole link is proposed in this paper to identify the
malicious link for avoiding erroneous data transmission. The proposed work is
executed in two consecutive phases. Initially, during route establishment state, the
round trip time (RTT) of each link according to AODV routing protocol is deter-
mined. Next, the round trip bit transfer (RTBT) of those links depending on RTT
value is computed. If RTBT of any link is greater than a dynamic threshold value
RTBTTH, then such victim link is marked as a suspicious link. In the later phase, the
amount of power required to send a packet of certain size by each node is obtained
using a standard power model. As it is known that the wormhole nodes are actually
far apart from each other and transmission power (P) is proportional to the distance
(d) between two nodes, i.e., P α d, so obviously transmission power for wormhole
nodes is high. Hence, a detection procedure in this phase is executed to verify
whether the transmission power of suspected link’s obtained in the first phase is
reasonably higher compared to other links. The experimental results are carried out
to validate the proposed work. It shows the legitimate packet delivery obtained by
the proposed method within valid end-to-end delay.

This paper is organized as follows: Sect. 2 discusses related studies for com-
pleteness of the proposed work. Section 3 presents the system model. The problem
addressed in this paper is described in Sect. 4. The proposed approach is discussed
in Sect. 5. Next, various experimental results, in Sect. 6, are shown in connection
with the proposed work. Section 7 concludes the work.

2 Related Works

Various strategies for detecting wormhole attacks in mobile networks have been
studied till date, for ad hoc topologies. Z Tun et al. present an approach to detect
wormhole attack [5]. This paper analyzes the nature of wormhole attack and
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proposes RTT-based detection mechanism. Another approach in [6], introduced by
Virendra Dani et al., locates the wormhole link in network and tries to recover the
performance during the attack conditions. However, Bharti Patidar et al. algorithm
[7] needs one extra step to bring the work overload for increasing network lifetime.
In [8], an effective method called Wormhole Attack Prevention (WAP) is developed
not only for detecting the fake route but also for adopting preventive measures
against wormhole nodes during the route discovery phase. The Delay per Hop
Indicator (DelPHI) [9] can detect both hidden and exposed wormhole attacks.
A new mechanism for detecting wormhole attack allows each device to monitor its
neighbors’ behavior [10]. Another algorithm called Neighbor-Probe-Acknowledge
(NPA) [4] is proposed to detect wormhole attacks on a real wireless mesh network
using standard deviation of RTT.

In short, various procedures on wormhole attack detection in routing have been
identified for wireless ad hoc networks and the corresponding countermeasures
have been addressed in the literature studies. Most of these works are based on
RTT. In such scenario, if RTT is high, the wormhole is suspected. However, those
methods can lead to false detection of wormhole attacks as RTT can be higher when
the route is congested. Therefore, a new metric, known as round trip bit transfer
(RTBT), is proposed herein such that false suspect due to congestion can be
avoided. A two-phase wormhole link detection procedure in AODV routing pro-
tocol is proposed therefore in next to identify the malicious link for avoiding such
inaccurate transmission.

3 System Model

This section presents different models and various performance metrics related to
the work proposed in this paper. These are as follows:

3.1 Network Model

Let us assume a multi-hop ad hoc network where nodes collaboratively relay
packets according to an underlying AODV routing protocol. The network consists
of a set of N nodes. Any path PSD is used to route the packet from a source S to a
destination D. It is assumed that the S and D collaboratively monitor the perfor-
mance of PSD. The destination periodically reports to the source about the critical
metrics related to routing. If a misbehaving node drops the periodic updates as part
of its misbehavior pattern, the source interprets the lack of updates as an occurrence
of misbehavior. The presence of such a misbehaving node within the network can
be known by checking some performance measurement.
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3.2 Adversial Model

In perspective of maliciousness, one or more than one pair of nodes deployed in the
network are assumed to be misbehaving. However, wormhole establishment is
possible through a single long-range wireless link. The attacker may create tunnel
even for the packets not addressed itself as of broadcasting nature of the radio
channel. In order to detect such malicious links, the following metrics are defined.

• RTT: It is defined as the time difference of route request (RREQ) and route reply
(RREP) packets arrival for a node. Suppose RREQ arrives at a node Ni at time
X, and the receiving time of RREP packet for that node is Y, then RTT is
calculated as follows:

RTTNi =Y−X−RTTprevious, ð1Þ

where RTTprevious denotes the RTT value of the previous node of Ni within PSD.

• RTBT: During the time of detection for wormhole link, the parameter RTBT for
a node is defined as

RTBT of a node=
RREQ packetbytes +RREP packetbytes

RTT of that node
ð2Þ

In (2), RREQpacketbytes and RREQpacketbytes denote the size of those packets,
respectively. Further, the threshold value of RTBT (RTBTTH) is obtained as
maximum RTBT value for the nodes in the half of PSD. Experimentally, it is
observed that the value of RTBTTH provides more correct results for dividing
maximum RTBT value from a set of nodes in PSD by 2 rather than any other
possible values.

3.3 Power Consumption Model

A power model is introduced to calculate the amount of power required to transmit
a packet of size ‘B’ bytes from a node to another which is d meter away from it. In
order to obtain such power consumption, it is required to find minimum energy [2]
for a node to transmit data to others. It is obtained by the following.

Emin = K1 Dð Þd4 + K2 K1,K2 are constants½ � ð3Þ
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Using Emin, the transmitted power [2] can be obtained as follows:

PTX m′, d
� �

=
m′Emin + εdn
� �

1000
ð4Þ

where m′, ε denote data rate of the node and permittivity of the air as medium,
respectively. In addition, it is important to mention here that PTX is estimated in
WATT. Further, the threshold value of PTX denoted by PTH is obtained depending
on the normal transmission range for a node within the network.

4 Problem Description

Usually, AODV uses the hop count to determine the shortest path between sender
and receiver. A malicious node can set the false hop count as well as the value of
route sequence number. An attacker can tunnel a request packet RREQ directly to
the destination node without increasing the hop count value. Thus, it prevents any
other routes from being discovered. As a result, the destination node discards all
subsequent RREQ packets received and selects the false wormhole tunnel infected
route to send the RREP. It leads to a wormhole attack in AODV during data transfer
phase. Under such scenario, the work proposed in this paper detects such attack by
calculating RTBT of each node in the first phase and subsequently the transmission
power of the corresponding node in next. Therefore, such problem can be realized
as follows:

Objectives:

min RTBTð Þ ∀N ∈ PSD
max PTXð Þ ∀N ∈ PSD

�
ð5Þ

In (5), the node with minimum RTBT value is obtained as a suspected wormhole
node, and subsequently the same node is validated as wormhole by the requirement
of maximum power consumption for data transmission for S to D in PSD.

5 Proposed Approach

The approach proposed in this work mainly involves two phases for wormhole node
detection. Along with these phases, a network deployment is used at the beginning
to generate neighbors list of each node according to AODV routing protocol. Next,
the malicious node detection phase begins with the determination of the value of
RTBT between a pair of nodes Ni and Nj in PSD. Here, the minimum of such RTBT
value is selected as wormhole node, because the RREQ and RREP take more time
for traveling as compared to others. However, a common link may be shared by
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multiple nodes in wireless networks. So, due to congestion, more time is needed to
travel a packet using that common link. In such scenario, RTBT would become also
low for a legitimate link. To avoid such conflictness, a new phase is introduced
depending on the computation of transmission power consumption
PTXNi , Nj

∀Ni, Nj ∈ PSD for sending a certain size packet from Ni to Nj. By sensing the
power value, it can determine the actual distance between a pair of nodes within
PSD as it is known that PTX ∞ dα, where “α” denotes path loss factor. So min
(RTBT) and max (PTX) are used to make a decision about wormhole link. This
procedure to detect wormhole attack is described by the following algorithms.

Algorithm: Phase—1

1. AODV find a route PSD from source node S to destination node D
2. Store the size of both RREQ and RREP packets in one variable Tot_size

(Tot_size = size of RREQ + size of RREP).
3. Initialize variable Pre_RTT = 0.
4. Count the number of nodes in PSD.
5. Starting from immediate previous node of D and end with S where Ni \in PSD

5:1 RTTNi = The time when Ni get RREP packet – The time when Ni getting
RREQ packet – RTT value (RTTN(i+1))

5:2 RTBTNi = Tot_size / RTTNi

5:3 Pre_RTT = RTTNi

6. Now calculate the threshold value RTBTTH

7. If RTBTNi < RTBTTH

Then, link in between Ni and N(i+1) marked as a suspicious link.
Else
The link between Ni and N(i+1) is valid

Algorithm: Phase—2
Calculate a threshold value of PTH which is the maximum power limit for a node
required to transmit a packet to its next node.

1. Starting from sender node S to the immediate previous node of D

1:1 Calculate amount of power needed to send a B bytes packet from Ni to
N(i+1).

1:2 Check if link in between Ni and N(i+1) was previously suspected

1:2:1 Now check if Ni takes transmission power which is more than PTH.
//The link Ni → N(i+1) marked as wormhole link.

1:2:2 Else //The link is legitimate link.

1:3 Else
// the link is legitimate link.

Time Complexity: The overall time complexity of the proposed work is the sum of
the time complexities of AODV routing protocol, the first phase, and the second
phase of the proposed algorithms. It is known that AODV routing is executed in O
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(2d) time, where “d” denotes the network diameter. In the first phase of proposed
algorithm, RTBT for each node of PSD is computed in O(n), where “n” is the
number of nodes present in the network. The second phase of proposed algorithm is
executed in O(n) time. So, the overall time complexity of the proposed work is O
(d + n).

6 Experimental Results

Various experiments are carried out to show the effectiveness of the proposed work.
The simulation set up is given next.

6.1 Simulation Setup

The proposed wormhole detection approach in AODV routing protocol is simulated
using network simulator ns2 [3]. A network topology of 16 nodes with constant bit
rate (CBR) traffic pattern is adopted. Up to four wormhole tunnels (eight wormhole
peers) are used for experiments. Various simulation parameters used in different
experiments are shown in Table 1.

Table 1 Simulation parameters

Parameter Value

Area 1440 m × 1200 m
Simulation time 10 s
Number of nodes 16
Traffic model CBR
Number of wormhole tunnels 1/2/3/4 (up to 8 wormhole peers maximum)
Mac protocol MAC/802.11
Data rate 256 Kbps
Data packets 1024 Bytes/packet
Routing protocol AODV
Source type UDP
Channel type Channel/wireless channel
Radio propagation model Propagation/two-ray round wave
Interface queue type Queue/drop tail
Link layer type LL
Antenna Antenna/omni antenna

Maximum packet in ifq 150
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6.2 Simulation Studies

The following metrics are defined next for completeness of the subsequent
discussions.

• Packet delivery ratio (PDR): It is defined as percentage of the amount of
received packets by D to the number of packets sent by S. It is expressed as
follows:

PDR %ð Þ= ðNumber of packet received byD×100Þ ̸Number of packet send by S

ð6Þ

• Drop Rate: It is defined as the number of packets dropped by nodes.

DropRate %ð Þ= ð Number of Packet send − Number of Packet Receivedð Þ×100Þ ̸
Number of Packet sendð Þ ð7Þ

• End-to-end delay: The average time taken by a data packet to arrive at the
destination. It also includes the delay caused by route discovery process and the
queue in data packet transmission. Only the data packets that successfully
delivered to destinations are counted. Therefore,

End− to− end Delay = ð∑ ðarrive time− send timeÞÞ ̸ð∑Number of connectionsÞ
ð8Þ

• Throughput: Throughput is defined as the number of packets received at the
destination over a period of time and is measured in kbps unit.

Throughput = ðTotal bytes received by destination nodeÞ ̸ Total simulation timeð Þ
ð9Þ

Now, it is shown in Fig. 1 that PDR decreases drastically with increase in
wormhole links as more wormhole peers perform selective packet dropping. It
shows an improvement in PDR obtained by the proposed approach compared to
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wormhole-infected AODV. The lower value of the packet loss means the better
performance of the protocol. Drop rate increases steadily with increasing wormhole
links in AODV. As observed in Fig. 2, packet drop rate is reduced by applying
proposed approach compared to wormhole-infected AODV.

As shown in Fig. 3, average end-to-end delay increases drastically when number
of wormhole links are increased as the link latency is higher for wormhole tunnels
leading to more time consumption. In Fig. 4, it is shown that the throughput is
generally kept low when wormhole nodes are active. The throughput is increased
when proposed algorithm is applied.

Fig. 1 Packet delivery ratio
versus number of wormhole
links

Fig. 2 Packet drop ratio
versus number of wormhole
links
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7 Conclusions

An approach toward identifying wormhole links in AODV routing is proposed in
this paper to avoid errorneous data transfer. The wormhole link is suspected using
the round trip bit transfer method. Transmission power is used to obtain the distance
between two immediate nodes, which helps us to confirm the existence of worm-
hole links along the route. Our proposed approach is not susceptible to false
detection of wormhole links. The simulation studies show the effectiveness of the
proposed work in terms of several network parameters. A possible future scope of
this work is to apply the proposed method into other available routing protocols in
MANET to make a concrete comparative study.

Fig. 3 End-to-end delay
versus number of wormhole
links

Fig. 4 Throughput versus
number of wormhole links
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Efficient Contrast Enhancement
Based on Local–Global Image Statistics
and Multiscale Morphological Filtering

Gunjan Gautam and Susanta Mukhopadhyay

Abstract In this paper, image contrast enhancement is achieved by combining

together the local–global image statistics and multiscale morphological filtering

(MMF). The proposed method has been executed on two different sets of images,

and the result has been compared with that of some existing standard methods,

namely histogram equalization (HE), contrast limited adaptive histogram equaliza-

tion (CLAHE), and multiscale morphology in order to have an outlook on the relative

performances. The experimental results manifest that the proposed method produced

results superior to the methods compared.

Keywords Contrast enhancement ⋅ Multiscale mathematical morphology

Histogram equalization ⋅ Adaptive histogram equalization

1 Introduction

Contrast for a digital image is the difference between the higher and lower valued

pixel that makes an object present in the image distinguishable. The bigger this dif-

ference is, the higher is the image contrast. Contrast enhancement techniques have

been employed extensively in image processing and among them, histogram equal-

ization (HE) and adaptive histogram equalization (AHE) [1] are two frequently used

methods. As the intensities and other characteristics vary across the entire image,

HE being a global natured technique turns out to be less efficacious. Other improved

variants of HE [2, 3] proposed in literature are based on division of histograms and

hence fail sometimes, specifically when the division is not accurate. To the contrary,
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AHE and its variants (e.g., interpolated AHE, weighted AHE, clipped AHE, etc.)

are devised to get over the issues of HE by dealing with the local features of the

image and have demonstrated success. Basic form of AHE is about mapping each

pixel to an intensity proportional to its rank in the neighborhood pixels. Two major

issues associated with AHE are over-enhancement of noise and slower speed [4].

Subsequently, several improvements in basic AHE have been reported till now [4]

and CLAHE is one of its variants which limits the noise amplification.

Mathematical morphology is a suitable tool to handle spatial features and the

concept of multiscaling enhances its potential to extract the geometry- and size-

based features [5]. In this paper, a linear mapping (relying on local and trimmed

global mean) has been applied prior to applying multiscale morphological tech-

niques, which results in amplification of graylevel I(x, y) (see Eq. 6). Final results

are compared concerning the visual appearance and graylevel co-occurrence matri-

ces (GLCM) [6] based contrast estimation.

The remainder of this paper is organized as follows: Sect. 2 briefly describes some

standard techniques for contrast enhancement that we have used for comparative

analysis. In Sect. 3, we present the proposed approach in detail. Sections 4 and 5

show the experimental results and conclusions, respectively.

2 Background

Histogram Equalization modifies the dynamic range and contrast of an image by

altering the intensity histogram in a desired shape. One important thing to be noted

here is that during histogram equalization the overall shape of the histogram should

not change. The key idea of HE is to remap the intensity values of the input image

into new intensity levels using a transform function created from cumulative den-

sity function (cdf) [7]. HE does not ensure that contrast will always be increased.

Furthermore, there may be some cases where the result of employing HE can be

inadequate.

Contrast Limited Adaptive Histogram Equalization fortifies visibility of the hid-

den features in an image by functioning on small contextual regions. Each region

is then enhanced individually using HE and while combining these neighboring

enhanced regions, bilinear interpolation is used to reduce the blocking artifacts [1].

CLAHE clips a portion of the histogram above a value called as clip limit and redis-

tributes them to each histogram bin. HE operates uniformly across the images and

therefore is unable to deal with the local contrast. CLAHE, being an upgraded and

refined form of AHE [1, 8], surmounts this issue. In this work, CLAHE has been

used with three parameters: block size, histogram bins, and clip limit with the val-

ues 8 × 8, 256, and 0.01, respectively.

Mathematical Morphology [9, 10] is a set theory based powerful technique in

image processing to identify objects and their features depending upon their size

and geometry. Dilation (⊕) and Erosion (⊖) are two fundamental operations which

function by probing an image at each pixel with a proper structuring element (SE).
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Multiscale morphology [9, 11–13] is about employing SEs of different scales to

extract the scale-specific features. Other two essential operations derived from the

fundamental ones are Opening (◦) and Closing (∙). In multiscale scenario, both are

defined as

(A ◦ nB)(x, y) = ((A⊖ nB)⊕ nB)(x, y) (1)

(A ∙ nB)(x, y) = ((A⊕ nB)⊖ nB)(x, y), (2)

where A is the grayscale image, B is the SE, and n is an integer, representing the scale

of the SE. Tophat transform is an outstanding morphological tool to extract small

details (which are smaller than the SE) from an image. The twin classes of tophat

transform, white tophat and black tophat, facilitate feature extraction through acquir-

ing the brighter and the darker features, respectively. Mathematically, white tophat

transform (TTH) is the difference between the image and its opening by an appropri-

ate SE and its dual, i.e., black tophat transform (TBH) is the difference between the

closing and the image (see Eq. 3).

TTH(A) = A − (A ◦B) and TBH(A) = (A ∙ B) − A (3)

3 Proposed Method

This section describes the proposed approach in detail. Some popular contrast

enhancement methods along with their limitations have been discussed in the previ-

ous section; however, the scheme presented here conquers these issues and provides

a substantially better solution. Figure 1 demonstrates the schematic representation

of the proposed method consisting of the following operational stages:

∙ Remapping each pixel of input image based on local–global information

∙ Multiscale morphological filtering using white and black tophat transform.

First of all, the input RGB image is converted into grayscale based on a weighted

sum of the R, G, and B components (belonging to each channel, i.e., red, green, and

blue) as shown in Eq. 4.

0.2989 ∗ R + 0.5870 ∗ G + 0.1140 ∗ B (4)

In order to gather the global information, trimmed global mean of the entire image

is computed. Trimmed mean helps in reducing the effects of statistical outlier (e.g.,

noise) bias and so is achieved by removing a certain percentage (8% in our experi-

ments) of the largest and smallest values from the set before evaluating its standard

mean. Usually, it is the better representation of the center of the data than the mean,

when there are outliers present. If S is a set with x number of total elements, from
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Fig. 1 Block diagram of proposed method

which p% is to be trimmed out, then the trimmed mean is the mean of S after elimi-

nating n elements from the lower and upper bounds. n can be calculated from Eq. 5

n = (x × (p∕100)∕2) (5)

Subsequently, the input image undergoes a division of 3 × 3 nonoverlapping

blocks and local mean for each one is calculated. Afterward, the difference between

both the means is added to the corresponding pixel’s intensity value of the input

image and a comparatively better image O(x, y) as an intermediate result of proposed

pipeline is achieved (see Eq. 6 and Fig. 1).

O(x, y) = I(x, y) + |GM − LM|, (6)

where GM and LM denote the trimmed global mean and local mean of a prede-

fined neighborhood, respectively. Lastly, this better version O(x, y) goes through the

multiscale morphological filtering to obtain the final enhanced image. In multiscale

morphology, the geometry and size of the structuring element play a vital role to

accomplish appropriate results. Typically, both parameters are selected empirically

depending on the application. Being rotation invariant, disk-shaped structuring ele-

ments are used frequently and therefore the same with increasing radii 1, 2, 3, and 4

are utilized here to perform the multiscale tophat transform. Multiscale white tophat

transformation (TTH) is carried out using Eq. 3 in which all the resultant images that

have been processed separately through an ordered sequence of TTH based on each



Efficient Contrast Enhancement Based on Local–Global Image Statistics . . . 233

SE are summed up together. Likewise, multiscale black tophat transformation (TBH)
has also been executed using Eq. 3. After adding the outcome of multiscale white

tophat transform TH(x, y) to O(x, y), final enhanced image E(x, y) is obtained by sub-

tracting the multiscale black tophat transformation outcome BH(x, y) from this result

(see Eq. 7).

E(x, y) = (O(x, y) + TH(x, y)) − BH(x, y) (7)

4 Experimental Results and Analysis

The proposed scheme has been tested on two sets of biometric images taken from

CASIA iris image database [14] and NIST fingerprint database [15], and the results

have been compared (see Figs. 3, 4, 5 and 6) with a few standard techniques as

described in Sect. 2. 110 images of visually poor contrast from each database have

been selected for the experimentation. All the experiments have been performed

using MATLAB 9.0 R2016a. We have made the subjective as well as objective eval-

uation to validate the strength and superiority of the proposed method. Subjective

evaluation based on visual quality is depicted in Figs. 5 and 6. Additionally, out-

come of the objective evaluation in terms of graphical relationship is presented in

Figs. 3 and 4 for fingerprint and iris images, respectively. Here, objective evaluation

is grounded on estimating contrast derived from the graylevel co-occurrence matrix

(GLCM) [6]. GLCM is created from a scaled version of an image depending upon

the number of graylevels.

GLCM describes how often pairs of pixels with particular values and in a spec-

ified spatial relationship (or offset) occur in an image. In our GLCM, the final

occurrence for a pixel pair (i, j) in the scaled image (with eight graylevels) is the

average occurrence of this pair at 1–5 pixel distances in four different directions

(i.e., 0◦, 45◦, 90◦, and 135◦). Also, (i, j) and (j, i) are considered to be two different

combinations. Hence, the GLCM size is 8 × 8 × 4 for our test images. Figure 2 is

Fig. 2 Illustration of

GLCM offset at the distance

of 3 pixel
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Fig. 3 Quantitative results for 110 fingerprint images based on GLCM
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Fig. 4 Quantitative results for 110 iris images based on GLCM

a vivid depiction of how offset of GLCM has been determined. Consequently, the

final statistics of comparative results are shown in Table 1 and it is found that the

contrast of the images processed by proposed method is higher than that of images
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Fig. 5 Enhancement results: First row: Original images. Second row: Enhanced using HE. Third

row: Enhanced using CLAHE. Fourth row: Enhanced using multiscale morphological filtering.

Fifth row: Enhanced using proposed method
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Fig. 6 Enhancement results: First row: Original images. Second row: Enhanced using HE. Third

row: Enhanced using CLAHE. Fourth row: Enhanced using multiscale morphological filtering.

Fifth row: Enhanced using proposed method

processed by other three methods. Texture region of iris and ridge patterns of finger-

print images has also been enhanced significantly. Besides being straightforward,

our approach has the potential to effectively handle the poor quality images in an

acceptable computation time.
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5 Concluding Remarks

This paper presented an efficient algorithm for contrast enhancement which suitably

enhances the image along with the persistence of major information and natural look.

The results have been compared with few standard methods and according to the

quantitative results, the proposed one is found to be much satisfactory. Its global

and simple behavior makes it effective. Though this method is not the fastest, its

performance surpasses the performance of the other methods in comparison.
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Bag-of-Tasks Intelligent Scheduling Agent
(BISA) in Cloud Computing

Preethi S. H. Darius and E. Grace Mary Kanaga

Abstract Cloud computing offers to its users, in theory, infinite computing through
utility computing. Scheduling tasks in heterogeneous resources poses a formidable
challenge albeit an increase in available computing capacity. A class of tasks ter-
med as Bag-of-Tasks (BoT) is a predominant workload in any large-scale dis-
tributed system. We propose an agent-based approach, BISA (BoT Intelligent
Scheduling agent), which chooses an appropriate scheduling heuristic and in time
learns which policy will provide the most optimal schedule. The agent-based
framework is presented and the cloud environment is simulated in CloudSim using
threads. The working of the BIS agent is presented, and results from the training
phase are divulged and discussed. The results obtained show the framework pre-
sented could provide near-optimal solution in minimizing the makespan of a BoT
using the most appropriate scheduling heuristic in a given scenario.

Keywords Bag-of-Tasks application ⋅ Cloud computing ⋅ Intelligent agents

1 Introduction

As the magnitude of computing resources increases, so is the need to efficiently
provision them without which the resources will either be underutilized or
over-provisioned. One of the challenges in cloud computing is “performance
unpredictability” [1]. A major contributing obstacle is the unpredictability of the
scheduling algorithms used on some classes of batch processing programs where
many of the tasks with parallelism are run in small clusters, which are poorly
utilized. This type of task has been categorized as Bag-of-Tasks (BoT).
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From the analysis of grid workloads in the period of 2003–2010, Iosup and
Epema stated that BoT submissions account for over 75% of the tasks and 90% of
the overall CPU consumption in grid workload [5]. Both grids and clouds are
essentially large-scale distributed systems, and the type of workload that dominates
the cloud is also BoTs. The scheduling of independent tasks (bag-of-tasks) that
have to be scheduled in heterogeneous systems is known to be an NP-complete
problem [4].

Meta-heuristics may sometimes provide near-optimal schedules but the time
complexity for producing the schedule may be extremely high when the magnitude
of the system increases which is the case in cloud.

One of the most important observations made by Garcia and Sim [3] is this: Due
to the NP-complete nature of the scheduling problem, there was not a dominant
scheduling heuristic for all the BoTs. We hypothesize there is no dominant
scheduling heuristic that performs the best in all situations due to the NP-complete
nature of the problem.

Our contributions for scheduling bag-of-tasks using agents are as follows:

• To outline a framework of an intelligent agent (BIS) that uses concepts of
learning and reinforcement which eventually will use the most efficient type of
scheduling heuristic/meta-heuristic to generate a schedule that has the shortest
makespan for each BoT.

• To demonstrate the experimental setup in CloudSim to test our hypothesis and
study the outcome.

• To present the results of the training phase of the agents that provides a rationale
for continuing research in this direction.

2 BIS Agent Framework

A Cloud Controller Agent (CCA) oversees all the agents and initializes the Broker
Agent (BA), the Service Provider Agent (SPA), Resource Agent (RA), User Agent
(UA), and BoT Intelligent Scheduler Agent (BISA). The agent-based framework
adapted from Sim [10] is presented in Fig. 1.

Upon initialization, the SPA creates a datacenter for the private/public cloud in
CloudSim and interacts with the RA which is assigned to each host in the datacenter
and it is responsible for choosing the allocation policy (timeshared/spaceshared) for
the virtual machines (VMs) and the instantiation and allocation of VMs to hosts.
UAs are created for each user who wants to submit tasks.

The model for BISA

The BISA (BoT Intelligent Scheduler Agent) is an intelligent agent that senses the
environment and based on the current state chooses a scheduling policy and pro-
duces a schedule. The intelligent agent we have modeled is adapted from structure
of intelligent agent proposed by Russel and Norvig [9].
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The working of the BIS agent in each stage is outlined below:
Let S be the set of states that the agent has come across where S = {s1, s2, … sl}.
Let BoTt be a BoT submitted at time t.
Let Nt denote the number of tasks in a BoTt submitted at time t.
Let It be the ideal makespan a BoT submitted at time t.
Let M (BoTt, aj) be the makespan of BoT submitted at time t after scheduling

with action j.
Let stt be the submission time of BoTt.
Let fti,t be the finish time of task i in BoTt where i = 1, … Nt.
Let size_mii,t be the size of task i in BoTt where i = 1, … Nt in Million

Instructions (MI).
Let H be the set of hosts in a cloud where H = {h1, h2, … hn}.
Let VM be the set of virtual machines in a cloud where VM = {vm1,1, vm1,2, …

vmr,p} where vmr,p denotes a VMp assigned to host r.
Let HNr be the number of VMs assigned to host r.
Let mipsr,p denote the MIPS rating of a VMp assigned to host r.
Let C = {LG, ST, SM} denote the classifications of VMs. Large VMs (LG)

having mips >80,000, Standard VMs (ST) having mips between 40,000 and 80,000,
and Small VMs (SM) having mips below 40,000.

Let cpu_utilc,t = {H, M, L} denote the average CPU utilization of all the
cloudlets/tasks running on the VM at time t where c = {LG, ST, SM}. H denotes
high CPU utilization (>80%). M denotes medium CPU utilization (40–80%).
L denotes low CPU utilization (<40%).

Let A be the set of actions that are available to the agent. A = {a1, a2, … am}.
Let rl,j,k be the reward for the kth time an action j applied on state l.
Let Ql,j,k be the average of the first k rewards on action j in state l.

Fig. 1 Agent-based framework
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The working of the BIS intelligent agent is based on reinforcement learning
adapted from Sutton and Barto [11] and can be summarized in the four stages
outlined below:

Recognize the state: The BIS agent will calculate the size ratio of a BoT, find out
the available number of VMs, and the MIPS share is available at that point in time
and also the number of tasks in a BoT.

The size ratio is calculated as number of small tasks divided by the number of
large tasks. A higher size ratio denotes a large number of small tasks present as
compared to larger tasks.

The average CPU utilization of all cloudlets running on VMs at time t, cpu_utilc,t
is calculated for all VMs classified into C= {LG, ST, SM}.

The size ratio of a BoT and the cpu_utilc,t for every classification of VMs C =
{LG, ST, SM} form a state.

Assess the effect of possible actions: After the state is recognized, the ideal
makespan is calculated for the given BoT. We calculate the reward by how well a
policy performs w.r.t. the ideal makespan. The ideal makespan is calculated using
Eq. (1) which is the time taken for the largest task, i.e., the task with the longest
instruction length (MI) to execute in the fastest machine, i.e., the VM with the
largest MIPS rating.

It =
max∑Nt

i=1 size MIi, tð Þ
max∑H

r=1 ∑
HNr
p=1 mipsr, p

ð1Þ

The makespan of a BoTt on action aj is calculated using Eq. (2) which is the
difference between the maximum finish time of a task in BoTt and the submission
time of BoTt.

M BoTt, aj
� �

=max ∑
Nt

i=0
fti, tð Þ− stt. ð2Þ

This value of the makespan divided by the ideal makespan will be the reward, rl,j,k
at the kth time the policy ajwas used on a given state l. Initially, the reward, rl,j,0 is 0.

rl, j, k = It ̸M BoTt, aj
� �

. ð3Þ

An incremental implementation is used to calculate the cumulative reward at
each step. In order to decide which action to choose at kth time to schedule BoTt in
state l, probability of choosing each action or policy is calculated.

Let πl, τ aj
� �

be the probability of choosing action aj at play τ for state l, i.e., the
tth time of the state l is encountered.

Let Pl, τ aj
� �

be the preference of an action selected at play τ of the state l.
We set the initial action preferences to 0. The initial reference reward, rl̄, 0, for

every state l where play τ is 0 is set to 0.1 meaning if the makespan of the
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scheduling policy is more than 10% as efficient as the ideal makespan, the reward is
incremented and the preference for that action is set to a positive value. The
preference is the difference between the reward rl, τ and the reference reward r ̄t.

The probability πl, τ aj
� �

of selecting an action j at play τ in state l is calculated
using Eq. 4.

πl, τ aj
� �

=
ePl, τ ajð Þ

∑A
b=1 ePl, τ abð Þ ð4Þ

Decide on action that is matching with the goal: In this stage, the agent will
choose the appropriate scheduling heuristic that minimizes the makespan of the
BoT. The policy is chosen using Roulette Wheel Selection where all the probability
for a set of actions in a given state is in the scale of one.

Execute action: Schedule the BoT according to the scheduling policy decided
upon in Step 3 by assigning the cloudlets to the VMs.

3 Experimental Setup

The experimental setup of the private cloud in CloudSim is shown in Fig. 2. The
setup for this simulation is based on the actual systems in a private cloud setup
found in [6]. It consists of seven hosts and 10 VMs allotted to each PE (Processing
Element).

The workload for the trial run is taken from LCG (Large Hadron Collider
Computing Grid) archive [12]. 100 tasks for 10 BoTs were sampled from the log.
The following heuristics were used based on ordering of the BoT and the mapping

Fig. 2 Private cloud setup in CloudSim
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policies adapted from Garcia and Sim [3]. MinET, MinCT, MaxET, and MaxCT are
implemented as defined in Maheshwaran et al [7]. These allocation policies are
based on three forms of ordering, Uniform (U), LtoS (Large to Small), and StoL
(Small to Large). The mapping policies used are as follows:

Random (R): In this policy, there is no particular rule that is used and {U, R}
mapping policy corresponds to FCFS.

Minimum Completion Time (MinCT) and Maximum Completion Time (MaxCT):
It assigns each task to the machine that results in the task’s earliest completion time
in case of MinCT and vice versa for MaxCT.

Minimum Execution Time (MinET) and Maximum Execution Time (MaxET): It
assigns each task to the machine that performs that task’s computation in the least
amount of execution time and vice versa for MaxET.

The agent can thus schedule eachBoT for each of these scheduling policies: {U, R},
{StoL, R}, {LtoS, R}, {U,MinET}, {StoL,MinET}, {LtoS,MinET}, {U,MinCT}, {StoL,
MinCT}, and {LtoS, MinCT}.

4 Results and Discussion

The cloud environment was scheduled in CloudSim [2], and the agents were
incorporated as threads. The BoTs were scheduled on all possible scheduling
policies for control purposes, and we observed that {LtoS, MinCT} performs better
than other policies because we have one system which is almost three times and
assigning longer tasks to this faster machine first seems to reduce the overall
makespan of the BoT.

We feed the BIS agent with the same 1000 tasks for each run and observe the
makespan and the scheduling policy chosen by BISA agent. We ran the simulation
10 times. During the start of each BoT, all the machines are free, so we have three
states depending only on the size ratio of the BoTs. The CPU utilizations for all
three states are cpu_utilLG,t = L, cpu_utilST,t = L, and cpu_utilSM,t = L.
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The scatterplots for BoTs in state 1 are presented in Fig. 3. BoTs 1, 4, 6, 9, and
10 fall into state 1 which corresponds to BoT size ratio 2.

We observe that, except for BoTs 1 and 2, there is a steady decline in makespan
for all the other BoTs. The geometric mean of BoTs 1 and 2 is around 500 MI,
whereas for the other BoTs with the same size ratio, the geometric mean is less than
270 MI. So, when the agent is choosing a scheduling algorithm that is less efficient,
the loss in efficiency incurred due to that it is also proportionally higher due to the
large geometric mean of the tasks.

Figure 4a, b shows the makespan of BoTs in state 2 and state 3, which corre-
sponds to BoT ratio of 3 and 1, respectively. The number of BoTs in these states is
comparatively lesser than for state 1. Even though the preference for {LtoS, MinCT}
which will result in the best schedule is higher, the agent is still at the exploration
phase and the number of plays is not sufficient in this state to observe a
convergence.

Upon observing the preferences in the table of preferences at the end of the
simulation, we observed that {LtoS, MinCT} has the highest preference. The agent’s
efficiency can be increased if we eliminate an action that has been applied k number
of times in a given state if the preference is very low or in negative. With some
slight modifications in the working of the BIS agent, this study does show
promising results for scheduling tasks in heterogeneous large-scale systems. The
major findings of our work are as follows:

• Reinforcement learning can be used to choose an optimal policy in a state.
• The size ratio parameter of a BoT alone is insufficient to distinguish between

different types of BoTs.
• {LtoS, MinCT} performs best for the underlying heterogeneous hardware con-

figuration presented in this paper.
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5 Conclusion and Future Work

A framework is presented where agents are used to learn the most optimal
scheduling policy for a given state using reinforcement learning. The present study
shows that over time, the probability of an agent choosing the optimal policy
increases while the agent still learns by exploration. In an unpredictable large-scale
distributed system like the cloud, even when the environment changes, the agent is
still able to learn and adapt to the new environment because it still chooses a
suboptimal solution, which may work better in the new environment.

Our future work consists of developing an agent for cloud bursting that takes
into account the cost and network latency factors associated with the public clouds
when allocating a task to a resource in the public cloud. We will also implement
meta-heuristics that agents can choose from.

Another dimension we want to pursue is to use multi-agents which communicate
with each other and “gossip” [8] its learned optimal policy for a given state with
other agents. This will significantly reduce the time take for an agent to “learn” the
most optimal policy for a given state.
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Modeling a Bioinspired Neuron:
An Extension to the H-H Model

Plabita Gogoi, Satyabrat Malla Bujarbaruah and Soumik Roy

Abstract The Hodgkin–Huxley (H-H) model of axonal membrane is one of the
most inspiring and popular neuron models. Many variants of this model are present
in current literature. However, this model does not encompass the post-synaptic
membrane response to synaptic functions that are responsible for the dynamic
membrane behavior. The paper thus presents an extended version of the H-H model
that incorporates a “conjoint” synaptic model representing the complex synaptic
activities and describes how the post-synaptic membrane behaves in presence of a
synaptic entity as an input. The simulation is performed in MATLAB environment
and the results are presented in the form of graphs.

Keywords Neuron ⋅ Synapse ⋅ Neurotransmitters ⋅ H-H model

1 Introduction

The nervous system is indeed one of themost complex yetmesmerizing systems of the
human body. The discrete units of the nervous system are called neuronswhich carry
out the responsibility of mediating information transfer between different points in the
human body using complex electrophysiological phenomenon. The neuron in turn
loosely comprises of a number of discrete structural and functional components out of
which, the synapse can be considered as a “System-within-a-System” with all its
integral electrochemicalmachinery. Themodeling of neuron has therefore been one of
themost spectacular breakthroughs of this era [4]. The extensive and exhaustive study
of the giant squid membranes led to the pioneering work of Hodgkin–Huxley (H-H)
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model of axonal membrane which is the core of this paper along with the synapse
models that describe the complex phenomena of neural transmissions.

The classical H-H model, however, was described only for an axonal membrane
patch and did not include the effect of pre-synaptic signals on post-synaptic
membrane at the synaptic cleft [5, 6]. Also, the external stimulus to the H-H model
in most cases is seen to be a constant current signal or an impulse current. Yet,
another possibility can be a current form due to in vivo synaptic interactions [9]. In
the proposed model, the latter concept is used to obtain an extended version of the
classical H-H model to describe the post-synaptic function’s dependence on the
in vivo pre-synaptic current using the amalgamation of two models: the classical
H-H model and the synapse model; and the effect is observed in the form of
variation in membrane voltage of the post-synaptic neuron.

1.1 The Hodgkin–Huxley Model of Nerve Axon

The nerve membrane consists of a phospholipid bilayer that is selectively perme-
able to various ions present in the fluidic environment of the body. This charac-
teristic nature of the membrane leads to both electrical and chemical gradients
across it and aids in generation and propagation of action potentials in suitable
conditions. This very electrophysiological system was modeled by Hodgkin and
Huxley using a versatile mathematical equivalent and some elegant equations [2, 3, 5].
The H-H model is presented in Fig. 1.

The modeling is done using a Membrane Capacitance, Cm, which has a constant
value and leads to a current called the Capacitive Current depicted by IC. The
“selective ion conductance” behavior itself was modeled using a conductance in
series with a battery and together it leads to an Ionic Current, Iion, due to movement
of ions across the membranes and are further classified as sodium current, INa,
potassium current, IK, and leakage current, IL (in case of chloride and calcium).

Fig. 1 The H-H model
representing the electrical
equivalent of the nerve
membrane
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The H-H equations are described by the following mathematical relations that
explain the dynamic nature of the membrane [6]:

IS = IC + Iion ð1Þ

IS =Cm
dVm

dt
+ INa + IK + IL ð2Þ

IS =Cm
dVm

dt
+GNaðVm −ENaÞ+GKðVm −EKÞ+GLðVm −ELÞ ð3Þ

Here, t is time and Vm is the membrane potential at a specific point of time.

1.2 The Ion Channels

The nerve membrane at specific locations has channels that allow a constrained
movement of ions. These channels are of various types, the most important being
the voltage-gated channels (VGCs) and the ligand-gated or ionotropic channels
(LGCs) [10]. The permeability of voltage- gated channels depends upon the
membrane potential value at that point of time. Similarly, permeability of ionotropic
channels depends upon the binding activity of neurotransmitters with specific
receptors and is specific to the synaptic region of the neuron only. The membrane
channels follow a dynamic pattern of opening and closing function that charac-
terises the electrical behaviour of the membrane [9]. At a point of time if p are the
fraction of gates which are open, then from probabilistic model we know that (1−p)
are the fraction of gates which are in a closed state. The simplest model that
represents this theory is depicted by Fig. 2 [10].

Here, αp and βp are the forward and backward rate constants, respectively,
representing a specific number of times per second that a closed-state gate gets
opened and vice versa. The resulting differential equation is as follows [10]:

dp
dt

= αpð1− pÞ− βpp ð4Þ

p
(fraction of gates in 

open state)

(1-p)
(fraction of gates in 

closed  state)

p

p

Fig. 2 A simple diagrammatic representation of the channel dynamics
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Considering the two major ions, sodium and potassium, the probabilities are
denoted as “m” which represents the sodium activation constant, “n” which rep-
resents potassium activation constant, and “h” which represents sodium inactivation
constant. Consequently, (αm, βm), (αh, βh), and (αn, βn) are the sets of rate constants
for the three probabilities. The generalized equation (4) thereby yields the relation
of the individual ionic conductances, which are represented as [6].

GNa = gNam
3h ð5Þ

GK =gKn
4 ð6Þ

Thus, applying Eqs. (5) and (6) in Eq. (3) gives the ultimate current equation [6]
and solved using a set of ordinary differential equations [1, 7]:

IS =Cm
dVm

dt
+ gNam

3hðVm −ENaÞ+gKn
4ðVm −EKÞ+GLðVm −ELÞ ð7Þ

1.3 Modeling the Synapse

The synaptic cleft is a complex region that acts as a communication junction
between two neurons. Pre-synaptic potentials of requisite “strength” on reaching the
synaptic cleft depolarize the membrane causing influx of calcium ions which in turn
triggers neurotransmitter release that binds with specific receptors (LGCs) present
in the post-synaptic neuron causing certain morphological changes which may
culminate into action potentials. The above complex synaptic transmission phe-
nomena have been modeled in various ways, a great detail of which has been
discussed by Roth and van Rossum [8]. Among these, two simple yet effective
models are discussed below, namely “Difference of two exponentials” and “Current
based” models of synapses.

In “Difference of two exponentials” model of synapse, the synaptic conductance,
Gsyn, is modeled as a sum of two exponential functions which represents the
conductance profile due to rapid binding and slow unbinding of neurotransmitters.
The equations which define this model are as follows [8]:

GsynðtÞ=gsynfðe− ðt− toÞ ̸τdecay − e− ðt− toÞ ̸τriseÞ ð8Þ

f =
1

− e− ðtpeak − toÞ ̸τrise + e− ðtpeak − toÞ ̸τdecayÞ ð9Þ

tpeak = to +
τdecayτrise

τdecay − τrise
lnðτdecay

τrise
Þ ð10Þ

Here, τdecay ≠ τrise and Gsyn has a non-zero value for t ≥ to.
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The “Current based” model of synapse accounts for the “linear current–voltage
relationship” behavior of most ligand-gated channels in an open state, where Gsyn

can be modeled as an ohmic conductance which when multiplied with a potential
difference of (Vm−Esyn) gives a synaptic current equal to Isyn represented as [8]:

Isyn =GsynðtÞðVm −EsynÞ ð11Þ

2 H-H Model for a Synaptic Input—The Proposed Model

To express the post-synaptic membrane behavior to an incoming pre-synaptic signal
at the synaptic junction, the classical H-H model is augmented with the synapse
model. The synapse model here is obtained as a product of two synaptic models
described in Sect. 1.3 (by putting Eq. (8) in (11)) resulting in the following equation:

Isyn = gsynfðe− ðt− toÞ ̸τdecay − e− ðt− toÞ ̸τriseÞðVm −EsynÞ ð12Þ

The post-synaptic membrane is initially considered to be at rest. Assuming
occurrence of neurotransmitter binding due to pre-synaptic spikes at synapse,
ligand-gated channels will be activated resulting in post-synaptic current as
depicted by Eq. (12). This “in vivo” current will now act as a stimulus to the axonal
membrane causing its depolarization by activation of voltage-gated sodium and
potassium channels in sequence leading to the generation of an action potential.
The resulting modified current equation is thus obtained by incorporating Eq. (12)
in (7), where Gsyn is the conductance of synaptic channel at synaptic cleft and Isyn is
the resultant ionic current due to permeability of this channel with respect to time.

gsynfðe− ðt− toÞ ̸τdecay − e− ðt− toÞ ̸τriseÞðVm −EsynÞ
=Cm

dVm

dt
+ gNam

3hðVm −ENaÞ+gKn
4ðVm −EKÞ

+GLðVm −ELÞ

The modified version of the H-H model thus obtained is represented in Fig. 3.

2.1 Simulation

Themodeling is done considering that the axon hillock is close to the synaptic junction
accounting for negligible signal loss due to propagation, and the synapse considered is
excitatory in nature ensuring generation of an action potential when triggered by a
threshold synaptic current. The simulation is performed inMATLABenvironment for
the component values as tabulated in Tables 1 and 2 respectively [5, 6, 8, 10].
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3 Results

The MATLAB simulation results are shown in the Figs. 4 and 5. Figure 4 describes
how synaptic current Isyn obtained in response to a combined synaptic model varies
with time. The magnitude of the synaptic current is positive for the direction of Is

Fig. 3 The H-H model augmented by a synaptic model

Table 1 List of values assigned to the various components of the synaptic model

Parameters Parameter details Unit Value

τrise Rising time constant Second 1 ms
τdelay Decaying time constant Second 3 ms
to Transmission delay Second 0.05 ms
Esyn Synaptic potential Volt 70 mV

gsyn Maximum synaptic conductance Mho 1 mS per cm2

Table 2 List of values assigned to the various components of the H-H model

Parameters Parameter details Unit Value

Cm Membrane capacitance per unit area Farad 1µF per cm2

gNamax Maximum sodium conductance Mho 120 mS per cm2

gKmax Maximum potassium conductance Mho 36 mS per cm2

glmax Maximum leakage conductance Mho 0.3 mS per cm2

ENa Sodium reversal potential Volt –55.17 mV
EK Potassium reversal potential reversal Volt –72 mV
El Potential for leakage ions Volt –49.378 mV
I Total membrane current Ampere 0 A
Vm Initial membrane voltage Volt –60 mV

252 P. Gogoi et al.



shown in Fig. 3 and hence represents an excitatory synapse response. Figure 5
represents the situation when a suitable synaptic input is applied to the H-H model of
neuron causing the membrane potential to depolarize and upon attaining the neces-
sary threshold limit, an action potential is generated with a peak value of 47.759 mV
occurring at 3.25 ms. The observations are very similar to the ones obtained for the
classical H-H model reacting to a constant external current input [1, 9].

Fig. 4 Simulation results
showing the variation of
synaptic current with time

Fig. 5 Simulation results
showing the generation of an
action potential due to
application of a synaptic
current input
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4 Conclusion

The H-H model is implemented in MATLAB for an input current that arises from
within the system in the form of a synaptic current due to pre-synaptic activities.
The observation consolidates the fact that a synaptic model can be augmented with
the basic H-H model to obtain an extended H-H model that is capable of repre-
senting the post-synaptic function dependence on the pre-synaptic variations at the
synaptic cleft.
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A Nonnegative Matrix Factorization
Based Approach to Extract Aspects
from Product Reviews

Debaditya Barman and Nirmalya Chowdhury

Abstract Due to the unstructured nature of review text, it is very hard to develop
an automated opinion mining application to compare various product models based
on their various aspects to make a purchase decision. Over the year, various data
mining techniques have been proposed to extract aspects of the products. In this
paper, we have proposed a technique based on the nonnegative matrix factorization
to extract aspects of a product category. Performance of our proposed method has
been compared with a very popular aspect extraction technique based on proba-
bilistic latent semantic analysis. We have also given a comparison between com-
mon aspects of a particular model under a specific product category from various
manufacturers. These comparisons are based on the sentiments expressed by the
users on these aspects. These sentiments expressed in various aspects have been
extracted using an unsupervised technique.

Keywords Aspect extraction ⋅ Opinion mining ⋅ Nonnegative matrix
factorization ⋅ E-commerce

1 Introduction

Online retailers often asked their customers to evaluate their product by providing
reviews and ratings to help a potential customer to make a purchase decision.
Manual analysis of these reviews is impossible because of the sheer amount of
reviews. On the other hand, traditional rating system has a couple of problems.
First, there is no mechanism to detect spam ratings. Second, most of the
e-commerce sites do not have any feature-wise rating system, so it is very hard for
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the consumers to make an informed decision if he or she wants to buy a product that
is more feature-wise rich than other products. In this paper, we have proposed a
framework to address above-mentioned problems. Our proposed method analyzes
all the reviews expressed on a particular model under a specific product category
from various manufacturers to provide aspect-wise comparison to customers.

Topic modeling techniques can be used to extract aspects of these products.
These techniques have been used to discover topics from a large set of text doc-
uments. We can assume that a text document can contain multiple topics, and each
topic is a group of some words. Intuitively, these topics can be treated as aspects.
Latent Dirichlet Allocation (LDA) and probabilistic Latent Semantic Analysis
(pLSA) are two frequently used models in topic modeling. In 2007, Mei et al. [1]
proposed Topic Sentiment Mixture (TSM), which is a probabilistic mixture model
based on pLSA. TSM is used to model and extract multiple topics (aspects) along
with the associated sentiments (positive and negative) from a set of blog articles.
Lin and He (2009) [2] proposed an unsupervised technique called joint sentiment/
topic model (JST), which is an extension of LDA to detect sentiment and aspects
simultaneously from text. In 2010, Li et al. [3] proposed joint sentiment and topic
modeling using sentiment LDA and dependency-sentiment LDA. Their approach is
capable of extracting aspects with positive or negative sentiments using
inter-dependency of sentiments. Zhao et al. (2010) [4] integrated the concept of
maximum entropy in LDA and created MaxEnt-LDA. This hybrid model can
extract both aspect and aspect-specific opinion words. In 2012, Mukherjee and Liu
[5] proposed Seeded Aspect and Sentiment model (SAS). SAS is a semi-supervised
model. It takes seed words for aspect categories as input from the user and produces
clusters of extracted aspect terms. Nonnegative Matrix Factorization techniques
(NMF) have been used to uncover latent low-dimensional structures present in
high-dimensional data and provide a nonnegative, part-based, representation of
data. In 2004, Peng and Park [6] proposed Constrained Symmetric Nonnegative
Matrix Factorization (CSNMF) algorithm to generate a sentiment dictionary. In
2004, Pauca et al. [7] proposed a hybrid NMF algorithm using gradient descent
with constrained least squares method to extract topics and document clusters from
a collection of text documents. In 2006, Shahnaz et al. [8] used NMF to identify
topics and clusters in a collection of text documents. In 2015, Kuang et al. [9]
developed UTOPIAN (User-driven Topic modeling based on Interactive NMF) to
cluster and extract topics from text documents.

In this paper, we have proposed an aspect extraction technique based on NMF
method. This method decomposes a term-document matrix into two nonnegative
factors: term-topic matrix and topic-document matrix. The term-document matrix
can be created from a set of reviews on a particular model by considering each
review as a document and frequent nouns as terms. Since all the reviews are
expressed on a particular product model, number of topics is one here. Terms with a
higher value of the term-topic matrix can be treated as potential aspects. By ana-
lyzing reviews on several product models under a product category, we can create a
pool of potential aspects of a product category. The aspect with the frequency
greater than a predefined threshold can be treated as the aspect of a particular
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product category. We have also analyzed the sentiments expressed on these
extracted aspects to provide better insights about the product to a potential
customer.

The rest of this paper is organized as follows: statement of the problem can be
found in Sect. 2. Section 3 describes each of the components of our proposed
system’s framework. We have reported our experimental results in Sect. 4. Con-
cluding remarks can be found in Sect. 5.

2 Statement of the Problem

This paper presents a method that can extract various aspects of a product from a set
of reviews by users of a product from various manufacturers and then provide a
comparative analysis of the sentiments expressed by the users on these aspects. We
have used an unsupervised technique (i.e., Semantic Orientation (SO) [10]) to find
the polarities of the sentiments. A review of a product generally consists of some
opinions about the products. We can define these opinions [11] as follows:

Definition (Opinion): An opinion can consist of four parts— ot, oh, s, tð Þ—where t
is the timestamp when an opinion holder oh expressed his or her sentiment s about
ot (i.e., opinion’s target).

Example: A Flipkart user wrote following review of iPhone 6s on 23.04.2017.
“(1) Excellent phone. (2) Excellent service by seller and Flipkart. (3) Camera,

battery too good besides other well known features of the phone…”

Here, opinion holder is the Filpkart user and time is April 23, 2017. In sentence
1, “excellent” is the sentiment and “phone” is the target of the opinion. In sentence
2, “excellent” is the sentiment and we have two targets: “seller” and “Flipkart”.
Similarly, in sentence 3, we have two opinion targets: “Camera”, “battery”, and
only one sentiment: “good”.

Let entity denote an opinion’s target.

Definition (Entity): An entity e can be represented by the tuple T ,Wð Þ, where T is
a hierarchical representation of different parts or subparts of e and W is the set of
attributes of these parts, subparts, or entity. An entity can represent a product,
service, topic, company, or event.

Example: A specific brand of a laptop can be an entity, e.g., Apple MacBook Air.
A set of attributes of this laptop can be dimension, weight, color, and price. Some
parts of these laptops are processor, storage, display, and battery. These parts can
have own set of attributes. Speed (e.g., 1.8 GHz or 2.5 GHz), type of the processor
(e.g., i5 or i7) can be the attributes of the processor. These parts can be divided into
multiple subparts. For instance, subparts of the storage can be primary storage and
secondary storage.

The hierarchical representation of the entity is very difficult to extract from a set
of reviews. Since processing of unstructured natural language is very hard,
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recognizing various parts and subparts, establishing relationship between parts and
subparts, and extracting attributes of these parts and subparts are very tough tasks.
So to simplify the situation, we have adopted a two-level representation where
entity is the root and different parts, subparts or attributes are the children. These
parts, subparts, and attributes have been represented by an element called aspect.

Definition (Aspect): An aspect aij
� �

represents parts, subparts, or attributes of an
entity eið Þ.

We can model the entity eið Þ as a finite set of aspects Ai = ai1, ai2, . . . , aimf g. An
entity eið Þ can represent a product category (e.g., Mobile, Tablet, TV, etc.) but in
the e-commerce websites, users express their opinion on a particular model (e.g.,
iPhone 5s, MI 4, Moto G Turbo, etc.) under a specific product category from
various manufacturers. To be specific, users expressed their sentiments on the
aspects of these particular models. So, we have to redefine the opinion by intro-
ducing the aspect and a particular model under a product category.

Definition (Opinion): An opinion can consist of five parts— eí, aij, sijkl, hk, tl
� �

,
where at time tl, an user hk expressed his or her sentiment sijkl on an aspect aij of a
product model eí.

An opinion document dið Þ consists of opinions expressed on a set of product
models eí1, eí1, . . . , eínf g and subset of their different aspects by a set of users
h1, h2, .., hkf g at some time. Essentially, ⋃n

i=1dí ≡ di,where di contain reviews on
eíj. It is assumed that, in set of opinion documents D= d1, d2, . . . , dp

� �� �
, each

document dið Þ is related to a particular entity eið Þ and ∃di ∈D: P dið Þ⋀ð
∀dj ∈D:P dj

� �
→ di = djÞ, where the property P dið Þ denotes di that represents one

and only one entity ei.
For example, we have two entities: mobile and tablet. Let e1 =mobile and e1́1 =

Apple iphone, e1́2 = SamsungGalaxy note. Let e2 = tablet and e2́1 =Apple ipad,
e2́2 = Lenovo Yoga tab. So d1 is related to the entity e1 mobileð Þ consists of two set
of reviews d1́1(reviews of Appleiphone) and d1́2 reviews of SamsungGalaxy noteð Þ.
Similarly, d2 is related to the entity e2 tabletð Þ consists of two sets of reviews
d2́1(reviews of Apple ipad) and d2́2 reviews of Lenovo Yoga tabð Þ. So, the opinion
dataset D= d1, d2f g.

Given a set of opinion documents, our objectives are as follows:

Task 1 (Aspect Extraction):

Extract a set of aspects Aið Þ of a particular entity ei.

Task 2 (Aspect Sentiment Classification):

Assign a class label (positive, negative, or neutral) to the extracted aspects
depending on the sentiments expressed by the users on these aspects.
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3 The Proposed Methodology

In this paper, we have proposed a method based on nonnegative matrix factor-
ization (NMF) [12] technique to extract various aspects of a product based on
multiple reviews or opinions expressed on the product by the users. An unsuper-
vised algorithm based on semantic orientation technique [13, 14] has been used to
identify the sentiments expressed in these aspects. Figure 1 presents the framework
of our aspect extraction system, and afterward, we have briefly described each
component of our system.

Fig. 1 The system framework
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3.1 Data Collection

Given a product’s name, our system can automatically locate the product review
pages (in Flipkart) and crawl through them. An HTML parser has been developed
to extract product review, author, time stamp, ratings, and certified buyer tag by
removing various extraneous information (e.g., HTML tag, frame, product
description, advertisements, etc.) from these review pages. We have only consid-
ered product reviews by certified users to avoid spam reviews. These reviews have
been stored in a database to process them offline.

3.2 Data Preprocessing

We can represent a text document by a pattern vector of the frequency of the words
presented in the document. Similarly, multiple text documents can be represented
by a matrix. Unfortunately, size of this matrix will be very large. Following steps
have been taken to reduce the size of this matrix:

Step 1. We have removed stop words (e.g., determiners, conjunctions, preposi-
tions, and some adverbs) and applied Porter stemmer to remove mor-
phological affixes from the words to extract root words.

Step 2. Part-of-Speech (POS) tagger has been used to extract only nouns.
Step 3. If number of occurrence of a noun is greater than a predefined threshold,

then it is a frequent noun. The threshold is c *
ffiffiffiffi
N

p
, where N is the number

of review corresponding to a particular product model, and c is a constant
and 0< c<1. In our experiment, c=0.15, it is obtained experimentally.

Step 4. These frequent nouns are candidates for the aspect selection procedure.

We have constructed a term-document matrix using these frequent nouns. Each
frequent noun is treated as term, and each review is treated as a document. This
term-document matrix is created for each product model.

3.3 Nonnegative Matrix Factorization

Suppose we have a nonnegative matrix V ∈ℝm× n and a rank k≪min m, nð Þ.
Nonnegative matrix factorization (NMF) [12] tries to decompose V into two non-
negative factors W and H by solving the following optimization problem.

minVm× n −Wm× k ⋅H2
k × nF , such thatW ≥ 0 andH ≥ 0 ð1Þ

The rank of the approximation k can vary across problem domains, and domain
expert can set the value. Frobenius norm is a frequently used parameter to compute

260 D. Barman and N. Chowdhury



the error between the original matrix V and its low-rank approximation WH.
So NMF decomposes the term-document matrix (i.e., V) into two matrices:
term-topic matrix (i.e., W) and topic-document matrix (i.e., H). Three frequently
used algorithms to solve the optimization function stated in Eq. 1 are multiplicative
update rule, Alternating Least Squares (ALS), and Alternating Constrained Least
Squares (ACLS). ACLS algorithm has certain advantages over the other two
algorithms. ACLS is fastest among aforementioned three algorithms. Unlike mul-
tiplicative update rule, convergence time of ACLS is not dependent on how W and
H have been initialized. ACLS is not lacking sparsity in the factors W and H, which
was major disadvantage of ALS algorithm. Algorithm of the ACLS can be found in
the following section.

Algorithm: Alternating constrained least square
Input: A term-document matrix Vm× n, k number of topics, λW ≥ 0, and λH ≥ 0 are
the parameters to control sparsity of W and H.
Output: Term-topic matrix Wm× k and topic-document matrix Hk × n.
Steps:

Step 1. W = abs rand m, kð Þð Þ
Step 2. for i=1:maxiteration
Step 3. Find solution for H in the equation WTW + λHIð ÞH =WTV
Step 4. ∀hkn ∈H, hkn <0→ hkn =0⋀hkn → hkn
Step 5. Find solution for W in the equation HHT + λWIð ÞWT =HVT

Step 6. ∀wmk ∈W ,wmk <0→wmk =0⋀wmk →wmk

Step 7. end for

3.4 Aspect Extraction

We have selected the terms with top p score from the term-topic matrix Wm× k . It
may be noted that, for our experiment, p=20. This procedure has been repeated for
all the products díj

� �
that belong to a particular entity dið Þ. All the terms with

frequency greater than a predefined threshold minSupport = 60%ð Þ have been
considered as aspects of a particular entity dið Þ.

3.5 Sentiment Classification

We have used extracted aspects to mine nearest opinion words with adjective or
adverb. Pattern knowledge presented in Table 1 has been used to extract only
sentiment part.

A set of positive words (i.e., Pwords) and a set of negative words (i.e., Nwords)
have been defined to calculate semantic orientation of the extracted phrases using
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Point-wise Mutual Information (PMI). Words included in Pwords and Nwords
always represent positive sentiment and negative sentiment, respectively, irre-
spective of the context. Equation 3 represents PMI between term1 and term2. Using
Eq. 6, we can calculate SO score of the phrase. Sentiment of the phrase can be
extracted through Eq. 7.

Pwords= good, nice, excellent, positive, fortunate, correct, superiorf g ð2Þ

Nwords= bad, nasty, poor, negative, unfortunate,wrong, inferiorf g ð3Þ

PMI term1, term2ð Þ= log2
Pr term1 ∧ term2ð Þ

Pr term1ð Þ ⋅ Pr term2ð Þ
� �

= log2
1
N * hits term1AROUND term2ð Þ
1
N * htts term1ð Þ * 1

N * htts term2ð Þ

 !
,

ð4Þ

where N is the total number of documents in the search engine.
Details of the Around operator can be found in [14].

SO phraseð Þ= ∑
pword ∈Pwords

PMI phrase, pwordð Þ− ∑
nword∈Nwords

PMI phrase, nwordð Þ

ð5Þ

After placing the expression of PMI from Eq. 3 into Eq. 4, we get

SO phraseð Þ= log2
∏pword ∈Pwords hits phrase AROUNDpwordð Þ*∏nword ∈Nwords hits nwordð Þ
∏pword ∈Pwords hits pwordð Þ*∏nword ∈Nwords hits phrase AROUNDnwordð Þ

 !

ð6Þ

Sentiment phraseð Þ=
negative, SO phraseð Þ<0
positive, SO phraseð Þ>0
neutral, SO phraseð Þ=0

8<
: ð7Þ

Table 1 Pattern of POS tags
for extracting sentiment

First word Second worda Third worda

1 JJ NN/NNS –

2 RB/RBR/RBS JJ/RB/RBR/RBS NN/NNS
3 RB/RBR/RBS VBN/VBD NN/NNS
4 VBN/VBD RB/RBR/RBS NN/NNS
5 VBN/VBD NN/NNS –

aNN/NNS are not extracted
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4 Experimental Results

We have conducted our experiment with three entities (i.e., mobile, laptop, and TV).
Reviews provided by certified users on the different products under these entities
have been collected from Flipkart. More details regarding the experimental data can
be found in Table 2. We have extracted different aspects of these entities with our
proposed methodology and compared the results with a very popular aspect
extraction technique called pLSA. Due to limited space, we have shown frequent
terms and aspects extracted for “mobile” entity. Frequent terms (terms with fre-
quency greater than the minSupport = 3) along with their frequency for our
NMF-based method and pLSA method can be found in Table 3. These frequent
terms have been considered as aspects of an entity. Correctness of our proposed
method has been checked by comparing aspects extracted by our method with the
ground truth. The ground truth for different entities has been created manually by
observing product specification given in their respective product web pages. Details
of the ground truth of different entities used for our experimentation can be found in
Table 4. We have used two metrics—accuracy (in percentage) and Jaccard index—
to measure up the performance of our system. Accuracy measurement indicates
how many aspect has been discovered by our method and Jaccard index shows the
similarity and diversity of the proposed aspect set and ground truth aspect set.
Jaccard index is very useful metric in this kind of scenario because it compares
members of the proposed aspect set and ground truth aspect set to see which
members are shared and which are distinct. High value of Jaccard index represents
higher similarity between these two sets. Perfect Jaccard index is 1. We have

Table 2 Details of the experimental data

Product category Sl. no. Product name Number of reviews

Mobile 1 Apple iPhone 5S 924
2 Lenovo VIBE P1 1950
3 Moto G Turbo 1216
4 Samsung Galaxy J7 374
5 Microsoft Lumia 640 XL 338

Laptop 1 Apple MacBook Pro 106
2 Asus EeeBook X205TA 419
3 Dell Vostro 14 V344 131
4 HP 15 af114AU 428
5 Lenovo G Series G50 98

TV (32″) 1 LG 306
2 Micromax 448
3 Panasonic 50
4 Samsung 185
5 Sony 50
6 VU 1837
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provided performance of our proposed NMF-based approach and pLSA-based
approach for three entities in Table 5. We have extracted sentiments expressed by
the users for all the aspects of an entity or product category. A potential buyer can
study these sentiments expressed on different aspects of a particular product model
under a product category to identify its strong and week aspects. It is also possible
to compare different product models under a product category from different
manufacturers based on a specific aspect. These applications are very useful to
make a purchase decision. Due to limited space, aspects present in all the product
models (i.e., support=100%) belong to the mobile entity have been used to provide

Table 3 Frequent terms
along with the frequency

NMF pLSA
Terms Frequency Terms Frequency

Battery 5 Battery 5
Camera 5 Camera 5
Service 5 Flipkart 5
Processor 5 Phone 5
Price 5 Price 5
Ram 4 Product 5
Screen 4 Quality 5
Charge 4 Buy 4
Quality 4 Mobile 4
Call 4 Day 3
Android 3 Screen 3

Warranty 3 Time 3
Mobile 3 Processor 3

Ram 3

Table 4 Ground truth for
different entities

Mobile Laptop TV

Battery Battery Delivery
Camera Delivery days Display
Display Display quality HDMI
Network type Keyboard Installation
Price Operating system LED/LCD
Processor Price Picture quality
RAM Processor Price
Screen size RAM Service
Service Release year Speaker
Warranty Screen USB port

Service HD/FHD
Support Release year
Warranty Remote
Weight Warranty

264 D. Barman and N. Chowdhury



a comparison among different product models. This comparison can be found in
Fig. 2.

5 Conclusion and Scope for the Further Work

Aspect extraction technique is a crucial part of any opinion mining application. In
this paper, we have proposed an aspect extraction technique based on NMF. Three
different real-life datasets have been used to measure the performance of our pro-
posed method. Results have been validated against the ground truth and compared
with another very popular aspect extraction technique namely pLSA. As you can
see from Table 5, our proposed method constantly achieved more than 71%
accuracy compared to the accuracy of 64% achieved by pLSA. Highest accuracy
achieved by our proposed method is 80%, whereas that of pLSA is only 70%. Using
Jaccard index measure, one can conclude that our NMF-based method can identify
correct aspects along with very less number of incorrect aspects compared to
pLSA-based method.

There are several ways in which we can extend our research works. Since NMF
performs very well in the multiple topic scenario, one can use NMF to extract
aspects of different products from multi-domain product reviews. Multi-domain
product review dataset contains reviews on different products from product cate-
gory. Each product category has been considered as a domain. It may be noted that
these reviews are not labeled. This means the category of a product on which a
review has been written is unknown. The limitation of our proposed system is that it
can identify only explicit aspects (i.e., noun or noun phrases). We can continue our
research work to identify implicit aspects (i.e., not noun or noun phrases).

Table 5 Performance of NMF versus pLSA

Entity
name

NMF pLSA
Accuracy
(in percentage)

Jaccard
index

Accuracy
(in percentage)

Jaccard
index

Mobile 80.00 0.533 70.00 0.389
Laptop 71.43 0.588 64.29 0.450
TV 76.92 0.556 69.23 0.529

Fig. 2 Comparison of different mobile models based on extracted aspects
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Extraction of Geometric and Prosodic
Features from Human-Gait-Speech Data
for Behavioural Pattern Detection: Part II

Raj Kumar Patra, Rohit Raja and Tilendra Shishir Sinha

Abstract This part of the research paper emphasizes on the detection of behavioural
pattern from the extracted prosodic and geometrical features using
human-gait-speech data. The clusters of these above-extracted features are mapped
for the detection of behavioural pattern using soft-computing technique and c-means
clustering method. Here, only four features of human-gait and four features of
human-speech pattern are used for the formation of clusters. These clusters are
mapped to close vicinity with minimum distance measurement, which in return is
helpful for the proper classification and decision process, with a positive outcome for
the detection of behavioural pattern. The mapping has been done with proper
mathematical analysis over each feature of human-gait-speech pattern. The four
prosodic features (extracted from human-speech pattern) are speech duration, speech
rate, pitch and speech momentum, whereas the four geometrical features (extracted
from human-gait pattern) are step length, walking speed, energy or effort and gait
momentum, which are clustered. Here, five different natural languages (Hindi,
Bengali, Oriya, Chhattisgarhi and English) have been employed for the completion
of this part of research, when the subject is talking while walking. The classification
process is being carried out with the help of a human-gait-speech-model (HGSM),
using Baye’s theorem and support vector machine of artificial neural network. The
mapping process has been carried out using adaptive-unidirectional-associative-
memory (AUTAM) technique with an acceptable limit. The decision process for the
detection of behavioural pattern has been done using revolutionary algorithm called
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genetic algorithm. Three behavioural patterns have been detected with three
class-based moments: happy moments, normal moments and sad moments. An
algorithm, called behavioural pattern detection algorithm using human-gait-speech
pattern (BPDAHGSP), has been proposed. The complexity measures have been
done, and the performance of the overall authentication system has been found very
helpful for promoting global biometrical security system using nominal number of
features.

Keywords Behaviour-over-limit (BOL)
Adaptive-unidirectional-associative-memory (AUTAM) technique
Auto-cross-correlation technique ⋅ Auto-cross-regression technique

1 Introduction

Most of the behavioural detection based research work emphasizes on the features
extraction and their matching with the template either in one-dimensional or in
two-dimensional domains. Such research work has been carried out either using
speech data or image data, but very few researchers have considered both
one-dimensional and two-dimensional domains [1]. From the literature, it is not
clear about the minimum number of features required for obtaining better perfor-
mance [2–5]. In this part of the paper, human-gait-speech data has been considered
for the extraction of geometrical and prosodic features. The geometrical features
extracted are step length, walking speed, energy or effort and walking momentum,
whereas prosodic features extracted are speech duration, speech rate, pitch and
speech momentum. Since last three decades, the literature has been reviewed related
to the present research work and found that image pattern based on human-gait has
been used for the separation of foreground and background segments [6] with
negligible data loss. Also, the work has been further progressed for the identifi-
cation of multimodal physiological and behavioural biometrical traits [7] from
human-gait image. Similar work has been done for the detection of behavioural trait
pattern [8] using soft-computing and high-end computing technique over
human-gait image frame. Similar mechanism of research has been applied, for the
detection of Parkinson’s disease [9] through human-speech and human-gait data.
The mechanism of artificial neural networks has been applied for the recognition of
emotional behaviour using human-gait patterns [10]. With reference to minimum
number of features required for the detection of emotional behaviour through
human-gait pattern, critical solution has been proposed [11]. The four geometrical
features and four prosodic features, which were extracted from human-gait-speech
pattern, have been clustered for classification process. The classification has been
done after proper mapping with the corpus or knowledge-based model called
human-gait-speech-model (HGSM) [12]. With the relevant statistical techniques,
combined auto-cross-correlation and auto-cross-regression, the mapping process
has been done for the detection of three behavioural patterns: happy moments,
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normal moments and sad moments. The feature vectors of human-gait-speech
pattern are clustered, and hence slope or gradient of each of the feature vectors of
human-gait and human-speech data are computed. From these gradient or slope
values, the behavioural classification has been done and found that linearity index
property characteristics are dispersed with three different values: positive, zero and
negative. The decision for behavioural pattern detection has been done with three
class problems: ‘positive for happy moments’, ‘zero for normal moments’ and
‘negative for sad moments’. An algorithm has been proposed called behavioural
pattern detection algorithm using human-gait-speech pattern (BPDAHGSP), and
the complexity has been computed under worst-case and best-case conditions. In
worst case, the complexity of BPDAHGSP is ‘(p + 4)/p’ and in best case, it is
‘(p + 1)/p’, for ‘p’ total number of occurrences. In the following manner, the
present paper has been organized: Sect. 2 proposes behavioural pattern detection,
Sect. 3 describes the simulated outcomes and discussions and Sect. 4 gives the
concluding remarks and further scope of the work and final part of the paper
incorporates all the references.

2 Behavioural Pattern Detection

Let human-speech pattern and human-gait pattern be collected under the conditions
stated below:

• The subject is talking while walking on a plain surface;
• Five different natural languages have been used by the subjects.

Let ‘ZnSL1’, ‘
ZnSL2’, ‘

ZnSL3’, ‘
ZnSL4’ and ‘

ZnSL5’ be the human-speech pattern
with languages spoken in Hindi, Bengali, Oriya, Chhattisgarhi and English,
respectively, by the subject ‘Zn’ while walking. Let ‘ZnGL1’, ‘

ZnGL2’, ‘
ZnGL3’,

‘
ZnGL4’ and ‘

ZnGL5’ be the human-gait pattern with above languages spoken,
respectively, by the subject ‘Zn’ while walking, where ‘n’ is the subject number,
which lies in between 1 ≤ n ≤ infinity.

In general, let human-speech pattern is ‘
ZnSLm’ and human-gait pattern is

‘
ZnGWm’. So the human-gait-speech pattern ‘

ZnVWLm’ will yields to

ZnVWLm = ZnSLm + ZnGWm ð1Þ

2.1 Clustering of Prosodic Features from Human-Speech
Data

To obtain the clusters of human-speech pattern, ZnSLm, into even and odd com-
ponents, consider ‘

SZT’ known samples, where superscript ‘S’ represents
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human-speech pattern and the subscript ‘T’ represents total samples. Let ‘SZE’ and
‘
SZO’ be the even and odd components or clusters, respectively, for a language
spoken ‘L1’ and walk ‘W1’. Hence, it yields to

SZT = SZE + SZO ð2Þ

So the total sample ‘T’ yields to summation of even sample ‘E’ and odd sample
‘O’.

So the linearity combination of Eq (2) yields to

Z1SL1 = SZT = SZE + SZO ð3Þ

So, the relation for voiced and unvoiced human-speech pattern yields to the
linear combination of even and odd samples for the pattern, ZnSLm. Thus, it
becomes

ZnSLm = ρT ⊗ SZT, ð4Þ

where the linearity factor for total samples, ρT, and ⊗ is the convolution operator.
Now the mean μe for even sample Ne within the even cluster We and the mean μo

for odd sample No within the odd cluster Wo yields to total sample mean value, μT,

μT =
1
Ne

∑Xe +
1
No

∑Xo ð5Þ

So the projected mean points yields to the projection of μT,

μT =
1
NT

∑ ρTμ
T
= ρTμT ð6Þ

The diversion of the projected means on even and odd samples yields to

μe − μoj j= ρTðμ
e
− μoÞ

�
�

�
� ð7Þ

Let Lin = {L1, L2, …, Ln} and Dout = {D1, D2, …, Dm} consisting of ‘n’ and
‘m’ input language and output codeword, respectively, which are of maximum size.
For matching process, a stream of feature vectors, Btest_data_set = {B1, B2, …, Bu},
have been compared with the values stored in human-gait-speech-model,
Atrained_data_set = {A1, A2, …, Aq}. Hence, to satisfy the linearity index condition,
that is, Dout = Din, adaptive-unidirectional-associative-memory, c-means clustering
and genetic algorithm have been applied for the positive matching. Mathematically,
the relation is
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Cmatching = arg min
1≤ q≤ n

SðDe, DoÞf g ð8Þ

The above measures result in the nearest pattern of language spoken. Thus, each
feature vector in the data input stream, Cmatching, has been compared with the
codeword in the knowledge-based corpus of the system, and the minimum average
distance has been chosen as the best-fit codeword. If the unknown vector is
unreachable to known vector, such situation is treated as out-of-limit (OOL) prob-
lem. Assigning weights to all the codewords in the database has minimized the
OOL problem. So maximum values of the feature vector yield to

COOL = arg max
1≤ q≤ n

SðDe, DoÞf g ð9Þ

The absolute difference, CDIFF, is the cropped pattern and yields to

CDIFF = COOL −CmatchingÞ
�
�

�
� ð10Þ

Dividing Eq. (8) by Eq. (10), it yields to CCMR, where CMR means cluster
matching rate is

CCMR =
Cmatching

CDIFFj j ð11Þ

Similarly, speaking rate has been also computed. Speech duration has been
computed using Euclidean distance measure of voiced and unvoiced part of the
human-speech pattern. The speech momentum is calculated and the mathematical
relation is

αspeech momentum = ∏
i= n

i=0
αi Sdur , ð12Þ

where Sdur is the speech duration and αi is the speech learning rate ranging from 0 to
1.

2.2 Clustering of Geometrical Features from Human-Gait
Data

To obtain the clusters of human-gait pattern, ZnGWm, into even and odd compo-
nents, consider ‘GZT’ known samples, where superscript ‘G’ represents human-gait
pattern and the subscript ‘T’ represents total samples. Let ‘GZE’ and ‘

GZO’ be the
even and odd components or clusters, respectively, for a human walk ‘W1’. Hence,
it yields to
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GZT = GZE + GZO, ð13Þ

where the total sample ‘T’ is the summation of even sample ‘E’ and odd sample
‘O’.

So the linearity combination of above equation yields to

Z1GW1 = GZT = GZE + GZO ð14Þ

So, the relation for energy and non-energy value of human-gait pattern yields to
the linear combination of even and odd samples for the pattern, ZnGWm. Thus, it
becomes

ZnGWm = ρT⊗ GZO, ð15Þ

where the linearity factor for total samples, ρT, and ⊗ is the convolution operator.
Equations (5) through (11) are used for the computation of the mean, and the

walking rate of the human-gait pattern.
Step length has been computed using Euclidean distance measure of all odd

frames and all even frames of the human-gait pattern. Now, the gait momentum has
been calculated, and the mathematical relation is

βgait momentum = ∏
i= n

i=0
βi Gstep length , ð16Þ

where Gstep_length is the step length and βi is the gait learning rate ranging from 0 to
1.

2.3 Gradient or Slope of Human-Gait-Speech Data

Let m∇PGF be the slope or gradient of the human-gait-speech pattern, where the
subscript PGF means prosodic geometrical features: ‘duration’, ‘rate’, ‘effort’ and
‘momentum’. The superscript ‘m’ is the number of prosodic geometrical feature.
Let m∇PF and

m∇GF be the slope or gradient of human-speech and human-gait data,
respectively. So mathematically, the relation becomes

m∇PGF = m∇PF ̸m∇GF ð17Þ

If m∇PGF is the slope for ‘duration’ count, and m∇PGF is the slope for ‘rate’
count, and m∇PGF is the slope for ‘effort’ count, and m∇PGF is the slope for ‘mo-
mentum’ count, then Eq. (17) becomes
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1∇duration = 1∇step length ̸1∇speech duration ð18Þ
2∇rate = 2∇walking speed ̸2∇speech rate ð19Þ

3∇effort = 3∇energy ̸3∇pitch ð20Þ
4∇momentum = 4∇gait momentum ̸4∇speech momentum ð21Þ

The values for 4∇gait_momentum and 4∇speech_momentum are calculated from
Eqs. (16) and (12), respectively. Similarly, the values for 3∇energy and 3∇pitch are
calculated from Eqs. (15) and (4), respectively. Considering odd and even frames or
samples of data, the differences are measured and hence employed in Eqs. (15) and
(4), respectively, results in 2∇walking_speed and

2∇speech_rate, values.
The algorithm for detecting the behavioural pattern has been depicted below:

Algorithm BPDAHGSP (human-gait-speech data)
Step 1. GEN: Initial data stream X(o) = (X1,X2,…,XM) and Y(o,p) = (Y1,Y2,…,YN) 
Step 2. READ: Corpus(Size Q) and set the counter, say, q = 0 
Step 3. DO WHILE (q ≤ Q)

GEN: An intermediate data stream Xr(t) & Yr(t)
GENNEXT: State data stream X(t+1) and Y(t+1) for Xr(t) & Yr(t)
COMPUTE: WEIGHT for Linearity Index condition, INPUT == 

OUTPUT COMPUTE: Gradient or Slope for {prosodic geometrical 
feature: HGSM} 
INR: Increment the duration or length, t = t + 1 and the counter, q = q + 1
FITNESS_TEST:  f(Xi) & f(Yi) of each data stream Xi & Yi
MAPPING: AUTAM (spch_gait_val, spch_gait_code)    else
IF (TRUE) THEN 

{BEHAVIOUR:  Display ‘Acceptable placed in category NOT BOL’}
ELSE {BEHAVIOUR: Display ‘Not Acceptable placed in category 

BOL’} and Display ‘Data is OOL (Out-Of-Limit)’}
ENDDO

Complexity measures: In worst case, let the total number of samples be rep-
resented by ‘p’. As the mapping process is done for four features, so the execution
time is being added up. Thus, the complexity is (loop execution/ total number of
occurrences). In worst case, loop execution is ‘p + 4’. So the complexity measure
in worst case is ‘(p + 4)/p’. Similarly, in best case, the minimum feature required
for mapping process is one, so the execution time is being added up. Thus, the
complexity measure in best case is ‘(p + 1)/p’.
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3 Simulated Outcomes and Discussions

The simulations of the human-gait-speech patterns have been done and are clus-
tered using c-means clustering method and also the auto-cross-correlation and
regression are graphically plotted, which are shown in Figs. 1 and 2.

Correlation is performed for the similarity and difference pattern matching,
whereas regression is performed for the computation of weights with feedback
mechanism and hence resulting in a value with optimal outcome and also in the
improvement of the performance of the overall detection system.
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The relevant transfer function for the best-fit detection using the proposed
algorithm BPDAHGSP is shown in Fig. 3.

Figure 4 shows the graphical representation of the geometrical features extracted
from human-gait pattern.

Similarly, Figs. 5, 6 and 7 show the graphical representation of different pro-
sodic and geometrical features from human-gait-speech pattern.

Tables 1 and 2 shows the relevant prosodic and geometrical features extracted
from human-gait-speech pattern.

Table 2 shows the data in millimeter, which are actually extracted in pixels. The
conversion formula that has been used is

mm value = pixel value * 25.4ð Þ ̸dpi, ð22Þ

where dpi = 96
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4 Concluding Remarks and Further Scope of the Work

In the present research work, three behavioural patterns happy moments, normal
moments and sadmoments have been classified. The above classification has been done
based on four prosodic features and four geometrical features, which were extracted
from human-gait-speech pattern. These features were clustered and a proper mapping
process has been applied for the decision-making regarding the detection of behavioural
patterns. The mapping process has been done using auto-cross-correlation and
auto-cross-regression techniques. The slope or gradient of each of the feature vectors of
human-gait and human-speech data has been computed. This slope or gradient values
whenplotted give linearity index property characteristics. The dispersionof the gradient

Table 1 Prosodic features extracted from human-speech data

Subjects Gender
and age

Speaking
language
pattern

Speech
duration
(Sdur)
(s)

Speech
rate
(Srate)
(mm/s)

Pitch
(Spitch)

Speech
momentum
(Smomentum)

Sub #l Male
30 years

Hindi 5 5 3.16 0.5
Bengali 6 10 3.46 0.7
Oriya 6 5 3.31 0.8
Chhattisgarhi 7 10 3.46 0.9
English 4 5 3.74 1.0

Sub #2 Male
31 years

Hindi 6 10 3.46 0.7
Bengali 7 5 3.6 0.8
Oriya 7 10 3.87 0.5
Chhattisgarhi 8 5 3.46 0.7
English 4 10 3.74 0.9

Table 2 Geometrical features extracted from human-gait data

Subjects Gender
and age

Speaking
language
pattern

Step length
(Gstep_length)
(mm)

Walking speed
(Gwalking_speed)
(mm/s)

Energy
(Genergy)

Gait
momentum
(Gmomentum)

Sub #1 Male
30
years

Hindi 3 1 10 0.5
Bengali 4 2 12 0.7
Oriya 4 1 11 0.8
Chhattisgarhi 4 2 12 0.9
English 3 1 14 1.0

Sub #2 Male
31
years

Hindi 4 2 12 0.7
Bengali 3 1 13 0.8
Oriya 4 2 15 0.5
Chhattisgarhi 5 1 12 0.7

English 4 2 14 0.9
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or slope has been calculated which results in +1, 0 and −1 values. The decision for
behavioural pattern is +1 for happy moments, 0 for normal moments and −1 for sad
moments. An algorithm has been proposed called behavioural pattern detection algo-
rithm (BPDA). In the worst case, the complexity of the proposed algorithm has been
computed as ‘(p + 4)/p’, in the best case, the complexity of the proposed algorithm has
been computed as ‘(p + 1)/p’, for ‘p’ total number of occurrences.

The present work may be further applied in a human–computer interaction
environment for the detection of human–brain signals and their analysis, along with
human-gait-speech pattern, which will be a tri-modal biometric security system.
The work may be further carried out for the detection of various health problems
related to breathing, walking, speaking, neurological and heart. Also, it can be
applied for promoting global multimodal biometrical-based security system.
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Mutation in Path for the Packets
in the Network During Journey
from Source to Destination

Tarak Nath Paul and Abhoy Chand Mondal

Abstract This paper formulates a genetic algorithm to judge the mutation of path
for packets in the network. The predefine routes for network lines to transfer
packets, transportation links in liquids and bearer links are static phenomenon. The
algorithm discovers mutation in prescribed path due to some breakage in the
communication link. The breakage occurs due to natural calamity or for any
technical issues. At this juncture in the mid-way dumping or returning, the packet/
package is not wise. Here, a new path has to be redefined from the current node and
the packet has to be delivered to the destination. It is good to have delay in delivery
instead of been dumping. Because resending the packet is far more time consuming,
this makes the phenomenon more dynamic and less time-consuming. The concept is
also useful in robotics for path selection. Simulation for path is performed using
MATLAB. Results are similar to Dijkstra’s algorithm. Dijkstra’s algorithm is a
static algorithm, whereas the proposed algorithm is dynamic one.

Keywords Selection ⋅ Chromosome ⋅ Mutation ⋅ Crossover
Routing and shorter paths

1 Introduction

There are many possible paths from source to destination before the journey begins.
Each possible path is treated as chromosome. After commencement of the journey,
it was found that the path is not valid due to some unavoidable disturbance. It can
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be natural or technical disaster. At that point of time, it is wise to deliver the packet
instead of dumping the packet. A new modification is required in the path to reach
the destination and the required modification is termed as “Mutation”. Mutation
brings dynamic properties in searching shorter path from source to destination.
Genetic algorithm is successfully implemented to find the mutated path in the given
network [1–3].

In genetic algorithm, the chromosomes encode individuals to an optimization
problem that evolves towards more suitable solution. The evolution basically starts
from randomly selected fit individuals into a population. Then, they are fused to
reproduce a new generation. Fitted individuals are retained, and unfitted individuals
are discarded from the new generation. Then, the new generation has been used for
the next iteration. It stops when maximum of the generation is reached or a desired
fitted population is achieved [4, 5].

Dijkstra’s algorithm finds the shortest path between the two desired nodes in a
graph. It also helps in finding the shortest path from a given node to all other nodes
in the graph. Originally, Dijkstra’s algorithm does not use a min-priority queue and
executed in the time bound of O(|V|2). The idea of this algorithm was given by
Leyzorek in 1957. The implementation is done by min-priority queue [6].

2 Genetic Algorithm

Genetic algorithm consists of basic four steps, namely initialization, selection,
reproduction, and termination. In initialization, individual solutions are randomly
generated with respect to the problem domain. During selection, a portion of the
existing population is selected with the help of fitness function to breed a new
generation. In the process of reproduction, crossover and mutation are implemented
with the help of chromosomes. For termination, a terminating condition must be
reached. The terminating condition may be number of generation allowed or a
targeted population is achieved [7, 8].

3 Dijkstra’s Algorithm

Dijkstra’s algorithm finds the shortest by weight precedence. It solves the shortest
path problem with nonnegative values. This algorithm is a greedy algorithm similar
to Prim’s algorithm. The algorithm begins at the source node and grows a tree
structure that shortest path for all nodes [9, 10]. Dijkstra’s algorithm keeps two sets
of vertices: S → the set of vertices whose shortest paths from the source have
already been determined and V–S → the remaining vertices. The other data
structures needed are d—array of best estimates of shortest path to each vertex. pi—
an array of predecessors of each vertex. The basic mode of operation is as follows:
Initialize d and pi, and set S to empty, while there are still vertices in V–S,
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i. Sort the vertices in V–S according to the current best estimate of their distance
from the source,

ii. Add u, the closest vertex in V–S, to S,

Relax all the vertices still in V–S connected to u.

4 Proposed Algorithm

A new hybrid algorithm for routing problem with genetic algorithm approach is
presented when path gets disrupted. The predefined and guided route has decided
on the basis of leveling of graph (modify the existing graph into leveled graph).
Checking and testing are based upon genetic evolution of the chromosomes.
Chromosomes represent the shorter paths. Paths are of variable length. Chromo-
somes and their genes are used to encode all the possible paths. Fusing chromo-
somes produces the new one which generates the new shorter path as a feasible
solution. During crossover partial exchange of chromosomes occurs at a point
which is common, with the help of Geospatial Information System, a graph is
considered of 20 cities shown in Fig. 1a. A new reduced graph is created with less
number of nodes. To traverse lesser nodes, less time is required. Less time sym-
bolizes high performance.

Fig. 1 Graphical representation of nodes aMain-graph (Source = C and Destination = Q) b after
implementing the sub-graph algorithm c after deleting the redundant nodes d Sub-graph
representing minimum nodes
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Algorithm to create of Sub–Graph from the Main–Graph
1 Choose Source Node. TSource = Source…….[TSource = Tem-
porary Source]
2 Create First Level
3 Place TSource in the Level
4 Find connecting nodes to TSource and Add it to Queue
5 If all Nodes of the Same Level Traversed: TSource = 
Next un – Traversed node in the Same Level, Goto Step 6:
else Goto Step 3
6 Create the next Level (Level++)
7 Add the Queue to the Level
8 If Destination Found: Goto Step 9: else  TSource = 
Next un – Traversed node in the Same Level
9 End

In the above algorithm, TSource is considered as temporary source. First, choose
source from where the journey begins and the destination it ends. A level is created
and the source is placed in the first level and the connected nodes are placed in the
next level. Then, the next level performs the same operation with every node. Carry
on the process until the destination does not reach by all nodes in the last level.
Algorithm to create sub-graph from the main-graph as shown in Fig. 1b is evaluated.
Dead nodes named as A, D and I are present in the graph. Nodes in dead end are
called dead nodes. So, dead nodes are not required in the present graph. After
discarding the dead nodes, Fig. 1c is evaluated.

Back Track Algorithm (Elimination Algorithm)
1 Select the nodes of the Queue of the nth Level
2 TDestination = First node of the Queue…[TDestinaiton = 
Temporary Destination]
3 If TDestinaiton = Destination: Goto Step 10:else Goto 
Step 4 
4 Get the predecessor node of TDestination
5 Delete TDestination
6 TDestination = Predecessor Node
7 If TDestination = Path Node…[Path Node = node which 
lies between Source & Destination of a defined Path]:Goto 
Step 8: else Goto Step 4
8 TDestination = Next Node in the Queue
9 Goto Step 3
10 If Queue = Empty: Goto Step 11: else Goto Step 8
11 End
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After implementation of the above algorithms, the graph reduces into levels with
lesser number of nodes called leveled graph. With the help of backtrack algorithm,
all the undesired nodes are in the nth level and other connected nodes which are not
responsible for the formation of path are deleted. First, select all the nodes in the nth
level and store them in a queue. And then check every node and its predecessor
node for survival. Node other than destination cannot survive in the nth level. The
node which is a predecessor of a non-survival node at nth level and a
non-participate in the formation of path will not survive. This phenomenon will go
on until the non-participating gets eradicated. The resultant is a reduced leveled
graph shown in Fig. 1d. This sub-graph is responsible to provide possible path from
source to destination. The set will also contain the shortest path. If the shortest path
is damaged, then the path will mutate during execution. This will increase the
efficiency of the proposed work.

In “possible paths from source to destination algorithm”, few data structure and
variables are used—Queue, Stack, Source, TSource (Temporary Source), Desti-
nation, and Count. Queue is used to track, traverse, and store the path. When any
node is visited, the respective edge is locked. All possible paths from source node C
to destination node D are shown in Fig. 2a. Considering two chromosomes (3 and
4) in Fig. 2b as parent and fusion is implemented on it and two chromosomes (2 and
5) in Fig. 2c received as daughter chromosomes.

Fig. 2 a Showing parent chromosomes (possible path algorithm), and b showing the daughter
chromosomes, c offspring chromosomes
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Algorithm to search every possible paths form Source to 
Destination.
1 Take Stack, Source, Destination, Count
2 TSource = Source
3 Count = Number of unlocked Connecting Nodes
4 If Count > 1: Goto Step 5: else  Goto Step 8
5 Push TSource to Stack
6 Count--
7 Goto Step 4
8 If TSource has unlock edge: Goto Step 9: else Goto 

Step 11
9 Fetch the Node (Traverse the edge)
10 If Destination Found: Goto Step 11: else Goto Step 13 
11 Print the path (Print the Queue)
12 If Stack Empty
13 TSource = TSource → Next
14 Goto Step 3
15 Pop the Stack
16 If Source: Goto Step 17: else Goto Step 20
17 New Queue
18 TSource = Source
19 Goto Step 3 
20 New Queue
21 TSource = Popped Node
22 Copy Source to Popped Node to New Queue
23 If all node traversed: Goto Step 24 else Goto Step 3
24 End

5 Mutation

Mutation occurs when the journey of an object has started from source to desti-
nation. Then, it has found that the path is ruptured which is predefined by the
proposed algorithm. Then, the question arise, how to reach the destination? Because
the chromosome which defines a healthy individual is no healthier, it is an unfit
body in the pool. A new modification is required in the path to reach the destination
and that modification is termed as “Mutation”. Mutation means extrachromosomal
genetic change of element, in the code of the chromosome. Mutation brings
dynamic properties to the proposed algorithm. In the proposed work, a possible
path is represented by the chromosome and the code is which node or vertex comes
after the other. When the transmission is in process, it is a costlier process to return
back from the node, after which the edge is broken. At this point of time, we cannot
stop the process; we need to deliver the packet to the destination. A disrupted edge
means a bifurcated way need to be chosen that will increase the processing time,
execution time, and delivery time. So mutation is a costlier process.
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Mutation on the path
1 Get the base node of the disrupted path
2 Search for a connection that reaches to the next level
3 If (find connection) Goto 8 else Goto Step 4
4 Search for a connection that lies in the same level
5 If (find connection) Goto 8 else Goto Step 6
6 Get back to the previous
7 If (it is source node): Communication Fail, If Commu-

nication Failed: Goto 27 else Goto Step 9: else Goto
Step 2

8 Take Stack, Source, Destination, Count
9 TSource = Source
10 Count = Number of unlocked Connecting Nodes
11 If Count > 1: Goto Step 5 else Goto Step 8
12 Push TSource to Stack
13 Count--
14 If Count = 0: Goto Step 4 else Goto Step 16
15 If TSource has unlock edge: Goto Step 9 else: Goto

Step 11
16 Fetch the Node (Traverse the edge)
17 If Destination Found: Goto Step 11 else: if count = 0:

Goto 18 or else Goto Step 13 
18 Print the path (Print the Queue)
19 If Stack Empty: TSource = TSource → Next, Goto Step 3
20 Pop the Stack
21 If Source: Goto Step 17 else if count = 0: Goto 22 or 

else Goto Step 19 
22 If TSource = Source: Goto Step 3 else Step 23
23 New Queue
24 TSource = Popped Node
25 Copy Source to Popped Node to New Queue
26 Goto Step 3
27 End

6 Results of Mutation

Mutation is purely dependent on the availability of path from the base node. Instead
of dumping the packet, it can be delivered to the destination. The plus sign rep-
resents the extra distance covered by the packet during mutation. This depends on
the weight of the edge. It is never more than the weight of the path. Keeping this in
mind, there are possibly three cases available in the proposed work shown in
Table 1.
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Case I: In this case, edge J–M is disrupted, as J is the base node and having
another connection to the next level (i.e., J–K) which will be used for the transfer of
the packet. Using this path J–L, the packet can be delivered to the destination note
successfully. The mutated path will be J–L–Q as shown in Fig. 3a.

Case II: In this case, edge K–L is disrupted, as K is the base node and having no
connection to the next level. So, it will go back to the previous level (i.e., node E)
and find shorter path to the destination. The mutated path will be E–J–M–Q or E–J–
L–Q as shown in Fig. 3b.

Case III: In this case, edge L–Q is disrupted, as L is the base node and having no
connection to the next level. So, it finds two nodes in its previous level (i.e., K and
J). J got connection in the next level; mutation takes place here and the possible
path will be J–M–Q. K does not got a connection to the next level so it will go back
to its previous level (i.e., E). E got a connection to the next level; again mutation
will take place here and the possible path will be K–E–J–M–Q as shown in Fig. 3c.

7 Complexity and Comparative Study

In the most worst case, it can reach the destination vertex as many as n levels, and n
is the maximum number of vertex in the graph, if and only if all vertexes lies in a
straight line or in a series. The complexity runs up to O (n log n). If the solution space

Table 1 Different cases of mutation

Cases Possibility Defective
edge

Mutated
path

Values

Case
I

Base node got two descendent
connections and n super node connection

J–M J–L–Q 48+

Case
II

Base node got only one descendent
connection and one super node
connection

K–L E–J–M–Q
or E–J–L–
Q

41+ or
48+

Case
III

Base node got only one descendent
connection and two super node
connections

L–Q J–M–Q or
K–E–J–M–

Q

41+ or
43+ or
65+

Fig. 3 Different cases of disruption of path. a J–M is disrupted, b K–L is disrupted, c L–Q is
disrupted
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need only a set of m nodes, then complexity runs up to O (m log m), where m < n. If
Dijkstra’s algorithm is implemented in the graph provided, equivalent results have
been found. But dynamicity is not feasible in Dijkstra’s algorithm (Fig. 4).

The resultant path of Dijkstra’s algorithm is being disclosed by the proposed
algorithm, that is, chromosome number 3 (Three). Dijkstra’s algorithm discusses
only the shortest path from source to destination but the proposed algorithms not
only discuss the shortest and shorter path but also discuss the dynamic path. If the
shortest path is congested, then solutions are provided with other shorter paths,
those paths can be availed. Even in crisis situation, mutated paths can be availed.

8 Conclusions

The proposed work is eligible to take runtime decision on finding possible path
from source to destination. During travel due to some natural calamity or technical
error occurrence, the predefined course is redefined, termed as mutation in the path.
This discovers the mutated path from source to destination and also encounters the
alternative shorter paths for any adverse condition. If unfortunately the path gets
disrupted or disconnected, then it is necessary to pass the traffic by other paths to
the destination without taking much time. With the help of the proposed algorithm,
a disrupted not defined destination is being achieved or reached with the same
complexity.
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Facial Expression Recognition Using
2DPCA on Segmented Images

Dewan Imdadul Islam, S. R. Ngamwal Anal and Aloke Datta

Abstract In this article, a facial expression recognition technique has been

proposed. In this method, initially, a face image is segmented into different sub-

images like left eye, right eye, mouth, nose, etc. Then, two-dimensional principal

component analysis (2DPCA)-based transformation is performed on each sub-image

separately to extract the features. Lastly, classification operation is made to cate-

gorize the expression of faces. To demonstrate the effectiveness of the proposed

method, results are compared with other existing PCA- and 2DPCA-based meth-

ods in terms of overall classification accuracy. Results for the proposed method are

found to be encouraging.

Keywords Facial expression recognition ⋅ Two-dimensional principal

component analysis (2DPCA) ⋅ Image cropping ⋅ Minimum distance classifier

1 Introduction

Facial expression recognition has been active research field since many years. Facial

expression recognition system is a computer application to recognize the expression,

i.e. emotion of a person from face images. There are seven universal facial expres-

sions, i.e. surprise, happy, fear, anger, sad, disgust and neutral. The applications of

facial expression recognition technique are in the field of security, medical purpose,

computer entertainment, human–computer interaction, etc.

There are three main modules for facial expression recognition system and these

are image preprocessing, features extraction and classification. In image preprocess-

ing step, acquisition of face images and different types of preprocessing task are per-

formed to make these face images into good quality for further analysis. In features

extraction module, extraction of some valuable features from the images is made, so
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that recognition task is performed depending on those features. In the last module,

the features are analysed to recognize the facial expression.

There are various methods to recognize the facial expression like Gabor filter

selection based [1, 2], linear discriminant analysis based [3–5], principal compo-

nent analysis (PCA) based [6–9], two-dimensional principal component analysis

(2DPCA) based [10, 11], etc. Principal component analysis (PCA) and 2DPCA are

most popular methods in this approach. PCA is based on one-dimensional matrix.

So in PCA, image matrix needs to transform into 1D vector before calculating the

covariance matrix. 2DPCA is based on 2D image matrix. So in 2DPCA, covariance

matrix can be calculated directly from image matrix. Eigenvector and eigenvalues

are calculated from covariance matrix. PCA- and 2DPCA-based methods find the

covariance of overall dataset based on whole image. 2DPCA has some advantage

over PCA [10], and these advantages are easy to calculate the covariance matrix

accurately, identify the particular eigenvector quickly, low computational cost and

good recognition rate.

In the proposed method, main concentration is on partitioning the whole image

into small sub-images and then perform 2DPCA over small sub-images, because it

gives more significant information as it focuses on smaller units, i.e. local details.

Classification is used for finding the expression of an image. 2DPCA has more recog-

nition rate than PCA. Japanese female facial expression (JAFFE) dataset has been

used in experiment. Experimental result shows that 2DPCA gives more recognition

rate when applied on face parts instead of entire face.

The remainder of this article is organized as follows. The proposed scheme is

outlined in Sect. 2. Section 3 contains experimental details and result analysis. Con-

clusive remarks are given in Sect. 4.

2 The Proposed Method

In the proposed method, 2DPCA-based transformation for extracting features is per-

formed and then minimum distance classifier is used to recognize the face expres-

sions. 2DPCA is not applied directly on face images but over segmented sub-images.

The block diagram for proposed system is shown in Fig. 1.

The main three steps are image preprocessing, feature extraction and classifica-

tion. Feature extraction contains two sub-steps segmentation into sub-images and

2DPCA-based transformation. The details of each step are discussed as follows.

Fig. 1 Structure of proposed facial expression recognition system
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2.1 Image Preprocessing

All input images are greyscale image. All image sizes are same. Seven different

expressions of images are taken. Faces are detected from the images using Viola–

Jones face detection algorithm [12]. The tasks involved in image preprocessing are

acquisition of face images, removal of different types of noises, enhancement of

image and registration of images. It is assumed that face images are properly prepro-

cessed in the proposed method.

2.2 Feature Extraction

Features are the very important information of images. There are huge number of

features in images. There are also some unwanted features in images. So features

extraction is required to extract important features from the images [13]. In this step,

features are extracted from each face image and perform comparison between faces

based on these extracted features.

In the proposed method, the main aim is to extract the meaningful features from

faces. For this purpose, each face image is divided into sub-images and then 2DPCA-

based transformation is performed to extract features. Here, main concentration is

on partitioning the whole image into small sub-images and then perform 2DPCA

over small sub-images, because it gives more significant information as it focuses on

smaller units, i.e. local details. For example, partition a whole face image into sub-

images like mouth, nose, left eye, right eye, etc. Then, 2DPCA is performed over

all mouth images, nose images, left eye images and right eye images separately and

consider the variance in subgroup basis. The two steps of proposed feature extraction

method are discussed as follows.

2.2.1 Partition of Face Image into Sub-image

Some parts of faces like mouth, nose and eyes have more information about face.

These parts play important rule in face. So it is better to operate on those portions of

the face instead of entire face. Mouth, nose and eyes are cropped from the detected

face using computer vision system tool, i.e. CascadeObjectDetector [12] and these

portions of faces are called as feature images. All cropped images have different sizes

but to perform some operation we need to resize the images. Mouth image is resized

as 50 by 50; nose image is resized as 50 by 50; left eye is resized as 40 by 40; and

right eye is resized as 40 by 40. Four cropped portions of face image are represented

in Fig. 2.
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Fig. 2 Segmented sub-images

2.2.2 2DPCA-Based Features Extraction from Sub-images

Two-dimensional principal component analysis (2DPCA) algorithm [10] is used to

extract the features from the feature images (mouth, nose, left eye and right eye).

All seven expressions are set into seven different classes for training. 2DPCA is per-

formed over mouth, nose, left eye and right eye images, separately, to extract the

features. Eigenvectors and eigenvalues are calculated from these images, separately.

The steps to extract the features using 2DPCA [14] are as follows.

Let the total number of images (represent by Ai) be M. The mean image 𝜇A of all

images is calculated by the following equation.

𝜇A = 1
M

M∑

i=1
Ai (1)
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The image scatter (covariance) matrix, Gt, is calculated by

Gt =
1
M

M∑

i=1
(Ai − 𝜇A)T (Ai − 𝜇A) (2)

Now, the eigenvectors corresponding to largest eigenvalues of the covariance

matrix Gt are calculated. Generally, a set of eigenvalues and corresponding eigen-

vectors are selected, to make the eigenimages when multiplied it with face images.

Let d be the number of eigenvector corresponding to d largest eigenvalues as the

projection axes X1,X2,X3,… ,Xd.

Then, the projected feature vector is evaluated by multiplying the eigenvector and

images. Projected feature vectors are called principal component of images. Principal

component contains the significant information of the images.

Yi = AiXk, (3)

where i = 1,… ,M and k = 1,… , d. Then, projected feature vectors are stored as

Yi = [Yi
1,Y

i
2,… ,Yi

d] (4)

2.3 Classification

The minimum distance classifier (MDC) is used for classification [10]. In test image,

there will be four eigenvectors of cropped images mouth, nose, left eye and right

eye, respectively. The distance between the features vector of each sub-image of

test image is calculated corresponding to each sub-image of training set. Basically,

Euclidean distance is considered here to measure the distance. Feature vector of each

sub-image of test image and each sub-image of training sets is represented as

(Y1,Y2,… ,Yd) (5)

and

(Yi
1,Y

i
2,… ,Yi

d), (6)

(where i = 1,… ,M and k = 1,… , d). The mathematical formula to finding the dis-

tance is

dx,y =
√
[

m∑

i=1
(xi − yi)2]. (7)

Then, we need to normalize the distances and bring all values into the range [0, 1],
after finding all the distance of mouth, nose, left eye and right eye. The mathematical

formula to find the normalized distance is
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Xi =
X − Xmin

Xmax − Xmin
(8)

There will be four normalized values for mouth, nose, left eye and right eye. Then,

we have to add all four normalized values and find the minimum normalized value

among all the normalized distances. Minimum normalized value will classify the

expression of a test image [15].

3 Experiment and Evaluation

In this section, experimental details are discussed for the facial expression recogni-

tion using 2DPCA. JAFFE facial expression database is used in this experiment. We

have experimented with MATLAB 2013a version. Two major stages in this exper-

iment are extraction of the features images and classify the facial expression by

minimum distance classifier.

3.1 Description of the Dataset

JAFFE dataset contains frontal face images of size 256 × 256 of different facial

expressions. All images are in greyscale image. This JAFFE dataset contains seven

universal facial expression images. We rearranged the database in seven classes, and

each class contains 25 images. In this experiment, for training, 15 number of images

are taken for each expression. In training dataset, 105 images are taken and it con-

tains all seven expressions. For testing, 10 images are taken per expression and there

will be 70 images for testing. Facial expression is shown in Fig. 3.

3.2 Experimental Details

In this experiment, 25 number of images are taken for each expression. In training

dataset, we have divided into seven classes and each class contains 15 number of

Fig. 3 Different facial expressions of JAFFE dataset: 1, surprise; 2, sadness; 3, neutral; 4, joy; 5,

fear; 6, disgust; 7, anger
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images for training. In testing, we have taken 10 images per class to recognize the

expression. There are four parts of each image, and these face parts are mouth, nose,

left eye and right eye. We have calculated the feature vectors of each part. We have

compared all four feature vector of test image with four features vectors of all trained

images. In case of test image, there will be one feature vector for mouth, one feature

vector for nose, one feature vector for left eye and one feature vector for right. For

training dataset, there will be 105 features vectors for mouth of 105 images, there

will be 105 features vectors for nose of 105 images, there will be 105 features vectors

for left eye of 105 images and there will be 105 features vectors for right eye of 105

images. We have calculated the Euclidean distance between feature vectors of each

part of images. After that, we have calculated the normalized distance. There will be

four normalized distances of one test image with each training image. Then, we have

added all the four normalized distances. We have to find the minimum normalized

distance among all the normalized distance, and that minimum normalized distance

will classify the facial expression.

3.3 Result Analysis

15 images per class from the dataset are selected for training and 10 images per

class for testing. There is no overlap of any images between training data and test

data. We repeated this experiment 10 times by changing the training images and test

images from dataset. Class-wise accuracy rate is given in table below. The overall

classification accuracy for the proposed method is recognition rate that is 89.86%.

The performance of the proposed method is compared with the result of other two

existing method like facial expression recognition using principal component anal-

ysis (PCA) [9] and facial expression representation and classification using 2DPCA

[10]. The proposed method has higher recognition rate than other two methods. The

performance of these three methods is shown in Table 1.

Table 1 Comparison of class-wise and overall classification accuracy (in %)

Method Happy

(%)

Sad (%) Disgust

(%)

Angry

(%)

Surprise

(%)

Fear (%) Neutral

(%)

Overall

classifi-

cation

accuracy

(%)

PCA 42.85 68.42 70 71.43 75 50 70 63.95

2DPCA 85 90 85 80 90 85 85 85.71

Partition

based

2DPCA

93 90 92 90 90 80 94 89.86



296 D. I. Islam et al.

4 Conclusions

This paper presents a new method to recognize the facial expression using 2DPCA

by taking some important parts of face (mouth, nose, left eye and right eye) instead

of entire face and extracting some significant feature from the feature images by

2DPCA. Eigenvectors and eigenvalues are calculated from the covariance matrix.

Minimum distance classifier is used to classify the facial expression. It gives more

recognition rate while performing 2DPCA on some significant face parts instead of

entire face. The performance of 2DPCA is more efficient than PCA. The proposed

method has far better result than other two existing methods like PCA and 2DPCA

on entire face. The average facial expression recognition rate is very high in the

proposed method.
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Stable and Consistent Object Tracking:
An Active Vision Approach

Dibyendu Kumar Das, Mouli Laha, Somajyoti Majumder
and Dipnarayan Ray

Abstract Active vision plays an important role for many applications using better
understanding of our surrounding environments. Using active vision, it is possible
to gather new knowledge or changes in the environment by autonomously moving
of eyes, and nearly all animals have this routine biological capability including
human. In active vision, it is needed to repeatedly move the gaze from one fixation
point to another fixation point to obtain high-resolution image and track the object
robustly. The main reason to keep gaze still during fixations is the need to avoid the
blur that results from the long response time of the photoreceptors. In this paper, we
propose an active vision system which is constantly tracking an object by moving
its gaze. In our proposed approach, human–eye movement technique, i.e., saccade
and smooth pursuit mechanism, has been used to obtain high-resolution image on
the sensor and track that particular object in real time.

Keywords Active vision ⋅ Saccade ⋅ Smooth pursuit ⋅ Gaze
Velocity estimation ⋅ Feature matching ⋅ Image moment

1 Introduction

In all vertebrates, vision is an ample source of information, they can sense and act
accordingly by directing their gaze toward the object and scaning the surrounding.
Like all other animal, humans can very efficiently direct and redirect their gaze
toward any object, even though its relative location or orientation has been changed
and altered. This capability considered as a classical example of active vision
system. In fact, eye movements are necessary in order to focus the most important
and high-resolution part of the object in our fovea. The movements are saccades,
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smooth pursuit, Vestibular Ocular Reflex (VOR), and Optokinetic Ocular Reflex
(OKR). The fovea sees only the central two degrees of the visual field, if any object
is larger than the acuity of fovea, then eye repeatedly shift its gaze to acquire the
different portions of the image into the fovea.

Human eye can move and shift their gaze attentively using two type of visual
attention, namely overt and covert visual attention. Overt visual attention assimi-
lates to the visual attention which involves the body movement, whereas covert
visual attention mentally focuses on the scene without moving one’s eye [1].

Additionally, Superior Colliculus (SC) is another major part of the visual system
which is a layered multisensory structure, located in the midbrain. Visual inputs
from the retina and the visual cortex reach the superficial layers of this laminated
structure, while the lower layer processes the visual signal. The area projects its
output to the ocular motor pathway in the midbrain and brainstem, where the
retinotopic representation is transformed into motor commands [2].

There are six extraocular muscles that control the movement of human eye by
which human can shift their gaze constantly. Our active vision research presented
here is essentially inspired by the human vision system and specially focused on
saccade and smooth pursuit movement. Here, we apply overt visual attention
approach to control the camera angle and achieve the similar eye movement of
human eye. Two cameras can operate interactively with the surrounding environ-
ment using multiple stepper controllers. The task is divided into two parts. Pri-
marily, system has been deployed to detect an object of interest and then
segmenting that region of interest point and match those points on successive frame
over the time. An optical flow algorithm is applied to find the velocity of object
from image data, according to the movement of the object cameras that are moved
till their pan/tilt angle smoothly. This mechanism is similar to the smooth pursuit
movement of human eye (Figs. 1 and 2).

We demonstrate our system using a hanging ball which is freely movable on its
horizontal axis. Camera module persuades that ball with external command is based
on an object tracking and velocity estimation algorithm.

Fig. 1 Human eye with its
anatomical structure [11]
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2 Related Works

Wang et al. [3] and Macesanu et al. [4] Research works on active vision system
which imitates human eye and controls the camera using open- and closed-loop
servo controller to achieve saccade and smooth pursuit movement respectively. In
order to control the pan and tilt of the camera, two control approaches have been
established [5]. These are velocity control for smooth pursuit and position control
for saccadic movement. For attentively facilitating high-resolution images, cameras
need to reorient their position in a controlled manner by adjusting the parameter
(pan tilt zoom focus aperture) [6]. Research work on the task selection based
controller which is used to track the object and take relevant perceptibility measure
for active vision system using multiple cameras is done in [7]. Two relevant
measures are taken in active vision to manipulate the environment, i.e., top-down
and bottom-up approach [8]. Bottom-up is from the stimulus, and top-down is from
the interests, knowledge, and memory of the agent-based system. The gaze control
is main substance to perform during active vision, memorize the gaze space, and do
task-based performance like manipulation was done by Hülse et al. [9]. Object
detection based on saccadic movement is described in [10].

Fig. 2 Human eye with
extraocular muscle [12]
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3 System Architecture and Methodology

We rigorously study the human eye movement for designing of our system. The
system mainly consists of two cameras and three stepper motors with one controller
for camera movement, which emulates the human oculomotor reflex. As per the
physiology of human eye, there are six types of eye muscle which incorporates the
movement of the eye in different directions. Our systems also have the same
anthropomorphic properties of human eye movement. Unlike human eye, we
restricted our system’s DOF in 2 instead of 3. Each camera has one stepper motor
for panning its axis independently in horizontal axis, while another one stepper is
connected with the total system in tilt motion in vertical axis. The system has the
capability of mimicking the saccadic and smooth pursuit movement of human eye
by above-mentioned mechanism.

In this section, we also described the preprocessing of real-time video data and
how that data can be recalibrated to a control command for further movement of the
camera.

3.1 Image Acquisition and Object Tracking

Our first step is to capture real-time video by a high-resolution Watec camera, by
which video is captured and stored in a particular location for further processing.
Videos are fragmented into several frames or images. After capturing all images for
a particular scene, we go through the next step with image registration. Using
feature-based registration, we are extracting most unique features from an image
like point, corner, and border lines from an image to make registration process most
robust and reliable.

Feature is nothing but an interest point in an image, where the signal of that
image changes frequently. In our method, we use Speeded Up Robust Features
(SURF) feature detection for identifying interest points in an image due to its faster
detection capability. Feature matching based on local feature is another crucial step
for object tracking in successive frame. Object tracking is the process of locating
and following the moving object in the sequence of video frames. In the very first
step, the whole video has been fragmented into the corresponding image sequence.
Feature matching algorithm has been applied to match local features among suc-
cessive frame and detect the same object in the all subsequent frames. After suc-
cessfully detecting an object on the next frame, a background modeling algorithm
by Gaussian mixture model has been used to segregate the foreground from the
background. A morphological operation has to be done for masking and excluding
the noise from the binary image followed by the background segregation. Next step
is to calculate the image moment or centroid and mark it as red color. Superimpose
the centroid onto the frame for tracking the path of the ball on subsequent frame.
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3.2 Motion Detection and Velocity Estimation

There are various types of application that relies on motion estimation. In our case,
velocity estimation of moving object solely depends on analyzing the motion in
image sequence. Image velocities can be measured by different algorithms, i.e.,
block matching algorithm, gradient-based approach using the optical flow field,
spatiotemporal filtering, etc. In our proposed approach, a template matching algo-
rithm with centroid detection technique has been used to track the motion of 2D
object on successive frame and estimate the velocity of that object from the voxel
(pixel with volume) data.

The camera was fixed at some distance from the ball, and the ball was moving
along its x-y axis, so we will not consider the depth parameter for the time being.
After finding the centroid of particular object, we had evaluated the corresponding
pixel value of that centroid point, which we have to consider for calculating the
speed of an object using intrinsic parameter.

Let us assume that I(x, y, t) is the centroid pixel at time t in a given frame that
moves by (dx, dy) distance in the next frame taken after dt time. Then

I x, y, tð Þ= I x+ dx, y + dy, t + dtð Þ ð1Þ

on subsequent frames.
Following steps are necessary for velocity estimation of given object.

1. Find the centroid and corresponding 2-D pixel coordinate in successive frame.
2. Find the Euclidean distance of two centroids in each successive frame.

Dist =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi − xj
� �2 + yi − yj

� �2
q

i = 1 to n−1
j = i+1 to n
n = no of frames captured for experiment.

3. Convert the 2-D pixel coordinate into 3-D world coordinate using camera
intrinsic parameter for fixed distance.

4. Actual Dist (mm) = Dist * param (calculated earlier in mm).
5. Motion time (s) = n/fps value.
6. Velocity (cm/s) = (Actual Dist/Motion time)/100.
7. Motion and velocity estimate is the necessary step for accomplishing the smooth

pursuit mechanism.

(x, y) (dx,dy)

Displacement 
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3.3 Saccade Control

Saccade is a fast-gazing, ballistic, and conjugate eye movement. Saccade can be
classified as memory-guided saccade, visually guided saccade, anti-saccade, and
others. Because all of these saccade movements are consciously initiated, saccade is
clearly a type of voluntary eye movement.

We develop our system in such a manner, where two cameras are identifying
fixed object by slightly adjusts their lenses and gets a foveated image on the sensor.
Camera take an image using its varifocal motorized lens, which was driven by
command control using image intensity, based on contrast. As soon as the highest
contrast is achieved for a particular object, lens has been stabilized itself and fixates
that object in the sensor. If the object is not stationary, then the systems have to
track the object by activating smooth pursuit control (Fig. 3).

3.4 Smooth Pursuit Control

Smooth pursuit is another eye movement by which human can smoothly track a
moving object continuously; smooth pursuit helps to lock the target in the paraf-
oveal area of the eyes toward moving object. This movement is implemented
unconsciously by visual feedback. In addition, the tracking speed of smooth pursuit
is determined by the object’s speed. Smooth pursuit eye movements are conjugated
and under feedback control system which is capable of rapid change in motion with
respect to the motion of input image of the object.

In this paper, when the object is moving, high-resolution foveated image of the
ball was captured by the saccade movement in each frame; after the successful
saccade movement, smooth pursuit loop has begun to track the object by moving its
pan and tilt angle accordingly. As mentioned earlier, velocity estimation of the
moving object is the foremost step to begin smooth pursuit control. We map and
calibrate the velocity value into the PWM voltage for controlling the stepper motor.

(a) (b) (c) (d)

Fig. 3 a Foveated portion of an image in human eye visual system [13]. b Unfoveated image of
the ball during experiment. c Tracing of saccade movement of human eye [14]. d Foveated image
of the ball captured by the camera during experiment
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4 Experiments and Result

In this section, we illustrate the system setup and how the system works efficiently
to track an object. Real-time video has been captured by Watec analog camera with
the Matrox frame grabber; then, it has been imported to the MATLAB vision
toolbox for further processing and a velocity estimation algorithm has purposefully
selected for estimating the velocity of corresponding object in that video. Two
cameras and the system are connected to the NEMA-17 stepper motor, by which
each camera can separately pan in their horizontal axis and the adjoin system can be
tilted in vertical axis driven by that motor.

All the motors are connected to and controlled by the Arduino Mega controller.
In the following experiment, we use a pendulum-like structure with yellow ball
(Fig. 5) and maintain the distance between pendulum and camera of approximately
2 m. Video has been captured in 25 FPS, and a velocity estimation algorithm finds
the velocity and direction of the object and transfers that data to the Arduino
controller for generating corresponding PWM signal to operate the stepper motor.

4.1 Smooth Pursuit Mechanism

Smooth pursuit mechanism starts if the object is in motion; otherwise, saccade
movement is sufficient to detect high-resolution image of the object. If the object is
not fixed in one position, then smooth pursuit takes place followed by saccadic
control of the system and track the object in real time (Figs. 4 and 5).

Above figure demonstrated five successive frames of captured video data during
experiment, where red dots implicate the centroid with pixel coordinate value.
Furthermore, we have already discussed about the velocity estimation in Sect. 3,
which will be applied in next step to find the velocity of the ball in the world
coordinate system.

4.1.1 Velocity and Direction Estimation

When object left camera’s deep fovea region and appears in its parafoveal area,
feature matching algorithm has been started to match the template from adjacent

Fig. 4 Detection of centroid
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frame or region. As soon as template has been caught, camera will redirect its axis
to the moving object using its corresponding world coordinate. The video was
captured in 25 fps so motor is controlled in 25 Hz; otherwise, motion blur will
happen during processing.

We consider few frames where ball starting from the center position propagates
through the right upward direction. Object velocity has been sent to the motor
controller as a feedback to rotate the motor with significant stepping value
(Table 1).

Object in camera’ deep 
fovea region

Object in camera’ parafovea 
region in next frame

Fig. 5 Matching points using SURF algorithm

Table 1 Object velocity and corresponding motor current

Frame 1st 2nd 3rd 4th 5th 6th 7th

Velocity cm/s 2.5 2.2 1.96 1.51 1.5 1.33 1.2

Motor current(mA) 50.4 44.35 38.30 30.40 30.24 26.71 24.19

Fig. 6 Smooth pursuit
velocity with seven
successive frames
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Velocity of the ball gradually decreased while going to the upward direction in
all subsequent frames (Figs. 6 and 7).

5 Conclusion and Future Work

In this paper, we proposed an active vision system which imitates the human eye
movement; basically, it implements two major eye movements such as saccadic and
smooth pursuit movement. We first summarize the human eye anatomy and
physiology of its movement, and generate the same control model using various
apparatuses like stepper motor, controller, and camera. Our aim in this research
paper is to detect the high-resolution image of object and track that object smoothly
in more robust way. Next, we plan to evaluate VOR and OKR movement with the
help of IMU sensor and implement that active vision module on the mobile robot
for wide-area environment monitoring and surveillance.
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Vision-Based Forward Kinematics
Using ANN for Weld Line Detection
with a 5-DOF Robot Manipulator

Don Joe Martin, Aaditya Saraiya, V. Kalaichelvi and R. Karthikeyan

Abstract While robotic manipulators are becoming a common sight in today’s
industries and fast paced production lines, it is becoming difficult to develop
foolproof methods for automation of these manipulators, owing to their geometric
and structural variety. Creating a common algorithm for these manipulators would
help in setting a base standard for their automation. Trio Motion coordinators are
most widely used for robotic manipulators in recent times. The objective of this
paper is to create a simple interface based on Visual Basic programming language
to coordinate directly with the robot’s motion coordinator by bypassing all other
programming methods which are otherwise needed for sending commands to the
robot. This interface can be easily adapted for further tuning methods and also for
more or lesser degrees-of-freedom robotic manipulators. MATLAB has been used
for detecting the weld line in the image using image processing techniques.
A suitable artificial neural network has been used to give forward kinematic
solutions with image coordinates as the input.

Keywords Robotic manipulator ⋅ MATLAB ⋅ 5-DOF robot
Weld line detection ⋅ Artificial neural networks

1 Introduction

High productivity requires manipulators that are capable of performing complex
tasks in minimum time. Current industrial manipulators, however, are not con-
trolled to achieve minimum-time motions or are their work places structured so as
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to decrease the required task time [1]. This paper aims to create a Visual Basic
based GUI which can be utilized to bypass the Trio Motion controllers, which have
been used in the TAL (Tata Automation Limited, Pune) Brabo robot. Dung L.T
et al. have described methods of utilizing MATLAB/Simulink to model the robot
and provide the required control checks [2]. The image that is obtained from the
robot is passed through image processing algorithms that help in filtering out
unwanted features, thereby producing the weld line to be traced. A few image
processing algorithms have been discussed henceforth in the text, with the results
relevant to weld line detection. However, even though Vijayarani and Vinupriya [3]
found that Canny edge detection is better than Sobel detection, we experimented
with both these popular edge detection algorithms. For the case of weld line
detection, Canny edge detection was not effective due to the detection of unnec-
essary image features. The image processing results with Sobel edge detector were
satisfactory and have been enumerated in Sect. 5. An artificial neural network
model is trained in order to predict the output and to solve for the forward kine-
matics solutions (X, Y, Z) when the image coordinates (x, y) have been provided to
the neural network as input. Dehghani et al. in [4] have compared the results of
MLP neural network with a wavelet-based neural network for providing forward
kinematic solutions of a HEXA parallel manipulator robot.

2 Modeling of 5-DOF Robot Manipulator

Trio software is used to create the interface between the robot’s controller and the
operating computer system which is replaced. This is used to run the robot until an
appropriate controller is created that can override all of these software’s contribu-
tions and automate the entire robotic process. Figure 1 shows the 5-DOF TAL
Brabo robot utilized for the analysis. A graphical user interface for the robot was
built up using ActiveX and Visual Basic. ActiveX is a tunnel mechanism that

Fig. 1 The TAL robot’s response to the Visual Basic commands
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creates a direct connection between the robot’s motion controller and the control-
ling PC, and helps to control the robot motion drivers in an easy way. The Visual
Basic program that was created enables the user to send the required coordinates
directly to the robot. Figure 2 shows the GUI created for ActiveX–Visual Basic
interfacing for TAL robot.

3 Denavit–Hartenberg Parameters

Four DH parameters have been used to describe each of the five single DOF
revolute joints used in the serial robotic manipulator [5]. The four DH parameters
include two link parameters ðai, αiÞ and two joint parameters ðdi, θiÞ that are shown
in Table 1. The DH parameters help to showcase the dimensions of the robot in a
succinct manner and provide a standard method to describe the forward kinematics

Fig. 2 ActiveX–Visual Basic interfacing for TAL robot

Table 1 The Denavit–
Hartenberg parameters for
5-DOF TAL robot (in cm)

Link
no. i

ai αi di θi Joint
variable qi

1 0 −90 40ðL1Þ θ1 θ1
2 40ðL2Þ 0 0 θ2 θ2
3 40ðL3Þ 0 0 θ3 θ3
4 0 −90 0 θ4 − 90 θ4
5 0 0 40 L5ð Þ θ5 θ5
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equations for a robotic manipulator. The DH parameters can be explained as given
below.

a. Link length ðaiÞ—Distance between Zi and Zi+1 along axis Xi+1

b. Link twist angle ðαiÞ—Angle between axes Zi and Zi+1 along axis Xi+1

c. Joint distance ðdiÞ—Distance between Xi and Xi+1 along axis Zi

d. Joint angle ðθiÞ—Angle between Xi and Xi+1 along axis Zi

4 Forward Kinematics

Forward kinematic model of the manipulator helps to analyze the transformation
from joint space to Cartesian space [5]. The overall transformation from the base to
the end effector frame can be modeled by successive transformations from one joint
to another as shown in Eq. (1).

0
5T = 0

1T × 1
2T × 2

3T × 3
4T × 4

5T ð1Þ

The overall transformation can be given by the following matrix equation given
in Eq. (2).

0
5T =

C1S234C5 + S1S5 −C1S234S5 + S1C5 C1C234 C1ðL2C2 +L3C23 +L5C234

C1S234C5 −C1S5 − S1S234S5 −C1C5 S1C234 S1ðL2C2 +L3C23 +L5C234

−C234C5 C234S5 − S234 L1 −L2S2 −L3S23 −L5S234
0 0 0 1

2
664

3
775

ð2Þ

From the above matrix, the position of end effector (X, Y, Z) can be deduced for
the 5-DOF robotic manipulator. S refers to sin θ, C refers to cos θ, and L is length of
links. Equation (3) shows the matrix equation which can be used to given the
position of end effector in the initial conditions.

Tend− effector =

0 0 1 L2 + L3 +L5
0 − 1 0 0
1 0 1 L1
0 0 0 1

2
664

3
775 ð3Þ

5 Image Processing for Weld Line Detection

Image processing has been utilized for the process of automatic arc welding. For the
process of arc welding, the endpoints of the center weld line are considered as
features and the image processing is done in real time to ensure the most accurate
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and adaptable results for weld line detection. Certain image preprocessing tech-
niques are applied in order to segment the weld line and detect the endpoints of the
weld line. The preprocessing techniques used are explained below.

5.1 Conversion of Image to Grayscale

The original image is captured by the camera at fixed height. The images are of
640 × 480 resolution and consist of RGB images which have three channels (Red,
Green, and Blue). These images are converted into grayscale to make the data easier
to handle and to apply segmentation algorithms.

5.2 Sobel Edge Detection

For the process of detection of the center weld line, a Sobel edge detector has been
utilized. The Sobel edge detector highlights the edges in the image by finding the
absolute gradient at each point. The algorithm uses two 3 × 3 convolution kernels
in order to calculate the derivatives of pixel intensities in both vertical and hori-
zontal directions [3]. For the weld images, the Sobel edge detector has been used in
the vertical direction. This allows detection of all vertical edges which was bene-
ficial for the particular grayscale images considered.

(a) (b)

(c) (d)

Fig. 3 a Original image of weldpiece. b Edges detected in weldpiece. c Coordinates in the Hough
space. d Original image with weld line detected
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5.3 Hough Line Transform

After the process of edge detection, Hough line transform is used to detect even
imperfect lines in the image. First, the detected edge pixels are transformed into
Hough space and stored in an accumulator. These accumulators are used to detect
infinite lines which are later reduced to finite lines. Using this, the center weld line,
being most prominent in the image, is detected and the endpoints are obtained [6].
Figure 3a–d shows the results which are obtained after completion of image pre-
processing. Figure 4 summarizes the entire workflow including the image pro-
cessing and the neural networks part. The experimental data obtained is used for
post-processing and is used as training data for the artificial neural network which is
explained in Sect. 6.

6 ANN Modeling for Forward Kinematics

6.1 Overview

Neural networks are computational structures which consist of fundamental com-
putational units called neurons. These networks have an ability of classification of
the data according to the weights and biases of the neurons. The weights of the
hidden layer are varied as per the backpropagation algorithm over numerous epochs
in order to introduce various features which can successfully fit the data and aid in
reduction of the error metric [4]. The scaled conjugate training method has a better
prediction accuracy and is utilized for the proposed work. This method uses infor-
mation of the second order from the neural network and also takes step-size scaling
into consideration. The detailed explanation is given in reference number [7].

Original image Image Pre-
processing 

Image coordinates of 
segmented weld-line 

ANN Model using image 
and end-effector coordi-
nates 

Forward Kinematic Solutions for the 
5-DOF Robotic Manipulator 

Fig. 4 Workflow of the process of weld line detection and forward kinematics using ANN
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6.2 Dataset and Network Architecture

The real-time data collected is used for training the neural network for forward
kinematics. Due to the limitation of the intersection between the workspace of the
robot and view of the camera, a total of 16 images were captured which were
utilized for training the neural network. The testing data was separately captured
and involved four images at different orientations from the training data. The
prediction accuracy was ±2% for the testing data. A neural network architecture
with 2 input neurons, 25 neurons in the hidden layer, and 3 neurons in the output
layer is utilized. The target data was prepared by taking the ideal values of the weld
lines without any error. Mean squared error (MSE) was chosen as the error metric
for this process.

6.3 Methodology

The input values for the neural network include the (x, y) coordinates obtained as
endpoints of the weld line from the image after the image processing steps. The
neural network maps these input values to the output values of the neural network,
which are the (X, Y, Z) coordinates of the end effector of the robot in the linear
mode. With these provided coordinates, the end effector can move to the end points
of the weld workpiece. These forward kinematic solutions were experimentally
verified in real time by moving the Tata TAL Brabo robot to the various positions
obtained as output from the neural network.

7 Results and Discussion

The neural network model has many parameters which can be tuned in order to
improve the network performance. The following analysis has been carried out in
order to validate the performance of neural modeling for 5-DOF robotic
manipulator.

7.1 Training the Network with Different Training
Algorithms

The neural network was trained with three algorithms which include Levenberg–
Marquardt (LM), Scaled Conjugate Gradient (SCG), and Gradient Descent (GD).
The scaled conjugate gradient produced the lowest MSE of 46.2962 in 2958 epochs
as shown in Fig. 5. The Levenberg–Marquardt algorithm produced the same error,
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and however did not run for the full number of epochs while the gradient descent
algorithm does not converge. Figure 6 gives the prediction accuracy between actual
output and neural model output.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Number of Epochs= 5000

100

101

102

103

104

105

106

107
M

ea
n 

Sq
ua

re
d 

E
rr

or
  (

m
se

)
Best Training Performance is 46.2962 at epoch 2179

Train
Best

Fig. 5 Mean square error versus no. of epochs
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7.2 Training the Network with Different Number of Epochs

From the previous analysis, Scaled Conjugate gradient (SCG) was taken as the best
training algorithm hence further analysis was done using that. The performance of
Scaled Conjugate gradient was observed over different number of epochs which has
been summarized in Table 2. Beyond 4000 epochs, the error remains almost same.

7.3 Training the Network with Different Activation
Functions

For the earlier analysis, purelin activation function was used. However, in this
analysis, the neural network was trained using scaled conjugate gradient with 5000
epochs using various activation functions. For the log sigmoid activation function,
the MSE was 113771.309 at epoch 1664 and for tan sigmoid, the MSE was
113752.175 with epoch 64 with the training not occurring for all epochs. Hence,
purelin linear activation function was considered ideal for the analysis.

7.4 Training the Network with Different Number
of Neurons in the Hidden Layer

The performance analysis has been extended by changing the number of neurons in
the hidden layer. The MSE was observed to be same when using 5, 10, 15, 20, and
25 neurons. However, the convergence was fastest with 25 neurons in the hidden
layer. Hence, choosing 25 neurons is most effective if the computation resources are
available for the same.

8 Conclusion

A GUI has been successfully created for controlling TRIO controllers using the
ActiveX interface through Visual Basic. A neural network based approach has been
used to find the forward kinematics solution. This is done by creating a mapping
between the detected endpoints in the weld line and the required orientation of the
robot to reach to those particular points in Cartesian space. The neural network

Table 2 Performance of error with change in the number of epochs for SCG

No. of epochs 1000 2000 4000 5000 10,000

MSE 601.8986 465.1309 46.2962 46.2962 46.2962
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performance has been analyzed by tuning the network with the efficient perfor-
mance parameters. The performance of the neural network has also been verified in
real time by testing the output values using a 5-DOF TAL Brabo robot. It can be
concluded that the ANN modeling has given satisfactory results and can be used for
real-time applications.
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Performance Measurement and
Evaluation of Pluggable to Scheduler
Dynamic Load Balancing Algorithm
(P2S_DLB) in Distributed Computing
Environment

Devendra Thakor and Bankim Patel

Abstract The imbalanced load between clusters is a key issue in distributed comput-

ing environment. All existing dynamic load balancing algorithms are post-active, as

balancing activities start after system turn into imbalanced state. The better approach

is to design pro-active load balancing algorithm which starts working with schedul-

ing algorithms. It helps scheduling algorithms to schedule incoming jobs in such a

way that system remains in balanced state. The pluggable to scheduler dynamic load

balancing algorithm (P2S_DLB) is designed and evaluated over priority scheduling

algorithm in our previous research work. The P2S_DLB is pro-active dynamic load

balancing algorithm. In this paper, we have measured and evaluated the performance

of P2S_DLB over First Come First Serve (FCFS), Shortest Job First (SJF), and Earli-

est Deadline First (EDF) scheduling algorithms. The experimental result shows that

algorithm has improved the cluster utilization and decreased the imbalance level of

distributed computing environment in case of all the three scheduling algorithms.

Keywords Dynamic load balancing ⋅ Imbalanced load ⋅ Distributed computing

Cluster ⋅ Scheduling algorithm

1 Introduction

The distributed computing environment is widely used platform for job execution

due to the advancement in computing and network technology. It provides platform

to access geographically scattered resources by sharing jobs between computational

nodes [1, 2]. The geographically scattered computational resources are congregated

into virtual groups known as cluster [3]. The user-generated jobs are assigned to
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clusters for an execution. The biggest issue in distributed computing environment is

uneven utilization of clusters [3]. It has been noted in literature that gradually some

of the clusters becomes overloaded while the other clusters remain medium loaded

or underloaded [4–9]. It is a problem of imbalanced load between clusters which

reduces the overall system performance as resources are not utilized properly. The

reason behind the problem is post-activeness of load balancing algorithms and job

scheduling performs without looking the current status of clusters.

The scheduling algorithms allocate the incoming jobs to different clusters for exe-

cution in well-defined pattern. The algorithms consider resource requirements, pri-

ority, sequence, deadline, etc. of incoming jobs for scheduling [4]. Load balancing

is the process of harmonizing load between clusters of distributed systems. It aims

to optimize resource utilization, maximize throughput, minimize response time, and

avoid overload of any single resource [1–3, 5, 9].

Existing dynamic load balancing algorithms start balancing activities after sys-

tem becomes unbalanced. The better approach is to start balancing activities from

the beginning by running dynamic load balancing algorithm in parallel with job

scheduling algorithm [5]. If the scheduling decision is to be taken by considering

current status of clusters, then the problem of imbalanced load between clusters can

be resolved. We have designed the pluggable to scheduler dynamic load balancing

algorithm (P2S_DLB) in our previous research work [5]. It can be plugged into any

scheduling algorithm which helps scheduler to select best suitable cluster by provid-

ing current load status of clusters.

The first objective of the study is to check the performance of P2S_DLB algo-

rithm over different well-known scheduling algorithms. The First Come First Serve

(FCFS), Shortest Job First (SJF), and Earliest Deadline First (EDF) scheduling algo-

rithms are selected for checking. The second objective is to measure and evaluate

the performance of the simulation results of FCFS, SLF, and EDF algorithms with

FCFS_DLB, SJF_DLB, and EDF_DLB algorithms, which are the combination of

FCFS, SJF, and EDF with P2S_DLB algorithm respectively.

The rest of the paper is organized as follows. In Sect. 2, we have discussed the

related work. The system model, list of notations, and evaluation parameters are

described in Sect. 3. Section 4 focuses on implementation scenario, simulation setup,

and clusters information of input dataset. The steps of P2S_DLB algorithm are stated

in Sect. 5. The simulation results and analysis of results are presented in Sect. 6.

Finally, conclusion is stated in Sect. 7.

2 Related Work

Many researchers have addressed the issue of imbalanced load between clusters.

They came up with different methodologies for balancing load in distributed com-

puting environment which can be found in literature [5–9].

The pluggable to scheduler dynamic load balancing algorithm (P2S_DLB) is

proposed in [5]. The algorithm takes current load status of clusters and resource
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requirement of incoming jobs as an input and find out best suitable cluster for incom-

ing job execution as an output. The cluster having higher number of free resources is

selected first for execution of incoming job. The algorithm has total four levels; in the

first level, it tries to achieve more than 50% utilization of every clusters. In the second

level, an algorithm going one step ahead and tries to achieve more than 66% cluster

utilization. The algorithm tries to achieve 75% and 80% cluster utilization in levels 3

and 4, respectively. The P2S_DLB is simulated in ALEA [12] using real-time dataset

over priority scheduling (PS). The simulation results show that P2S_DLB increased

the average resource utilization by 16.12% and decreased the average of percentage

of imbalance matric to 9.12% which is 67.71% in case of PS.

In paper [6], a semi-distributed load balancing method is proposed for homo-

geneous system. The new job is assigned to a processing node by considering the

present load status of each node. The system is partitioned into a number of clusters,

and each cluster has a master to perform local load balancing and also to commu-

nicate with global master. The mechanisms of election for new master in case of

failure exclude faulty nodes from a cluster is proposed. The proposed load balanc-

ing method is scalable and has low message and time complexities. The method of

cluster partitioning and load transfer is not addressed in paper.

In [7], a new dynamic task scheduling algorithm for heterogeneous cluster-based

HEFT with duplication (CBHD) have been developed. The CBHD algorithm is

union of the heterogeneous earliest finish time (HEFT) and the triplet clustering algo-

rithms. The developed CBHD algorithm takes less execution time than both HEFT

and triplet cluster algorithms, and it achieves the load balancing which considered

one of the main performance factors in the dynamic environment.

The prediction-based dynamic load balancing algorithm (PDLB) is designed in

[8]. It predicts the future status of clusters which is playing vital role to balance

load between the clusters. The experimental results show that prediction approach

improves the performance but still there is a scope of improvement [9].

3 System Model

The distributed computing environment comprises two entities, computational

resources and the users. The computational resources are geographically scattered

and in high quantity while the users are of different types and connected via

networks.

The following properties of the distributed computing environment are

considered:

∙ Incoming jobs are heterogeneous with respect to CPU, memory, and I/O

requirements.

∙ Clusters are heterogeneous with respect to number of machines, cost of processing,

processing speed, operating system, memory, and I/O capacity.

∙ Study is limited to non-preemptive job scheduling.

∙ Migration of job is not required.
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Table 1 List of notations

Notation Description

n Total number of jobs

m Total number of clusters

Cj jth cluster, where 1 ≤ j ≤ m
𝜆j Load imbalance matric of jth cluster

Ljmax Maximum load of jth cluster

L Mean load of all clusters

Num_PE_j Total number of processing elements on jth cluster

Num_Free_PE_j Total number of free processing elements on jth cluster

Num_Running_PE_j Total number of running processing elements on jth cluster

Num_Required_PE_i Number of required processing elements for successful execution of

ith job

Table 1 shows the list of notations used in paper. Load imbalance metrics char-

acterize how unevenly work is distributed between clusters. The percent imbalance

metric is most commonly used parameter to check level of imbalance. Imbalance

matric can be computed using the following equation: [10]. For cluster Cj,

𝜆j = (
Ljmax
L

− 1) ∗ 100%, (1)

where Ljmax is the maximum load on jth cluster and L is the mean load of all clusters.

This metric measures the performance lost due to imbalanced load, the performance

that could be reclaimed by balancing the load.

4 Implementation Scenario and Input Dataset

Windows 10 on an Intel Core i3-370M processor with 3 GB of RAM and 320 GB

of hard disk is used during experiments in ALEA version 2 [11] with JDK 1.8 and

JRE 1.8. The goal of the experiment is to check the performance of P2S_DLB with

combination of different scheduling algorithms. ALEA is GridSim [12] based job

scheduling simulator which in turn is a Java-based simulation tool that provides facil-

ities to model and simulates the entities like users, heterogeneous resources, resource

load balancers, and applications.

The real-time dataset from the Gaia cluster log is taken for testing algorithms. The

Gaia cluster is one of the four clusters operated by the University of Luxembourg

HPC Center (ULHPC) initially released in 2011 [13, 14]. The Gaia is a heteroge-

neous cluster that has been upgraded several times. The selected dataset contains 3

months of data from May to August, 2014. It is used mainly by biologists working

with large data problems and engineering people working with physical simulations.
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Table 2 Cluster configuration

Cluster Id Cluster Name Nodes CPUs Total CPUs

1 gaia-[1–60] 60 12 720

2 gaia-[61–62] 2 12 24

3 gaia-[63–72] 10 12 120

4 gaia-73 1 160 160

5 gaia-74 1 36 36

6 gaia-[75–79] 5 16 80

7 gaia-[80–119] 40 12 480

8 gaia-[120–151] 32 12 384

Total 151 272 2004

Total of 51,987 jobs are created during the 3-month period and submitted to Gaia

cluster having 151 nodes, manufactured by Bull and Dell, with a total of 2004 cores

for job execution [13, 14].

Table 2 describes the specifications of the Gaia cluster. The Gaia cluster is col-

lection of total 08 heterogeneous clusters. Each cluster has different numbers of

machines and processers. It contains total 2004 processors to execute incoming jobs.

5 Pluggable to Scheduler Dynamic Load Balancing
Algorithm (P2S_DLB)

The P2S_DLB is doing load balancing activity at the time of job scheduling. The

algorithm takes current load status of clusters and incoming job as an input and

find out best suitable cluster for incoming job execution as an output. The clusters

having higher number of free resources are selected first for incoming job execution.

The algorithm achieves better resource utilization and increases the level of load

balancing step by step. It dynamically balances load by scheduling incoming job to

specific cluster by considering current load status of that cluster. The best part of

P2S_DLB is that it balances load without job migrate.

6 Experimental Results and Analysis

The scheduling algorithms (FCFS, SJF, and EDF) and dynamic load balancing algo-

rithms (FCFS_DLB, SJF_DLB, and EDF_DLB) are simulated in predefined envi-

ronment. The cluster utilization and the percent of imbalance matric are calculated

as performance evaluation parameters.

The statistics of each cluster utilization, average cluster utilization, and improve-

ment in average cluster utilization for all algorithms is shown in Table 3. The result
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Algorithm 1 Pluggable to scheduler dynamic load balancing algorithm (P2S_DLB)

1: for i =1 to n do
2: for j =1 to m do
3: if Num_Free_PEj > Num_PEj∕2 then
4: if Num_Running_PEj ≥ Num_Required_PEi then
5: Schedule ith job to jth cluster for execution
6: else if Num_Free_PEj > Num_PEj∕3 then
7: if Num_Running_PEj ≥ Num_Required_PEi then
8: Schedule ith job to jth cluster for execution
9: else if Num_Free_PEj > Num_PEj∕4 then

10: if Num_Running_PEj ≥ Num_Required_PEi then
11: Schedule ith job to jth cluster for execution
12: else if Num_Free_PEj > Num_PEj∕5 then
13: if Num_Running_PEj ≥ Num_Required_PEi then
14: Schedule ith job to jth cluster for execution
15: else
16: if Num_Running_PEj ≥ Num_Required_PEi then
17: Schedule ith job to jth cluster for execution
18: update load status of Cj

shows that the first cluster which is having highest processing resources is overuti-

lized, while seventh and eight clusters are medium utilized and second to sixth clus-

ters are underutilized in all scheduling algorithms. It indicates uneven utilization

of clusters and so the average utilization is only 26.70%, 25.94%, and 26.60% in

FCFS, SJF, and EDF scheduling algorithms, respectively. The average utilization is

increased to 39.52%, 39.89%, and 41.21% when scheduling algorithm plugged into

P2S_DLB. The average utilization is improved by 12.83%, 13.95%, and 14.60% in

FCFS_DLB, SJF_DLB, and EDF_DLB compared to FCFS, SJF, and EDF, respec-

tively. The reason behind improvement is even utilization of all clusters which

Table 3 Cluster utilization in percentage

Cluster Id Cluster Name FCFS FCFS_DLB SJF SJF_DLB EDF EDF_DLB

1 gaia-[1–60] 69.38 51.71 68.83 51.61 69.04 51.36

2 gaia-[61–62] 13.71 33.74 13.09 34.67 16.66 41.33

3 gaia-[63–72] 15.96 36.84 16.03 36.34 15.39 36.54

4 gaia-73 17.89 38.24 18.31 36.61 19.73 37.17

5 gaia-74 16.54 37.08 8.74 38.06 12.19 39.63

6 gaia-[75–79] 13.53 36.05 14.50 37.04 13.16 35.64

7 gaia-[80–119] 42.03 44.43 42.08 44.88 41.80 44.66

8 gaia-[120–

151]

33.40 40.67 34.74 40.77 34.04 40.94

Average Utilization 26.70 39.52 25.94 39.89 26.60 41.21

Improvement in Average Utilization 12.83 13.95 14.60
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Table 4 Imbalance matric in percentage

Cluster

Id

Cluster Name FCFS FCFS_DLB SJF SJF_DLB EDF EDF_DLB

1 gaia-[1–60] 159.89 30.84 165.34 29.39 159.53 24.64

2 gaia-[61–62] 48.65 14.63 49.54 13.09 37.37 0.29

3 gaia-[63–72] 40.22 6.78 38.20 8.90 42.14 11.33

4 gaia-73 33.00 3.24 29.41 8.22 25.83 9.80

5 gaia-74 38.05 6.17 66.31 4.59 54.17 3.83

6 gaia-[75–79] 49.33 8.78 44.10 7.14 50.53 13.52

7 gaia-[80–119] 57.42 12.42 62.22 12.51 57.14 8.37

8 gaia-[120–151] 25.09 2.91 33.92 2.21 27.97 0.66

Average Imbalance Metric 56.46 10.72 61.13 10.76 56.83 9.06

is achieved because P2S_DLB balances the load between clusters at the time of

scheduling. It indicates that the P2S_DLB is performed better compared to tra-

ditional scheduling algorithms and performance remains stable with all the three

scheduling algorithms.

Table 4 shows the percent of imbalance matric and average of imbalance matric

for all algorithms. The percent of load imbalance is more than 50% for FCFS, SJF,

and EDF with average imbalance matric value 56.46%, 61.13%, and 56.83%, respec-

tively. The reason behind more amount of load imbalance is overutilization of the

first cluster in all scheduling algorithms. The problem of overutilization is because

of the scheduling algorithms which schedules all the incoming jobs to the first clus-

ter though the other clusters are free or underutilized. This problem is resolved by

combining scheduling algorithms with P2S_DLB which schedules incoming jobs to

all clusters by looking current load status of cluster. The proposed technique bal-

ances the load between clusters, and because of that the percent of imbalance is very

less in FCFS_DLB, SJF_DLB, and EDF_DLB with the average imbalance matric

value 10.72%, 10.76%, and 9.06%, respectively. The results indicate that P2S_DLB

balances the load effectively with all the three scheduling algorithms.

Figures 1, 3, and 5 show the cluster usage on day-to-day basis in graph format

for FCFS, SJF, and EDF scheduling algorithms and Figs. 2, 4, and 6 show same

for FCFS_DLB, SJF_DLB, and EDF_DLB dynamic load balancing algorithms. In

graphs, the X-axis represents number of days and Y-axis represents the clusters in

descending order of total number of CPUs. The total eight rows, which are painted

with green, yellow, or red colors and separated by thin white lines, represent the

each cluster utilization day-wise in graphs. The rows are painted for 90 days as the

selected dataset is of 3 months. The green, yellow, and red colors represent under-,

medium, and overutilization of clusters, respectively. In Figs. 1, 3, and 5, most of

the portion of the first two rows is painted with red color, and in remaining six rows

most of the portion is painted with green color which illustrates the first two clus-

ters are overutilized while remaining six clusters remain underutilized in all three
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Fig. 1 Cluster utilization per day in FCFS

Fig. 2 Cluster utilization per day in FCFS_DLB

scheduling algorithms. In Figs. 2, 4, and 6, most of the portion of all eight rows is

painted with yellow or green colors which indicates all eight clusters are medium uti-

lized or underutilized in all three modified scheduling algorithms. The red painted

portion is very less in Fig. 2, 4, and 6 which means overutilization of clusters is very

less in modified scheduling algorithms. The results show that the idea of balanc-

ing load between clusters in parallel with job scheduling works, as the combina-

tion of P2S_DLB with scheduling algorithms improves the performance of all three

algorithms.

7 Conclusion

The P2S_DLB algorithm plugged into traditional FCFS, SJF, and EDF schedul-

ing algorithms. All three scheduling algorithms without and with combination of
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Fig. 3 Cluster utilization per day in SJF

Fig. 4 Cluster utilization per day in SJF_DLB

Fig. 5 Cluster utilization per day in EDF



328 D. Thakor and B. Patel

Fig. 6 Cluster utilization per day in EDF_DLB

P2S_DLB are simulated on real-time dataset of 3 months having 51,987 jobs in real-

time cluster configuration using ALEA simulator. The cluster utilization and percent

of imbalance matric are calculated as an evaluation parameter. The simulation results

show that the P2S_DLB increased the average utilization of clusters and decreased

the percent of imbalance matric for all the three scheduling algorithms. The per-

formance of P2S_DLB remains stable with all the tree scheduling algorithms. The

combination of EDF and P2S_DLB gives the best performance out of three schedul-

ing algorithms.
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Performance Enhancement of Hadoop
for Big Data Using Multilevel Queue
Migration (MQM) Technique

C. Sreedhar, N. Kasiviswanath and P. Chenna Reddy

Abstract The recent advancements in Hadoop MapReduce scheduling techniques
have demonstrated significant outcomes. The continuous tradeoff between the
data-job locality and synchronization results in the higher efficiency for the
framework. Thus, large number of scientific and enterprise applications have
adopted the parallel and synchronized mechanism through Hadoop framework.
However, with this adaptation, a large number of datacenter-based nodes are been
deployed, significantly causing the increase of energy consumptions. Henceforth,
the demand of the recent research is to enhance the overall efficiency of Hadoop
jobs and to decrease the energy consumption without degrading the performance.
The recent advancements have demonstrated by many strategies by improving the
Map and Reduce job allocation techniques; conversely, the same improvement can
also be achieved through multilevel queues. Hence, this work constitutes the
multilevel queue with custom load balancing to demonstrate the improvement in
overall performance of Hadoop job scheduling. The work results in a significant
improvement of Hadoop jobs in terms of execution times and energy consumption.
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1 Introduction

In the recent years, datasets generated by digital devices are huge in terms of
volume and distributed across various servers [1]. Hadoop is an open-source
platform which can process data in various formats such as structured,
semi-structured, and unstructured. A MapReduce job splits the given dataset into
chunks of data such that the map task processes in a parallel manner [2]. The
framework sorts the outputs of the maps, which are then inputted to the reduce
tasks. Typically, both the input and the output of the job are stored in a file system.
The framework takes care of scheduling tasks, monitoring them, and re-executing
the failed tasks. Hadoop Distributed File System (HDFS) is a distributed file system
which has master/slave architecture and can store huge volumes of data [3]. Default
queues present in Hadoop job schedulers can no longer cope with several number of
jobs/tasks made as a request to Hadoop. Hence, there is a need for multilevel queue
mechanism which can process the jobs/tasks in parallel to meet the requirements of
data analytics applications such as clustering large datasets, at a faster rate with
increased size in data. The jobs submitted by the users in MapReduce framework
are divided into map and reduce jobs. The map jobs are handled by process sharing
queues, and the reduce jobs are handled by the server sharing queues [4]. After
submitting the jobs into the MapReduce framework, the map and the reduce jobs
are been allocated to the node level slots for the execution based on the availability
[5]. The Hadoop framework encounters three major challenges as locality defined
the distance between the job and the data for the job to processes, synchronization
defined synchronization of the data from the map and reduce jobs, and finally the
fairness defined comparative fairness between the locality and the synchronization
[6]. However, the most critical challenge is the fairness of the framework. Many
algorithms are been defined in order to solve this problem. Few of them are been
understood and analyzed in later part of this work. Hence, this work demonstrates
the use of multilevel queues for Yet Another Resource Negotiator (YARN)-based
scheduling techniques to enhance the job performance. The other side of the
MapReduce framework problem points toward the energy cost efficiency as the
increasing number of nodes pushes the framework toward the massive
energy-consuming structure [7]. Henceforth, large amount of researches are been
carried out in order to find the most energy-efficient job scheduling and migration
techniques. The energy efficiency of the Hadoop framework significantly depends
on the workload and eventually calculated as amount of work process per energy
units [8]. Hence, the demand of the current research is to provide energy-efficient
job migration technique. Conversely, only the job migration based on the energy is
not sufficient enough to provide the fairness of the job efficiencies; hence, the
priority and other factors are also to be considered for the scheduling and migration
techniques. There is a need for enhancing the Hadoop scheduling techniques
through the use of multilevel queues. Here, the queues or pools can be configured
based on the needs and requirements of the problem. Clustering very large datasets
is one such problem where huge volumes of datasets are to be grouped based on the
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similarities [9]. Large datasets are split into chunks of data and the task of finding
similarities or unknown patterns can be achieved using several map and reduce
jobs.

The remainder of this study is organized as follows. Various approaches
developed recently to improve the efficiency of Hadoop schedulers are discussed in
Related Work. Approaches recently developed to improve clustering results are
discussed in Related Work. The proposed multilevel queue migration technique is
described in Proposed Work. An extensive set of experiments with various con-
figuration sets and comparison of job migration and job reallocation is presented in
Experimental Setup and in Results and Discussion section. Finally, conclusions and
future work are discussed in Conclusions.

2 Related Work

The FIFO is the default job scheduler in Hadoop framework and schedules the jobs
based on the arrival into the queue [10]. Hadoop’s built-in scheduler executes the
map task in the job with data locality preference [11]. The basic principle of fair
scheduler is to identify the available map–reduce slots and then allocate the slots to
the queued jobs with a fair sharing [12] mechanism such that all the jobs get same
amount of CPU times [13]. The fair scheduler deploys resource pools for each user
and sometimes for per cluster. The fair scheduler can limit the number of concurrent
jobs per user or per cluster by limiting the jobs per pool [14, 15]. By default, fair
scheduler consists of a single default queue.

The fundamental technique used for capacity scheduler is very similar to the fair
scheduler with an only significant difference as the jobs are allocated to the queues
instead of pools [16]. The configurations of the queues are such that when a job is
received by YARN, the YARN searches for the queue with the highest available
capacity and assigns the job. The other major techniques for job allocation are the
predefined allocation techniques like user- or group-based policies, where the jobs
submitted by a specific user or group are allocated to a dedicated queue for the user
or group [17].

The work of Nguyen et al. [18] proposed a scheduling technique based on the
job priority to reduce the waiting time of the job with higher priority. However, the
locality of the job is been underset in this algorithm. In the latter part of this work,
the novel algorithm demonstrates the use of job priority with increased locality of
the jobs. The work of Zaharia et al. [19] proposed a technique based on the shortest
job first algorithm called Longest Approximate Time to End (LATE) for the
heterogeneous Hadoop jobs. In this framework, the submitted and slow running
jobs are analyzed based on the remaining time to complete and the jobs are been
scheduled to higher ranked nodes for faster competition. Nevertheless, the localities
of the jobs are certainly been overlooked to prioritize the job competition time.
A Self-adaptive MapReduce Scheduling (SAMR) algorithm in heterogeneous
environment [20] demonstrates the appropriate utilization of the nodes based on the
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identification of the fast and slow nodes. The tasks running slow are migrated to the
faster cluster, and hence the time for job completion is reduced. The SAMR is an
enhancement of LATE scheduler.

Zaharia et al. [21] demonstrated the job scheduling for the specific jobs where
the principle of locality cannot be obtained as the jobs requested at some clusters
where the data is not present locally called delay scheduler. This framework works
on a simple principle to address the jobs as if the current job in the queue cannot be
started locally; then, the job is pushed back into the queue unless the locality of the
data is achieved. The major drawback is the starvation issue for the long waiting
jobs. This framework handles the starvation issue by starting the jobs locally in case
of long waits.

Cassales et al. [22] demonstrated the context-aware scheduler where the map–
reduce jobs are started based on the available nodes with regard to availability of
CPU or I/O or network capacities. The work demonstrates a good strategy; how-
ever, the optimal configuration after the job migration is not been achieved in this
framework.

3 Proposed Solution

The first phase of the algorithm analyzes the highest loaded node and migrates the
jobs to the available less-loaded node. After identifying the source and destination,
the algorithm identifies the jobs to be migrated based on the workload of data
nodes. The outcome of this algorithm is to enhance the overall performance of
Hadoop scheduling using Multilevel Queue Migration (MQM) technique. The
following steps present the description of MQM technique.

The first step is to calculate the load on each node in the Hadoop clusters using
Eqs. 1–5. This step must be repeated for all the nodes in the clusters in Hadoop
environment where the clusters are considered to be heterogeneous.

PhyCPUCapacity = ∑
n

i=1
VMðiÞCPUCapacity ð1Þ

PhyMemoryCapacity = ∑
n

i=1
VMðiÞMemoryCapacity ð2Þ

PhyIOCapacity = ∑
n

i=1
VMðiÞIOCapacity ð3Þ

PhyNetworkCapacity = ∑
n

i=1
VMðiÞNetworkCapacity ð4Þ
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Π= ðPhyCPUCapacity +PhyMemoryCapacity +PhyIOCapacity +PhyNetworkCapacityÞ ð5Þ

In the second step, the algorithm identifies the highest and lowest loaded node in
the Hadoop environment using Eqs. 6 and 7.

ΠMAX =
If Πi >Πj, then ΠMAX =Πi

Else Πj >Πi, then ΠMAX =Πj

�
ð6Þ

ΠMIN =
If Πi <Πj, then ΠMIN =Πi

Else Πj <Πi, then ΠMIN =Πj

�
ð7Þ

Once the source and destination are identified as MAX and MIN, respectively,
the identification of job to be migrated is carried out, and thus the identification of
the virtual machine holding the job is done using Eqs. 8, 9, and 10.

Migratable JobPriority =
∃ Job,Priority½JobðiÞ� > Priority½JobðjÞ�, then Migratable Job← JobðiÞ
Else Migratable Job← JobðjÞ

�

ð8Þ

Migratable JobCapacity =

∃ Job,Capacity Required½JobðiÞ�>Capacity Required½JobðjÞ�,
then Migratable Job← JobðiÞ
Else Migratable Job← JobðjÞ

8><
>:

ð9Þ

Migratable Job=
If Migratable JobPriority =Migratable JobCapacity,
then Migratable Job←Migratable JobCapacity
Else Migratable Job←Migratable JobPriority

8<
: ð10Þ

After identifying the job to be migrated using the above Eq. 10, the virtual
machine running the job is to be identified using Eq. 11.

VMðiÞ← Identified VM ð11Þ

Once virtual machine is identified, the job is to be migrated from source to
destination as identified in the second step; the migration of the job internally takes
place based on the migration of virtual machines. After the migration, the new load
of the cluster is to be identified using Eq. 12.

VMðiÞ=VMðiÞCPUCapacity +VMðiÞMemoryCapacity +VMðiÞIOCapacity +VMðiÞNetworkCapacity
ð12Þ

ΠMAX −VMðiÞ=ΔSource ð13Þ
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ΠMIN +VMðiÞ=ΔDestination ð14Þ

After the calculation of the new load using Eqs. 13 and 14, the source and
destination nodes must obtain the efficient workload condition, where the loads are
nearly equally balanced using Eq. 15.

If ΔSource ≈ΔDestination,Then Migrate VMðiÞ
Else i = ∈ ðnÞ

�
ð15Þ

where n is the total number of virtual machines.

4 Experimental Setup

A Hadoop cluster consists of many machines in a network, each machine is termed
as a node, and these nodes communicate to each other over the network. Large
dataset is broken into chunks or splits, where each chunk is equal to the block size
that is set for the HDFS cluster (which is 64 MB by default). In HDFS, there are
two types of nodes: a master node (NameNode) and worker node (SlaveNode).
Several experiments were conducted on various configurations to evaluate the
efficiency and performance comparison of our proposed solution. The experiments
were conducted with the Intel Core i3-5005U CPU 2.66 GHz and RAM capacity of
12 GB and with four processor cores. The slave nodes also referred as datanodes
with the configuration of Intel Core i3-5005U CPU 2.66 GHz and with specified
RAM capacity of 2 GB and with two processor cores. The allocation rule can be
identified here, where the jobs submitted by the respective users will be allocated to
the specified queue by default. Multilevel queues can be configured based upon the
objective of the problem, for example, clustering. In the problem of clustering,
multilevel queues can be formed based upon the number of clusters needed.
Multilevel queue configuration, capacity scheduler multilevel queue setup, and fair
scheduler multilevel queue setup are discussed in [23].

5 Results and Discussion

This work demonstrates the results of configuration with CS-1U-1J, FS-1U-1J–
FIFO and FS-1U-1J–FAIR, where the performance evaluation parameters such as
local storage cost, HDFS storage cost, map job waiting time, reduce job waiting
time, total job time, and total job waiting time are been compared as shown in
Table 1.

Hence, this clearly demonstrates with a proper configuration of the queue, and
the waiting times for the jobs are nearly zero. Next, this work demonstrates that the
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results of configuration set-2, for user-1 and user-2 are shown in Table 2 and
Table 3, respectively.

The results clearly demonstrate the reduction of the local and HDFS storage cost
for the configuration, where multiple users submit multiple jobs with weighted
queue configurations. Next, this work demonstrates the results of configuration with
CS-3U-3J, FS-3U-3J–FIFO, and FS-3U-3J–FAIR where the performance evalua-
tion parameters such as local storage cost, HDFS storage cost, map job waiting
time, reduce job waiting time, total job time, and total job waiting time are been
compared for user-1, user-2, and user-3 and shown in Table 4, Table 5, and
Table 6, respectively.

The results clearly demonstrate the reduction of the local for the configuration,
where multiple users submit multiple jobs with weighted queue configurations. The
waiting time increases significantly for fair scheduler with FIFO configuration and

Table 1 Performance comparison for configuration set-1

Experiment
name

Local
storage cost
(KB)

HDFS
storage cost
(KB)

Map job
waiting time
(ms)

Reduce job
waiting time
(ms)

Total job
time (ms)

CS-1U-1J 8494 208 0 0 1011018
FS-1U-1J–
FIFO

8493 208 0 0 2194453

FS-1U-1J–
FIFO

8493 208 0 0 2510011

Table 2 Performance comparison for configuration set-2 (User-1)

Experiment
name

Local
storage cost
(KB)

HDFS
storage cost
(KB)

Map job
waiting time
(ms)

Reduce job
waiting time
(ms)

Total job
time (ms)

CS-2U-2J 8494 208 0 0 1562530
FS-2U-2J–
FIFO

8493 208 0 0 2217508

FS-2U-2J–
FIFO

4595 123 0 0 1160195

Table 3 Performance comparison for configuration set-2 (User-2)

Experiment
name

Local
storage cost
(KB)

HDFS
storage cost
(KB)

Map job
waiting time
(ms)

Reduce job
waiting time
(ms)

Total job
time (ms)

CS-2U-2J 4595 123 0 0 556563
FS-2U-2J–
FIFO

4595 123 0 0 1207336

FS-2U-2J–
FIFO

8493 208 0 0 1738994
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remains zero for other configurations. The second part of the results demonstrates
the effect of proposed job migration technique with the comparison of all existing
18 techniques, as shown in Table 7, on the parameters like energy consumption in
kWh, execution time—host selection mean in seconds, execution time—VM
reallocation mean in seconds, and execution time—total mean in seconds.

Comparative analysis of the energy consumption is been undertaken, where this
work demonstrates the energy consumption difference with existing techniques.
Comparative analysis of the job reallocation time is been undertaken, where this
work demonstrates the job reallocation time difference with existing techniques
shown in Table 8.

Next, comparative analysis of the job/host selection time is been undertaken,
where this work demonstrates the job/host selection time difference with existing
techniques. Hence, the result of job/host selection time shows nearly a significant

Table 4 Performance comparison for configuration set-3 (User-1)

Experiment
name

Local
storage cost
(KB)

HDFS
storage cost
(KB)

Map job
waiting time
(ms)

Reduce job
waiting time
(ms)

Total job
time (ms)

CS-3U-3J 8494 208 0 0 764193
FS-3U-3J–
FIFO

8493 208 77878 0 814368

FS-3U-3J–
FAIR

8493 208 0 0 2173455

Table 5 Performance comparison for configuration set-3 (User-2)

Experiment
name

Local
storage cost
(KB)

HDFS
storage cost
(KB)

Map job
waiting time
(ms)

Reduce job
waiting time
(ms)

Total job
time (ms)

CS-3U-3J 4595 123 0 0 389306
FS-3U-3J–
FIFO

4595 123 0 0 370165

FS-3U-3J–
FAIR

4595 123 0 0 1253263

Table 6 Performance comparison for configuration set-3 (User-3)

Experiment
name

Local
storage cost
(KB)

HDFS
storage cost
(KB)

Map job
waiting time
(ms)

Reduce job
waiting time
(ms)

Total job
time (ms)

CS-3U-3J 4596 124 0 0 635978
FS-3U-3J–
FIFO

4595 124 0 0 1143084

FS-3U-3J–
FAIR

4595 124 0 0 1225295
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80% improvement over the existing techniques and 66.67% lesser than the existing
techniques. Hence, the result of execution time shows nearly a significant 73%
improvement over the existing techniques and 87.5% lesser than the existing
techniques.

Hence, the result of job reallocation time shows nearly a significant 70%
improvement over the existing techniques and 83.35% lesser than the existing
techniques.

6 Conclusion

The work demonstrates the existing techniques with understanding of the signifi-
cance in time and data complexity paradigm like FIFO scheduler, fair scheduler,
capacity scheduler, dynamic priority based hybrid scheduler, LATE scheduler,
SAMR scheduler, delay scheduler, and context-aware scheduler. This paper pre-
sents MQM technique, which can efficiently schedule the jobs using multilevel
queues and produce fair amount of test results to prove the novelty and improve-
ment in energy consumption. The result shows nearly a significant 30% improve-
ment of execution times over the existing techniques and 88.89% lesser than the
existing techniques along with a significant 70% improvement over the existing

Table 7 List of techniques used for performance comparison

Used name in this work Selection policy Allocation policy

IQR MC Maximum Correlation Inter Quartile Range
IQR MMT Minimum Migration Time Inter Quartile Range
LR MC Random Selection Local Regression
LR MMT Minimum Migration Time Local Regression
LR MU Minimum Utilization Local Regression
LRR MC Maximum Correlation Robust Local Regression
LRR MMT Minimum Migration Time Robust Local Regression
LRR MU Minimum Utilization Robust Local Regression
LR RS Robust Local Regression Rom Selection
MAD MC Maximum Correlation Median Absolute Deviation
MAD MMT Minimum Migration Time Median Absolute Deviation
MAD MU Minimum Utilization Median Absolute Deviation
MAD RS Rom Selection Median Absolute Deviation
THR MC Maximum Correlation Static Threshold
THR MMT Minimum Migration Time Static Threshold
THR MU Minimum Utilization Static Threshold
THR RS Rom Selection Static Threshold
IQR MU Inter Quartile Range Minimum Utilization
MQM ALGO Proposed Algorithm Part-1 Proposed Algorithm Part-2
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techniques for job reallocation time. Significant achievement of this work also
includes the coining the novel performance evaluation matrix for comparative
understanding of the proposed and existing technique. The final outcome of the
work demonstrates the significance of queue scheduling to achieve similar per-
formance. The future work presents testing the proposed solution for large datasets.
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Semi-automatic Ontology Builder Based
on Relation Extraction from Textual Data

Anjali Thukral, Ayush Jain, Mudit Aggarwal and Mehul Sharma

Abstract This paper proposes a semi-automated tool to build ontology from text.
The tool consists of an analyzer to parse the given text and a mapper that maps NLP
triple to RDF triple under user supervision. The resulted RDF triple is then vali-
dated through “triple validator” for its existence in the ontology. The triple is
augmented to the ontology if it does not exist. System learns during this process and
provides better mapping suggestions with time, making ontology building faster.

Keywords Ontology builder ⋅ Text to ontology ⋅ Concept ontology
RDF triple

1 Introduction

Ontology is a description (like a formal specification of a program) of the concepts
and relationships that can formally exist for an agent or a community of agents [1].
A domain ontology (or concept ontology) represents the conceptual model under-
lying a certain domain, describing it in a declarative way [2]. In the present time,
majority of the data is in the textual form such as journals, documents, and website.
Converting these unstructured data into ontologies requires a lot of time and manual
work. So, there is high requirement of some kind of automation to make the task of
conversion easier. To fulfill this requirement, we developed a tool that converts text
into concept ontology with minimum human intervention. The tool uses three main
methods relation extraction, rule-based mapping, and validator and storage which
are described in later sections. This paper is organized as follows: Sect. 2 presents
the related work on building ontologies. Details of the proposed system are pro-
vided in Sect. 3. Section 4 provides performance evaluation of the system, followed
by the conclusion in Sect. 5.
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2 Related Work

A lot of attention has been given toward the building of ontology over the years.
A huge set of efforts have been put in the field of automatic building of ontologies,
mainly focusing on domain (concept) ontology. Maddi et al. [3] presented the
method of extraction of ontologies for text documents using linear algebraic method
called as single-value decomposition for obtaining the concepts from terms and
used bipartite ontology graphs to represent the results. Yeh and Yang [4] proposed a
method of automatic ontology creation for historical documents from digital library
using latent topic extraction and topic clustering. Bedini and Nguyen [5] presented
a framework that evaluates the automation of ontology generation. The work also
provides a comprehensive analysis of existing software. The work of Moreno and
Sanchez [6] provides a methodology to build ontologies automatically and
extracting information from web documents. The work of Gantayat and Iyer [7] for
automatic building of ontology from lecture notes is available at several courseware
repositories. It uses NLP for keyword extraction, term frequency inverse document
frequency (tf-idf) for extracting the concepts from keywords, and “apriori
algorithm” to determine associations among concepts. Gillam and Ahmad [8] have
proposed statistical methods for extracting the concepts from the text. Most of the
work done for building of ontology is for a specific domain, whereas the proposed
tool is a generic system that can build any ontology in less time under the domain
expert (user) supervision, irrespective of its domain. Moreover, final decision is in
the hands of domain expert, so it prevents the insertion of ambiguous and incorrect
information into the ontology. This tool generates standard OWL ontology which
can be accessed and manipulated in ontology editors such as protégé [9].

3 Proposed Approach

The proposed tool is a user-friendly generic semi-automated ontology builder
which uses relation extraction and rule-based mapping procedure to build concept
ontologies from text (Please refer Fig. 1). The ontology builder creates the concept
ontology, besides domain learning during the building process. With time and
enough learning, the system is able to produce concept ontology in less time with
minimal human intervention. It prunes the input texts and converts it into basic
form, i.e., triples (subject, predicate, and object) using relation extraction and adds it
to ontology after validation from user. If builder is not able to recognize the
semantics of the information, user will provide the semantics, which will intern add
to the learning of the software, so that it becomes capable to recognize the similar
semantics of the information in future and is able to add the correct information in
the ontology.

The proposed system contains three modules analyzer subsystem, mapper sub-
system, and triple validator and storage. Home screen of the tool provides the
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interface for the features like starting a new ontology building session, viewing the
current ontology file, importing and exporting of OWL file, rule file, and perfor-
mance CSV file which are explained below.

3.1 Analyzer Subsystem

Analyzer subsystem performs the task of relation extraction. It processes the input
text and presents all the possible relations that can be extracted from the given
sentence by passing the text through OpenIE component [10] of “Stanford
CoreNLP API [11]”. User then selects the best relation among the system sug-
gestions, which is then passed to the mapper subsystem for further processing.

Fig. 1 Proposed system flow
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3.2 Mapper Subsystem

The mapper uses a relation that was extracted using analyzer, schema of the concept
ontology, and the rule file which defines certain mapping rules to map predicate text
to an appropriate OWL property. Mapping of subject/object text is done using label
annotations of existing individual in the ontology. If the predicate text is mapped to
a data property, then object and subject text are mapped to a literal and an indi-
vidual, respectively. But, both subject and object texts are mapped to an individual
if predicate is mapped to an object property.

Rule File
The rule file contains rule of format “Predicate text” → “OWL property IRI”.
Rules are arranged in the lexical order of predicate text for efficient searching.
During the mapping process whenever user explicitly maps predicate text to an
OWL property, then corresponding rule is added to the rule file.

Working of Mapper
The mapper first tries to map subject, predicate, and object itself (Ref. Fig. 2). In
case the mapper does not find an appropriate solution, it recommends the possible
options to be selected by a user manually. After mapping all the components of
relation, it creates appropriate OWL triples using OWL API [12]. User is asked to
give a feedback from scale of 0–5 as on what level tool was helpful. User feedback
is saved in a CSV file with the help of Java CSV API.1 The resulted triples are then
passed to the next module, i.e., Triple validator and storage system.

Fig. 2 Mapper screen

1https://www.csvreader.com/java_csv.php.
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3.3 Triple Validator and Storage

Validator module checks for the existence of all the triples received from mapper, in
the ontology either as it is or in the form of inference from the existing information
in ontology using HermiT Reasoner [13]. “Already Exists” status depicts that triple
information is already present in the ontology, and “New” status depicts that the
triple is added to the ontology as it was not there earlier. After adding all the triples,
ontology is checked for the consistency using HermiT Reasoner [13]. In case of
inconsistency, changes are not reflected in the original ontology file.

4 Experimental Results

We created ontology on “Technology Classification” for experimental purpose. The
ontology classifies various fields and subfields of science and technology. The
ontology and relevant text data (collected from various sources) were fed into the
system. Experiment was performed over four sessions under supervision of domain
expert to display the building process. Growth of ontology, generated rule file, and
performance of the system were captured. Ontology graph was created using SOVA
plug-in2 for Protégé ontology editor [9].

4.1 Technology Classification Ontology

Ontology is illustrated in Fig. 3. Ontology schema “Technology Classification” fed
to the application was created using protégé ontology editor [9] and was fed to the
system as ontology schema.

Figure 4 illustrates the populated “Technology Classification” ontology which
was obtained after passing significant amount of text data into the system.

4.2 Rule File Generation

All rules formed during the mapping procedure for the predicate text part of the
relation are stored in rule file. The system refers to this rule file for mapping
purpose.

2https://protegewiki.stanford.edu/wiki/SOVA_1.0.0.
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4.3 Performance

A user may follow the guidelines (tabulated in Fig. 5) while providing feedback
regarding the mapping accuracy.

For subject/object, 0, 1, and 2 stand for new resource, existing resource but not
mapped by the system, and existing resource which is mapped by the system,
respectively. Similarly, for predicate, 0 and 1 stand for predicate which was not
mapped to a property and mapped to a property, respectively.

Figure 6 shows the performance of the tool during four sessions. It shows that as
the process of ontology building continues, the system is able to efficiently convert
text to RDF triples, making the ontology building process faster.

Fig. 3 Ontology schema
“Technology Classification”
fed to the application

Fig. 4 Ontology obtained
after processing through
application
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Fig. 5 Feedback guidelines
regarding mapping

Fig. 6 The tool performance (rating based)
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5 Conclusion

A tool for building ontology from text was proposed in the paper. The design of the
proposed tool is modular with three components: analyzer subsystem, mapper
subsystem, and triple validator and storage. The experiment was performed on
technology classification ontology. It was noted that system’s performance and
results are greatly dependent upon the ontology schema and the input text fed to the
tool. The ontology building is a learning process, and the perceived knowledge is a
result of user’s interaction with the system. It was also noted that whatever be the
ontology, after converting a certain amount of text (which covers good amount of
domain’s knowledge) into triples, the system was able to get trained and was able to
make correct recommendations. As the future work, the analyzer subsystem module
can be improved to handle complex sentences.
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An Ideal Approach for Medical Color
Image Enhancement

Dibya Jyoti Bora

Abstract Medical images are poorly illuminated and often suffer from low contrast
so it needs enhancement before further processing. In this paper, we have intro-
duced an ideal approach for medical color image enhancement which is based on
type-2 fuzzy set with unsharp masking based post-processing. The proposed
technique has been tested in various poor contrast medical color images and found
the results superior to the other traditional state-of-the-art algorithm.

Keywords Color medical image ⋅ Contrast improvement ⋅ CIELAB
Image sharpening ⋅ Medical color image enhancement ⋅ Type-2 fuzzy set
Unsharp masking

1 Introduction

In medical imaging area, the medical images are used for various diagnostic pur-
poses and help to visualize the affected organ of a patient in a better way [1, 2]. But it
is found that medical images often suffer from poor illumination due to low contrast
and the important regions are not properly visible due to the fuzzy nature of the
boundaries [3]. So, a better diagnosis of a patient cannot be expected from these poor
quality images. Here arises the need of an efficient enhancement technique for
medical images which will have the capability to deal with the vague behavior of
medical images. Crisp-based techniques are not capable of dealing with the
vagueness property of medical images [3]. Again, enhancement of color medical
images needs a special treatment due to the color computations involved [1]. Here,
we have to apply the enhancement technique very carefully so that the hue values
will not be affected. Keeping these things in mind, in this paper we have introduced
an efficient approach for medical color image enhancement. This technique is based
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on the concept that the enhancement can be achieved without altering the hue values
if we target only the intensity channel [4–6]. For this, the first requirement will be a
suitable color space with a devoted intensity channel. As RGB does not fit in this
condition, we have selected LAB color space for our proposed approach. Then, a
type-2 fuzzy set based technique is used for the contrast enhancement of the intensity
channel of LAB-converted image. Finally, the extra blurriness that usually appears
after fuzzy enhancement is removed by an unsharp masking based technique.

The outline of the remaining portion of the paper is as follows: Sect. 2 reviews
previous work done in the field. In Sect. 3, the steps involved in the proposed
approach are presented. In Sect. 4 and its subsections, the technical concepts
involved in the proposed approach are explained. Experiments are demonstrated in
Sect. 5. Finally, the conclusion is drawn in Sect. 6.

2 Related Work and Motivation Toward the Proposed
Work

Gu et al. [1], proposed a new enhancement technique for medical color image
enhancement by Young–Helmholtz (Y-H) transformation with the adaptive
equalization of intensity numbers matrix histogram. They enhance the contrast by
adaptive histogram equalization and thereby suppress the noises present in the
original image. The inverse transformation is carried out from Y-H to RGB to show
the enhanced color image without affecting hue and saturation values. They claim
through experiments that the proposed technique is well suitable for diagnosis of
medical images as it carries low computational complexity.

Lin and Lin [7] proposed a novel method Fuzzy Automatic Contrast Enhance-
ment (FACE) which first performs fuzzy clustering to segment the input image. The
pixels with similar colors in the CIELAB color space are classified into similar
clusters with smaller characteristics.

Hsu and Chou [8] introduced a medical image enhancement technique based on
modified color histogram equalization where they focus on hue preservation while
doing the enhancement. For this, they employed two methods. The first one tries to
obtain an equalized color image preserving hue by using the ratio of the original
grayscale image and the equalized image. The another one achieves hue preser-
vation by applying the difference between the original gray version of the image
and the equalized one obtaining the final equalized color image.

Chaira [3] suggested intuitionistic fuzzy set theory based image enhancement
techniques as it takes into account two uncertainties and there is a good possibility
of better enhancement of medical images. The author also proposed [9] type-2
fuzzy set based medical image contrast enhancement technique. She used
Hamacher T co-norm as an aggregation operator to form a new membership
function with proper upper and lower membership functions. The image with the
new membership function is found as an enhanced one of the original one.
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Zhao and Zhou [10] introduced an efficient unsharp masking based medical
image enhancement technique for suppressing background noise where they embed
the PLIP multiplication into the unsharp masking framework.

From the literature, it is found that medical images often suffer from vagueness
and hence it requires a strong fuzzy set based technique to deal with this high level
of uncertainties exist in the intensity channel of the medical image. Type-2 fuzzy set
based technique has this special benefit in this case. Unsharp masking filtering
technique removes the burliness to a very promising level. Also, only a few good
techniques are available for enhancing color medical images. So, it motivates us to
develop a color medical image enhancement technique which will have the capa-
bility of dealing a high level of uncertainties as well as sharpen the image by
removing the blurriness which usually adds a redundant layer of brightness.

3 Steps Involved in the Proposed Algorithm

The proposed algorithm consists of four steps which are stated below:

Step1. Input poor contrast medical color image. Color space conversion from RGB
to LAB is taken place and L-channel is extracted from the converted image.
Step2. The L-channel of LAB-converted image obtained at step 1 is passed to Type-
2_Fuzzy_Enhnc() for improving the poor contrast.
Step3. The enhanced L-Channel obtained at step 2 is passed to the method
Unsharp_Mask(). This method will output the sharpen L-Channel by removing the
blurriness that may arise in the enhanced L-channel produced by Type-2_Fuz-
zy_Enhnc() maintain an equilibrium.
Step4. The old L-channel obtained at step 1 is replaced by the sharpen L-channel
obtained at step 3 to obtain the enhanced LAB image. This enhanced LAB image is
converted back to RGB color space to obtain the final enhanced version of the input
color Medical Image.

4 Materials and Methods

In this section, the methods involved in the proposed approach are discussed. They
are explained sequentially as per their requirement in the subsections.

4.1 CIELAB Color Space

This is a device-independent color space originally defined by CAE and specified
by the International Commission on Illumination [11]. Unlike RGB color space
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where every channel is associated with intensity levels, LAB color space has a
particular channel L specifically for luminance level. The other two channels are a*
and b* which are chromaticity layers. The a* values show where the color falls
along the red green axis, and b* values show where the color falls along the
blue-yellow axis. In the following diagram (Fig. 1), it is clearly shown that a*
negative values indicate green while positive values indicate magenta; and b*
negative values indicate blue and positive values indicate yellow.

Originally, LAB color space is based on CIE XYZ color space [12]. [X, Y, Z]
can be obtained by the following equations:

X
Y
Z

2
4

3
5=

0.4125 0.3576 0.1804
0.2127 0.7152 0.0722
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5 ð1Þ

Then it can be converted into LAB color space easily with the following
Eqs. (2), (3), and (4):
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We have chosen LAB color space over RGB for the required enhancement task
as LAB has the devoted channel for luminance, L-channel. So, first, the input RGB
color image is converted into LAB and then the L-channel has been extracted from
it (see Fig. 2).

Fig. 1 LAB color space
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4.2 Type-2 Fuzzy Set Based Enhancement Technique,
Type-2_Fuzzy_Enhnc()

Zadeh [13] introduced fuzzy set where he brought the concept of the membership
function. Here, reasoning is based on “approximation” rather than “exact”. But, the
main problem with a fuzzy set is that there is no definite membership function, so
different results may arise according to the different membership functions con-
sidered by different researchers for the same problem [9]. In [14], Zadeh introduced
the concept of the type-2 fuzzy set by considering fuzziness in the membership
function itself. The membership function is now bound to interval based properly
bounded by lower and upper bounds. The membership function of the type-1 fuzzy
set is blurred to obtain the type-2 fuzzy set (see Fig. 3) [15].

A type-2 fuzzy set ATYPEII can be defined as [9, 14, 16]:

ATYPEII = x, μ⌢Aðx, uÞj∀x ∈ X, ∀u ∈ Jx ⊆ ½0, 1�
n o

, ð5Þ

where μ
⌢

Aðx, μÞ is the type-2 membership function, Jx is the primary membership
function of x, and the upper and lower limits are defined as

μupper = ½Jx�α

μlower = ½Jx�1 ̸α ð6Þ

where 0 < α ≤ 1.

Fig. 2 a Original HE-stained tissue image; b LAB-converted image; and c Extracted L-channel

Fig. 3 Type-1 and type-2 fuzzy set membership area
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The uncertainty in the primary membership of a type-2 fuzzy set is represented
by the footprint of uncertainty (FOU), which can be shown by the following
equation:

FOUðATYPEIIÞ=⋃x∈XJx ð7Þ

Our proposed technique for type-2 fuzzy set based enhancement,
Type-2_Fuzzy_Enhnc() is mainly motivated from the works presented in [9, 16].

First, we have defined the primary membership function Jx as:

Jx =
I − Imin

Imax − Imin
, ð8Þ

where I is the gray level of the image (say A) of the range 0 to L − 1, Imin is the
minimum, and Imax is the maximum gray value of the image.

We have introduced the following equation for calculating the new membership
function:

μ
⌢

A =
μlow ⋅ λ+ μhigh ⋅ ð1− λÞ
1− ð1− λÞ ⋅ μlow ⋅ μhigh

, ð9Þ

where λ is calculated using the equation below:

λ=
Iavg
L

, ð10Þ

where L is the number of gray levels in the image.
The value of α is calculated on the trial-and-error basis. We have found optimum

enhancement result for α=0.7.
In our case, we have enhanced the original L-channel of the LAB-converted

image using the equations defined above (Fig. 4).

4.3 Unsharp Masking, Unsharp_Mask()

This is a simple but very efficient image sharpening technique [10, 17, 18]. Its
working methodology is that it first finds out the blurred or negative version to

Fig. 4 a Original L-channel;
b Enhanced L-channel by the
proposed type-2 fuzzy set
enhancement technique
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create the unsharp mask of the original image. After that, it subtracts the blurred
version (means combines the unsharp mask) from the original image resulting in an
edge enhanced sharpen version of the original version. We have employed unsharp
masking on the type-2 fuzzy set enhanced L-channel to remove unwanted blurriness
that if arise after initial enhancement to finally produce enhanced and edge
sharpened version of the same. The steps and equations involved in our unsharp
masking technique, Unsharp_Mask(), are illustrated below:

Say, Lðx, yÞ is the current L-channel and L′ðx, yÞ is its smooth version obtained
with anisotropic Gaussian smoothing [19] with kernel values along row and column
directions, respectively σx =1 , σy =8.

Then, the edge image Leðx, yÞ is given by the following equation:

Leðx, yÞ=Lðx, yÞ− L′ðx, yÞ ð11Þ

Now, the final sharpen image Lsharpðx, yÞ can be obtained by

Lsharpðx, yÞ=Lðx, yÞ+ c * Leðx, yÞ, ð12Þ

where c > 0.1 is a scaling constant. We have taken c = 0.5 through trial-and-error
strategy (Fig. 5).

5 Experiment and Result Discussion

The proposed technique has been implemented in Matlab in a system with an i5
processor and 64 bit Windows 10 operating system. For comparison of results, we
have chosen the traditional state-of-the-art technique CLAHE and a recent tech-
nique proposed by Ensafi and Tizhoosh [16]. We have tested our technique on
several HE stain images out of which results for two images are presented here. HE
stain (or HE stain) stands for hematoxylin and eosin stain. These are the widely
used stain in medical diagnosis. This type of staining method helps pathologists to
distinguish different tissue types. Hematoxylin is a dark blue or violet stain which is
basic/positive and eosin is a red or pink stain that is acidic/negative. A combination
of hematoxylin and eosin generally produces blues, violets, and reds.

Fig. 5 a Enhanced
L-channel by the proposed
type-2 fuzzy set enhancement
technique; b Final enhanced
version of (a) by unsharp
masking
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Image 1: This image (Fig. 6) is the HE-stained lung tissue sample taken from an
end-stage emphysema patient [20, 21]. Here, cell nuclei are blue-purple, red blood
cells are red, other cell bodies and extracellular material are pink, and air spaces are
white.

Image 2: This (Fig. 7) is an HE-stained image of tissue (Image courtesy of Alan
Partin, Johns Hopkins University).

5.1 Subjective Evaluations

Subjective evaluation is carried out on the experimental results by five experts from
the field. They have rated the proposed approach based on how much contrast is
enhanced, color information restored with fewer color artifacts, brightness pre-
serving, and less appearance of darker regions due to over-amplification of noises
present in the homogeneous regions which ultimately determine the overall visual
improvement obtained through a color image enhancement technique.

So, from the subjective evaluation (refer Table 1), it is found that our proposed
approach succeeds to produce an efficient enhancement for medical color images on
the basis of a good rating from all the experts on an average basis. It is clear from
the results that the enhanced color image produced by the proposed approach is free

Fig. 6 a Original image; b Image enhanced by CLAHE; c Image enhanced by Ensafi and
Tizhoosh [16]; and d Enhanced image by proposed technique

Fig. 7 a Original image; b Image enhanced by CLAHE; c Image enhanced by Ensafi and
Tizhoosh [16]; and d Enhanced image by proposed technique
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from over enhancement, and vagueness is removed to a satisfactory level with clear
sharpen boundaries. Contrast is improved better than the same output by CLAHE
and type-2 fuzzy set based enhancement technique by Ensafi and Tizhoosh [16].

5.2 Objective Evaluation

To conduct the objective evaluation, we have adopted two metrics: Entropy and
Peak Signal-to-Noise Ratio (PSNR). The entropy of an image can be calculated
using the following equation:

E= − sumðp. * log2ðpÞÞ ð13Þ

The PSNR of an image can be calculated using the following equation:

PSNR =10 log10ðMAXi2 ̸MSEÞ, ð14Þ

where MAXi is the maximum possible pixel value of the image and MSE is the
mean squared error which can be calculated using Eq. (15):

MSE= ∑
M

y=1
∑
N

x=1
½I x, yð Þ− I ′ x, yð Þ�2, ð15Þ

where M, and N are the dimensions of the image, I(x, y) is the original image, and I′
(x, y) is the enhanced image.

We have selected entropy and PSNR for the objective evaluation as these two
metrics include both the enhancement impact and also the noise sensitivity issue.
For a better enhancement, the entropy value should be high [22]. And, for a better
suppression of noises, the PSNR value should be high. So, the higher the values of
entropy and PSNR, the better the enhancement achieved by an enhancement
technique.

Table 1 Subjective evaluation

Expert Is visual
improvement done
after enhancement:
Yes/No

Visual improvement
rating (value ranges
from 1 to 10)

Rating that how much possibility the
proposed approach can be applied to
medical color image enhancement
(value ranges from 1 to 10)

1 Yes 9 9
2 Yes 9 7
3 Yes 8 8
4 Yes 7 9
5 Yes 8 8
Average Yes 8.2 8.2
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From Table 2, it is clear that on average, the proposed approach is showing
higher values of entropy and PSNR than the other techniques in comparison; this
means the proposed approach succeeds to produce better enhancement.

6 Conclusions

The type-2 fuzzy set based enhancement technique for the medical color image is
proposed in this paper. For the color computations, LAB color space is chosen
because of its unique device-independent nature, possessing a devoted L-channel
for luminance value representation. We have introduced a new type-2 fuzzy
membership function by which the L-channel of the LAB-converted image is
enhanced first. After that, the unwanted blurriness is removed using unsharp
masking producing a better enhanced and sharpened version of L-channel. The old
L-channel is replaced by this enhanced version to obtain the enhanced LAB image
which after converted into RGB color space, the enhanced version of the original
color medical image is obtained. The experimental results prove the superiority of
the proposed approach through both subjective and objective evaluations. So, the
proposed technique can be considered as an ideal one for medical color images to
increase the contrast by removing the fuzziness which generally found in these
types of images.
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Score Formulation and Parametric
Synthesis of Musical Track as a Platform
for Big Data in Hit Prediction

Sunil Karamchandani, Prathmesh Matodkar, Suraj Iyer
and Nirav Gori

Abstract In today’s entertainment industry which is becoming increasingly com-
petitive, music producers, record labels are striving hard to give the next big hit
song and capture the viable music market. We propose to formulate factors and
dependency variables which would form the basis of hit prediction in big data
environment. The audio features such as pitch and tempo are analyzed in tandem
with statistical parameters such as root mean square energy, slope, period fre-
quency, and musical topographies like acousticness, loudness, and instrumental-
ness. This is a preliminary experiment where the simulated ratings are paralleled
with ground truth obtained from Billboard, Spotify, and Radio Mirchi rankings over
a period of 5–10 weeks. The paper covers a wide area of tracks from USA, UK,
Australia, and India, and proposes to arrive at a consensus to the factors con-
tributing to the success of the track according to their topography. While acous-
ticness plays a vital role in US and India countdowns, British are highly influenced
by the danceability and the energy components of the track. The paper provides a
cushion for hit prediction classification of musical tracks in big data applications.
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1 Introduction

Consign to oblivion Anu Malik, Farah Khan for an ear to audit potential talent in
song and music, we suggest to foretell the hit potential of a song in proposing a Hit
Conceivable Equivalency (HCE) by forking in statistical parameters with musical
topographies. Authors Silk et al. [1] have presented a music browsing service to
discover emerging styles in UK using four factors: artist, genre, location, and fans.
Statistical data from social media like Twitter mentions and number of hits on
SoundCloud have been used to determine the same. However, they have restricted
their region of research only to UK and have used non-musical attributes for the
analysis. “Popular music estimation based on topic model” [2] proposes a technique
for music estimation using audio parameters and time information. Relationship
between music trends and corresponding time period has been established using
machine learning algorithm. Micro-blogging data via tweets was represented as a
time series and correlated with Billboard ratings by the authors E. Zangerle in the
paper, “Can microblogs predict music charts?” [3] for predicting the music chart
ratings. However, the tweets and chart ratings predicted a mild correlation between
them. Hence, results do not consider the demographic variation in Twitter and
Billboard consumer data. The authors Yang et al. [4] harp on the success of deep
learning by conjoining primitive Mel-spectrogram with Convolution Neural Net-
work (CNN). The aim of their experiment suggests more success with deep learning
than convolutional NN. Again, they predict only the popularity of songs in Taiwan.
Authors Borg and Hokkanen [5] have employed machine learning algorithm which
have been fed with only signal features, such as cepstrum and MFCC coefficient
and devoid of any musical features. However, their concentration is focused on pop
media genre only.

We have accumulated the factors which would be instrumental in predicting the
hit potential of a song. Initially, we have assigned weights to these parameters
manually with reference to the Billboard rankings and Spearman rank coefficient
correlation method. However, our intention is to assign weights to the parameters
dynamically by big data and neural network applications in future.

2 Attribute Extraction

The attributes like acousticness, instrumentalness, loudness, and time signature are
obtained from echo-nest API [6]. The audio information with the aid of the
appropriate parameters can be extracted with an API call. Echo-nest software comes
to our rescue by generating the audio analysis when the song is run through it.
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2.1 Statistical Attributes

The following numerical values of the attributes have been formulated to exploit the
problem of hit prediction.

2.1.1 Slope

For the given audio signal, we have best curve, and then the derivate of this curve is
computed, which gives the value of slope.

2.1.2 Period Frequency

The audio signal or the song is divided into number of frames. We calculate the
frequency of the maximum periodicity of these frames and this is estimated using
auto-correlation function. In the auto-correlation if there are no peaks, its period-
icity is zero.

2.1.3 Entropy

We also calculate the Shannon entropy of the audio signal, i.e., the song to be
analyzed. Shannon entropy gives us the amount of uncertainty. The higher the
entropy, the more is the noise in the song. We use Eq. (1) to calculate the entropy,
where b is the base of the logarithmic function used.

H Xð Þ= − ∑
n

i=1
p xið Þ * logb p xið Þ ð1Þ

2.1.4 RMS Energy

An audio spectrum is comprised of a number of peaks. The RMS energy gives us
the effective energy of the song, and statistically it is area under the graph.
The RMS can be calculated by the following formula. The global energy of the
audio can be calculated by taking the root average of the square of the amplitude,
also called root mean square (RMS). It is given by Eq. (2).

xrms =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n
∑
n

i=1
xi =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x21 + x22 + x33 +⋯+ x2n
n

r

,

s

ð2Þ
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where x is the input audio signal. It basically provides us with the energy
throughout the song based on its sampled values and also gives the effective power
which is independent of the phase of the sample.

Tempo, key, energy, and signature features are extracted from echo-nest API. Let
us look for a hit track levels by Avicii. This gives us a song-ID of the track. A profile
call is made where we pass on song-ID along with a bucket which characterizes the
audio summary parameter [7]. The attribute data of the song is returned in separate
variables on extraction from the echo-nest software. Also, the description of each
feature is available in echo-nest’s documentation as well as below the analysis.

2.2 Musical Topographies

Different musical topographies influence the quality of the sound and are used to
enhance the soundtrack. The topographies which dominate the sound quality are
considered for the hit prediction analysis and are described in this section.

2.2.1 Danceability

Dance is a vibrant form of expression. It also acts as an indicator of whether the
song is likeable or not. Hence, we have considered a factor called the danceability
which is given in Eq. (3).

Danceability = Sum Tempo * v tð Þð Þ, ð3Þ

where v(t) represents the velocity of the beat at sample time t, i.e., beat strength.

2.2.2 Energy

Energy is a normalized measure representing a perceptual measure of intensity to a
value below unity. As we know tracks with high energy have a fast, loud, and noisy
feel, death metal on the higher end of the scale with a Bach prelude on the other
extreme end is example of the energy variations. Energy value is a consequence of
dynamic range, perceived loudness, timbre, onset rate, and entropy calculated as
in (4).

dx = 25.6 ̸nx

xn= dx ̸2 * n

Energy=Sum (xn) ̸n ð4Þ
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2.2.3 Key

Key signifies the scale or the different pitches that occur along a soundtrack. Each
individual scale has been assigned a key, say a key of 1 is allocated to track sung in
D-flat.

2.2.4 Liveliness

We have considered this feature which informs us about the involvement of the
audience in that particular recording. Tracks when performed live suggest an
increase in the liveliness coefficient. A score of 0.8 indicates a lively track. Values
below 0.6 most likely suggest studio recordings.

2.2.5 Loudness

Loudness measure is obtained as the amplitudes of the audio waves averaged across
the entire time period. It represents a primary psychological correlate of physical
strength defined in (5) and (6).

Loudness = ðRM ⋅ avg+ Peak ⋅ avgÞ ̸2 ð5Þ

The typical values of the loudness range from −80 to 0 dB.

2.2.6 Speechiness

The dominance of spoken words in a track is a measure of the speechiness of a
track. It is more pronounced in songs which are more like, poetry. The normalized
speechiness values above 0.66 are indicative of tracks that may be entirely of
spoken words. The median values of speechiness describe tracks which contain
equal contribution of both music and speech. Rap music is one such example where
speechiness is dominant in layers. Instrumentals can be mapped to lower range of
speechiness such as 0.33 and below.

2.2.7 Tempo

Tempo is analogous to the number of beats per minute in a sound track. For a full
duration of the song if Vinst(200 Hz) > −6 dB, then the
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Tempo= b ̸6 ð6Þ

Range of tempo analysis ranges from 70 to 180 bpm.

2.2.8 Valence

Valence illustrates the musical positivity in a track as shown in (7). As suggested,
high valence tracks are represented in qualities of happy and cheerful tones while
tracks with sad, depressive, or even angry tones are an indication of low valence.

Valence = ððloudnessðrmsÞ *Average segment durationÞ+ − σÞ * μ, ð7Þ

where the sign of the standard deviation depends on the mode.

3 Observation and Score Formulation

For understanding the listening and likeability patterns of the listeners of UK, USA,
and Australia, we have considered the same set of songs for these three nations. To
compute the weights, we needed a reliable source of ranking which we found out in
the form of Billboard hot 100 charts for the countries USA and UK and Spotify top
20 charts for Australia. Since India is a culturally diverse country, it is only fair to
include local Indian songs which would help us correctly gauge the likeability
factor and help us recognize the taste of the Indian audience, for which we have
used Radio Mirchi’s top 200 chart listings as a reference.

3.1 USA

Score (India) =

(RMS Energy * 100) + Slope + Period Freq +Entropy +Tempo

+BeatIntensity +Mean+ ðEnergy * 100Þ+Liveness + ðAcousticness * 1000Þ
+Time Signature +Key + Instrumentalness + Speechiness + (Danceability *

100) +Valence +Mode +Loudness

From the above formulation of the score for USA, it can be seen that for a song
to attract the audiences, acousticness parameter has the highest weight, which
means that the song should have less electronic instruments or tweaking and should
contain more acoustic instruments like guitar, piano, etc. which are electronically
treated. This is followed by danceability and energy with same weightage. Table 1
provides the hit prediction values with attributes for US song database (Table 2).
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Table 1 USA song database and score

Closer Heathens Cold
water

Let me love
you

Cheap
thrills

Brocolli

RMS energy 0.2482 0.23679 0.24521 0.2282 0.23249 0.32611
Slope 0.1283 −0.097 0.0322 −0.2549 0.0502 0.0752
Period freq 0.2781 0.1668 0.3034 1.6684 0.8342 0.1517
Entropy 0.9962 0.9964 0.9707 0.9721 0.9692 0.9716
Tempo 95.01 90.024 92.94 199.864 89.972 145.99
Beat intensity 59 68 59 66 64 72
Mean 154.41 150.89 134.29 125 113.76 141.34
Energy 0.524 0.396 0.798 0.718 0.8 0.525
Liveness 0.111 0.105 0.156 0.122 0.0775 0.057
Acousticness 0.414 0.0841 0.0736 0.0784 0.0561 0.236

Time signature 4 4 4 4 4 4
Key 8 4 6 8 6 8
Instrumentalness 0 0.0000358 0 0.000010 0.0000020 0
Speechiness 0.0388 0.0286 0.0432 0.0576 0.215 0.131
Danceability 0.748 0.732 0.608 0.476 0.592 0.886
Valence 0.635 0.547 0.488 0.143 0.736 0.711
Mode 1 0 0 1 0 1
Loudness −5.599 −9.438 −5.092 −5.309 −4.931 −7.39
Score 884.03 529.80 531.85 622.37 494.23 776.75

Table 2 USA average rank and analysis rank

Relative ranking:
Rank (weeks) Closer Heathens Cold water Let me love you Cheap thrills Brocolli

1 1 2 3 4 5 6
2 1 2 3 4 5 6
3 1 2 3 5 4 7
4 1 2 3 6 4 7
5 1 3 2 6 4 7
6 1 4 2 6 3 7
7 1 4 3 6 2 7
8 5 4 2 6 1 7
9 4 5 3 0 1 6
10 0 4 2 0 1 5
Average rank 1.77 3.2 2.6 4.3 3 6.5
Analysis rank 1 6 5 4 7 2
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3.2 India

Score (India) =

(RMS Energy * 100) + Slope +Period Freq +Entropy +Tempo

+BeatIntensity +Mean+ ðEnergy * 100Þ+Liveness + ðAcousticness * 1000Þ
+Time Signature +Key + Instrumentalness + Speechiness + (Danceability *

100) +Valence +Mode +Loudness

Indian music industry has come a long way from 1950s to 2017 and it has seen
many changes in terms of song production, recording, and distribution. Although
there is a rise of usage of electronic instruments, samples, and loops in today’s song
from the score, we can make out that even today acousticness parameter dominates
the most which is followed by energy and danceability. From this, we can conclude
that the Americans and Indians tastes of music are analogous (Tables 3, 4, and 5).

Table 3 Indian song database and score

Ae Dil
Hai
Mushkil

Toota Jo
Kabhi
Tara

Channa
Mereya

Tere
Sang
Yaara

Bulleya Kala
Chashma

Jag
Ghoomeya

RMS energy 0.2823 0.292 0.287 0.235 0.29088 0.2846 0.2097

Slope 0.0121 −0.1478 0.026 0.028 −0.296 0.026 −0.0126
Period freq 0.1192 0.175 0.256 0.667 0.1854 0.232 0.3337

Entropy 0.969 0.9755 0.9687 0.972 0.9655 0.970 0.9712

Tempo 123.89 139.9 90.06 76.02 86.95 106.04 82.927

Beat intensity 59 68 64 66 64 72 72

Mean 108.817 113.5266 156.1014 129 134.97 105.9 117.12

Energy 0.654 0.672 0.788 0.6 0.769 0.837 0.577

Liveness 0.165 0.219 0.106 0.075 0.112 0.272 0.103

Acousticness 0.713 0.412 0.237 0.649 0.497 0.107 0.49

Time signature 4 4 4 4 4 4 4

Key 3 9 9 8 2 0 11

Instrumentalness 0 0.000016 0.000024 0 0 0.000026 0

Speechiness 0.0679 0.0369 0.0446 0.033 0.046 0.0774 0.0344

Danceability 0.495 0.437 0.476 0.615 0.552 0.806 0.536

Valence 0.344 0.219 0.745 0.559 0.705 0.911 0.618

Mode 0 0 0 1 0 1 1

Loudness −6.639 −6.339 −4.281 −6.308 −4.504 −4.273 −7.83
Score 1149.88 881.83 713.18 1074 947.335 587.02 904.54
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3.3 United Kingdom

Score (UK)=

(RMS Energy * 100) + Slope +Period Freq +Entropy +Tempo +Beat

Intensity +Mean + (Energy * 100 ) +Liveness +Acousticness + Time

Signature +Key + Instrumentalness + Speechiness + (Danceability * 100) +Valen

ce +Mode +Loudness

As we analyzed the scores for USA and INDIA, we noticed that the people of
these two nations are more acoustically inclined, but what we observe from the
score for UK is that here acousticness does not play a major role, and the energy
and danceability of the song have equal importance and more prominence over
other parameters (Table 6, 7, and 8).

Table 4 India average rank and analysis rank

Rank
(Weeks)

Ae Dil
Hai
Mushkil

Toota Jo
Kabhi
Tara

Channa
Mereya

Tere
Sang
Yaara

Bulleya Kala
Chashma

Jag
Ghoomeya

1 1 2 3 5 4 7
2 1 2 3 5 4 8
3 1 2 3 5 4 10
4 1 2 4 3 6 5 14
5 1 2 3 4 5 8 16
Average
rank

1 2 3.5 3.2 5.2 5 11

Analysis
rank

1 5 6 2 3 7 4

Table 5 India relative ranking

Relative ranking

Rank
(Weeks)

Ae Dil
Hai
Mushkil

Toota Jo
Kabhi
Tara

Channa
Mereya

Tere
Sang
Yaara

Bulleya Kala
Chashma

Jag
Ghoomeya

1 1 2 3 5 4 6
2 1 2 3 5 4 6
3 1 2 3 5 4 6
4 1 2 4 3 6 5 7
5 1 2 3 4 5 6 7
Average
rank

1 2 3.5 3.2 5.2 4.6 6.4
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Table 6 UK song database and score

Say you
won’t let go

Starboy Closer Side to
side

Let me
love you

Cold
water

The
greatest

RMS energy 0.188 0.3244 0.2482 0.269 0.2282 0.2452 0.26347
Slope 0.0739 0.2108 0.1283 0.029 −0.2549 0.0322 0.06619
Period freq 0.256 0.2086 0.2781 0.208 1.6684 0.3034 0.8342
Entropy 0.970 0.9704 0.9962 0.967 0.9721 0.9707 0.9689
Tempo 99.26 95.01 159.1 199.86 92.943 192.024
Beat intensity 68 70 59 69 66 59 66
Mean 130.9 155.67 154.4 124.9 125 134.29 139.37
Energy 0.564 0.594 0.524 0.738 0.718 0.798 0.723
Liveness 0.086 0.134 0.111 0.292 0.122 0.156 0.0507
Acousticness 0.693 0.159 0.414 0.040 0.0784 0.0736 0.0109

Time signature 4 4 4 4 4 4 4
Key 10 7 8 6 8 6 1
Instrumentalness 0 0.00002 0 0 0.00001 0 0.0004
Speechiness 0.052 0.28 0.038 0.247 0.0576 0.0432 0.268
Danceability 0.4 0.608 0.748 0.648 0.476 0.608 0.666
Valence 0.449 0.635 0.606 0.143 0.488 0.731
Mode 1 1 1 0 1 0 1
Loudness −7.444 −7.021 −5.599 −5.883 −5.309 −5.092 −6.164
Score 423.5 385.5 470.4 525.1 544 458.33 565.40

Table 7 UK average rank and analysis rank-I

Rank
(weeks)

Say you won’t
let go

Starboy Closer Side to
side

Let me love
you

Cold
water

The
greatest

1 1 3 2 6 5 7 8
2 1 2 3 5 6 7 8
3 1 3 2 4 7 8 5
4 2 4 3 7 9 11 6
5 2 4 3 9 12 13 8
6 2 4 5 12 14 16 9
7 3 4 8 14 15 18 10
8 2 5 9 14 16 19 11
9 4 8 9 13 15 22 12
10 4 3 10 20 19 24 16
Average
rank

2.2 4 5.4 10.4 11.8 14.5 9.3

Analysis
rank

6 7 4 3 2 5 1
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4 Verdict and Conclusion

We have considered a number of parameters that goes into making of song and
based on the rakings of the respective songs we analyzed and formulated a score
that defines the position of the song on the chart list, which indirectly gives us an
idea about the taste of the audience of these three nations. Hence, we can conclude
that the audience from India and USA like songs which are more acoustic in nature
as well which are highly energetic and have danceability quotient in it, whereas on
the other hand the UK audience wants only high energetic and highly danceability
quotient songs where acousticness does not play a major role. Also, we plan to
create and feed these results which include the parameters and the weights obtained
to a big data neural network as a future scope.
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Dynamics of Dust-Ion-Acoustic Anti-kink
Waves in a Dissipative Nonextensive e-p-i
Dusty Plasma

Jharna Tamang

Abstract Dynamics of the dust-ion-acoustic anti-kink waves (DIAAKWs) in an

unmagnetized multicomponent electron–positron–ion (e-p-i) dusty plasma consist-

ing of negatively charged static dust, positively charged positrons following

Maxwellian distribution, inertial ions, and q-nonextensive distributed electrons of

two distinct temperatures are studied. The ion kinematic viscosity is intended and the

reductive perturbation technique (RPT) is employed to obtain the Burgers equation.

Using Galilean transformation, the Burgers equation is reduced to a system. Analyz-

ing vector fields and corresponding potential energy of the dynamical system, the

stability and instability of the equilibrium points are discussed. The physical param-

eters q1, q2, 𝜇1, 𝜇2, 𝜎1, 𝜎2, 𝜂, and U affect significantly on the characteristics of the

DIAAKWs.

Keywords Dust-ion-acoustic wave ⋅ Anti-kink wave ⋅ e-p-i dusty plasma

Dynamical systems

1 Introduction

For the last few years, the investigation on basic characteristics of nonlinear waves

in dusty plasmas [1] gained rapid growing interest due to its important role both in

space plasmas and in laboratory plasma. Dusty plasmas composed of ions, free elec-

trons, and micro-sized dust particles which are negatively charged. Due to dissolution

and succession, the dust grains have flexible charge and mass. This dynamic nature

plays a crucial role to draw attention of the researchers. Many research works were

carried out in specific field namely dust-ion acoustic (DIA) waves both theoretically

and experimentally. It had been more than a decade, Shukla and Silin [2] theoreti-

cally proved that a dusty plasma underpins DIA wave with low frequency. The linear
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features of the DIA waves were reported both in magnetized [3] and unmagnetized

plasmas [4]. The existence of DIA waves was examined experimentally [5, 6] in the

literature. Many researchers investigated the features of DIA solitary waves [7, 8] in

dusty plasmas.

It is relevant to note that a plasma with effective dissipation causes the forma-

tion of shock structures. Recently, the existence of shock waves in a dusty plasma

was observed [9] when kinematic viscosity due to ions is taken under consideration.

On further investigation, it was shown by Misra et al. [10] that in the rendering of

DIA shock waves, the kinematic viscosity due to ions in a dusty plasma plays a vital

task. Adhikary [11] reported that the amplitude of the DIA shock waves decreases as

dissipation was increased. During the expedition of the international Space Station,

Nakamura et al. [12] performed experimental observation for the DIA shock waves

in dusty plasmas. Masud et al. [13] studied the influence of kappa-distributed elec-

trons with two different temperatures on DIA shock waves in e-p-i dusty plasmas.

Recently, Ema et al. [14] performed theoretical and numerical interpretation on DIA

shock structures in unmagnetized dusty multi-ion plasmas consisting q-nonextensive

electrons.

Recently, a considerable awareness has been given to a nonextensive generalized

Boltzmann–Gibbs–Shannon (BGS) entropy that was first initiated by Tsallis. The

nonextensivity of plasma particles is utterly common in space environments, stellar

polytropes, hadronic matter, and quark–gluon. The nonextensive behavior of elec-

trons and ions (characterized by a parameter q) has been successfully utilized in

plasma physics. It is prominent to note that the nonextensive plasma particles have

been successfully engaged in the research field of plasma dynamics. Furthermore, if

q < −1, the corresponding q-distribution is not normalizable. However, the strength

q of nonextensitivity varies in −1 < q < 1. Furthermore, for q ≥ 1, the correspond-

ing distribution unveils Maxwellian–Boltzmann velocity function.

Recently, applying theory of planar dynamical systems [15], many researchers

[16–18] studied nonlinear waves in plasmas. However, there is no attempt on the

study of the Burgers equation in dusty plasmas applying the concept of dynamical

systems. That is why, in this present work, dynamics of the dust-ion-acoustic anti-

kink waves are studied in a dissipative nonextensive e-p-i dusty plasma implementing

the theory of one-dimensional dynamical systems [15].

2 Model Equations

An unmagnetized dusty plasmas that consists of static dust with negative charge,

inertial ions, positrons (isothermal), and q-nonextensive electrons with two distinc-

tive temperatures are considered. Basic equations are
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𝜕ni
𝜕t

+ 𝜕

𝜕x
(niui) = 0, (1)

𝜕ui
𝜕t

+ ui
𝜕ui
𝜕x

= −𝜕𝜙

𝜕x
+ 𝜂

𝜕

2ui
𝜕x2

, (2)

𝜕

2
𝜙

𝜕x2
= 𝜇 − ni − 𝜇pe−𝜎2𝜙 + 𝜇1ne1 + 𝜇2ne2, (3)

where ni denotes the number density of ions, ne1 and ne2 denotes lower and higher

temperature electron number densities, respectively, with ni0 + np0 = ne10 + ne20 +
Zdnd0 at the equilibrium, where the addendum “0” denotes for unperturbed quantity,

nd0 and np0 denotes the unperturbed dust and positron number density, ui denotes

the velocity of the ions, and 𝜙 denotes electrostatic potential. Here, the following

normalizations are used: np, ne1, ne2, and ni are normalized by its equilibrium value

np0, ne10, ne20, and ni0, respectively. ui is normalized by Ci = ( kBTe1
mi

)
1
2 , in which kB

is the Boltzmann constant, mi is the mass of ions, e is the magnitude of the electron

charge, 𝜂 is the coefficient of viscosity normalized by mini0𝜔pi𝜆
2
D, 𝜎1 =

Te1
Te2

, 𝜎2 =
Te1
Tp

,

𝜇1 =
ne10
ni0

, 𝜇2 =
ne20
ni0

, 𝜇 = Zdnd0
ni0

= 1 + 𝜇p − 𝜇1 − 𝜇2, and 𝜙 is normalized by
kBTe1
e

. It

should be noted that Te1(Te2) is the lower (higher) electron temperature, Tp is the

temperature of the positrons, and Ti denotes the temperature of an ions. The time

variable t is normalized to 𝜔pi
−1 = ( mi

4𝜋ni0e2
)
1
2 , where 𝜔pi is ion plasma frequency and

the space variable is normalized to the Debye length 𝜆D = ( kBTe1
4𝜋ni0e2

)
1
2 .

The q-nonextensive electron velocity distribution [19] is fe(v) = Cq{1 + (qe − 1)

[ mev2

2kBTe
− e𝜙

kBTe
]}

1
(qe−1) , where Cq = ne0

𝛤 ( 1
1−qe

)

𝛤 ( 1
1−qe

− 1
2 )

√
me(1−qe)
2𝜋kBTe

for −1 < qe < 1, and Cq =

ne0
1+qe
2

𝛤 ( 1
qe−1

+ 1
2 )

𝛤 ( 1
qe−1

)

√
me(qe−1)
2𝜋kBTe

for qe > 1.

The normalized number densities of q-nonextensive electrons with low and high

temperatures are given by

ne1 = {1 + (q1 − 1)𝜙}
1

q1−1
+ 1

2
, (4)

ne2 = {1 + (q2 − 1)𝜎1𝜙}
1

q2−1
+ 1

2
, (5)

where q1 and q2 are real numbers with q1 > −1 and q2 > −1.

3 Burgers Equation

To acquire the Burgers equation, the reductive perturbation technique is applied. The

stretching of independent variables is given by
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𝜉 = 𝜀(x − Vt), (6)

𝜏 = 𝜀

2t, (7)

and we consider expansions of dependent variables as

ni = 1 + 𝜀n1 + 𝜀

2n2 + 𝜀

3n3 +⋯ , (8)

ui = 𝜀u1 + 𝜀

2u2 + 𝜀

3u3 +⋯ , (9)

𝜙 = 𝜀𝜙1 + 𝜀

2
𝜙2 + 𝜀

3
𝜙3 +⋯ , (10)

where V denotes the phase speed of the DIA waves, and 𝜀 is a small nonzero param-

eter which is proportional to the amplitude of the perturbation. Now, substituting

Eqs. (4)–(10) into Eqs. (1)–(3) and considering the lowest order of 𝜀, the obtained

dispersion relation is

V2 = 1
a + 𝜇p𝜎2

, (11)

where a = 1
2
{𝜇2𝜎1(q2 + 1) + 𝜇1(q1 + 1)}.

Considering next higher order of 𝜀 and eliminating the perturbed quantities, one

can obtain the Burgers equation as

𝜕𝜙1
𝜕𝜏

+ A𝜙1
𝜕𝜙1
𝜕𝜉

= B
𝜕

2
𝜙1

𝜕𝜉
2 , (12)

where A = 3
2V

− (b − 𝜇p
𝜎

2
2
2
)V3

,B = 𝜂

2
, with b = 1

8
{𝜇2𝜎

2
1(q2 + 1)(3 − q2) + 𝜇1

(q1 + 1)(3 − q1)}.

4 One-Dimensional Dynamical System

To investigate dust-ion-acoustic anti-kink waves for the Burgers equation (12), we

consider a new variable 𝜒 in the form

𝜒 = (𝜉 − U𝜏), (13)

where U is the speed of the dust-ion-acoustic anti-kink wave. Using 𝜓(𝜒) = 𝜙1(𝜉, 𝜏)
in the Burgers equation (12) and integrating w.r.t 𝜒 once along with initial condition

𝜓 → 0,
d𝜓
d𝜒

→ 0 as 𝜒 → ∞ or 𝜒 → −∞, the Burgers equation (12) reduces to

d𝜓
d𝜒

= c𝜓2 − d𝜓, (14)
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Fig. 1 Vector fields of the Eq. (14) for the different values of q2 [q2 = 1.8 (a); q2 = 0.55527 (b);

q2 = 0.11 (c)] with q1 = 0.8, 𝜇1 = 0.4, 𝜇2 = 0.04, 𝜂 = 0.4, 𝜎1 = 0.1, 𝜎2 = 0.04 and U = 0.4

where c = A
2B

and d = U
B

. The Eq. (14) represents an one-dimensional dynamical

system [15] with equilibrium points at 𝜓
∗ = 0 and 𝜓

∗ = d
c
.

To investigate the system (14), we illustrate it as a vector field. To abstract the cor-

responding vector field, it is sufficient to plot
d𝜓
d𝜒

versus 𝜓 and then we draw arrows

on the 𝜓-axis to illustrate the corresponding velocity vector at each 𝜓 . The arrows

point to the right when
d𝜓
d𝜒

> 0 and to the left when
d𝜓
d𝜒

< 0. In Fig. 1a–c, all pos-

sible vector fields for system (14) are shown depending on the physical parameters

q1, q2, 𝜇1, 𝜇2, 𝜂, 𝜎1, 𝜎2, and U. It is necessary to note that the stable equilibrium

point is represented by solid black dot and unstable equilibrium point is represented

by open black circle. Moreover, in these vector fields (see Fig. 1a–c), the procedure

to an equilibrium point is always uniform. Hence, the Burgers equation (12) for dust-

ion-acoustic wave does not possess periodic wave solution.

5 Potential Energy

Now we try to speculate the dynamics of the one-dimensional dynamical system

(14) established on the physical idea of potential energy. The potential energy cor-

responding to the dynamical system (14) is given by

− dV
d𝜓

= c𝜓2 − d𝜓. (15)

Integrating (15) with respect to 𝜓 along with initial condition 𝜓 → 0, V(𝜓) → 0
as 𝜒 → ∞ or 𝜒 → −∞, the potential energy can be attained as

V(𝜓) = −c𝜓3

3
+ d𝜓2

2
. (16)

For this prospect, we present three different graphs of the potential energy V(𝜓)
of the system (14) in Fig. 2a–c depending on the physical parameters q1, q2, 𝜇1, 𝜇2,

𝜎1, 𝜎2 𝜂, and U. V(𝜓) remains constant if a particle is at an equilibrium point where
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Fig. 2 Graphs of the potential energy V(𝜓) of Eq. (14) for the same values of parameters as shown

in Fig. 1a, b, c

dV
d𝜓

= 0. For
dV
d𝜓

= 0 implies
d𝜓
d𝜒

= 0, i.e., equilibria occur at the equilibrium points

of the vector field. It is essential to note that local minima of V(𝜓) corresponds to

a stable equilibrium point and local maxima corresponds to unstable equilibrium

point.

6 Anti-kink Wave Solution

Integrating the system (14) with the initial condition 𝜓 → 0,
d𝜓
d𝜒

→ 0 as 𝜒 → ∞ or

𝜒 → −∞, the anti-kink wave solution for the Burgers equation (12) is obtained as

𝜓 = d
2c

{1 − tanh(d
2
𝜒)}. (17)

The effect of the physical parameters 𝜇p, 𝜎1, 𝜎2, q1, U, and 𝜂 on dust-ion-

acoustic anti-kink wave solution is depicted in Figs. 3, 4, 5 and 6.

The nature of the dust-ion-acoustic anti-kink wave profile with positive poten-

tial for several values of 𝜇p with fixed values of 𝜇1, 𝜇2, U, 𝜎1, 𝜎2, 𝜂, q1, and q2 is

Fig. 3 Variation of

anti-kink profiles with

positive potential of Eq. (12)

for different values of 𝜇p
with 𝜇1 = 0.4, 𝜇2 =
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q1 = 0.8, 𝜂 = 0.3, U = 0.4,

and q2 = 0.7
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Fig. 4 Variation of
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shown in Fig. 3. It is observed that amplitude of the dust-ion-acoustic anti-kink wave

decreases and becomes smooth as 𝜇p is increased. The nature of the dust-ion-acoustic

anti-kink wave profile with positive potential for several values of q1 with fixed val-

ues of 𝜇p, 𝜇1, 𝜇2, U, 𝜂, 𝜎1, 𝜎2, and q2 is shown in Fig. 4. It is observed that ampli-

tude of the dust-ion-acoustic anti-kink wave with positive potential decreases as q1
is increased. The properties of the dust-ion-acoustic anti-kink wave profile with pos-

itive potential for several values of U with fixed values of 𝜇p, 𝜇1, 𝜇2, 𝜂, 𝜎1, 𝜎2, q1,

and q2 are shown in Fig. 5. It is observed that amplitude of the dust-ion-acoustic

anti-kink wave with positive potential increases as U is increased. The properties of

the dust-ion-acoustic anti-kink wave profile with positive potential for several val-

ues of 𝜂 with fixed values of 𝜇p, 𝜇1, 𝜇2, 𝜎1, 𝜎2, q1, and q2 are shown in Fig. 6. It is

observed that amplitude of the dust-ion-acoustic anti-kink wave with positive poten-

tial increases as 𝜂 is increased. The values of the physical parameters 𝜇p, 𝜇1, 𝜇2, 𝜎1,

and 𝜎2 taken for numerical simulations in this study are supported by the results [20].

7 Conclusions

Dynamics of the DIAAKWs in an unmagnetized multicomponent e-p-i dusty plasma

have been investigated in the light of one-dimensional dynamical system. The ion

kinematic viscosity has been considered, and the RPT has been applied to extract the

Burgers equation. Employing the Galilean transformation, the Burgers equation has

been transformed to a dynamical system. Considering all practicable vector fields,

we have examined the dynamical system using the concept of potential energy and

identified the stability and instability of the critical points. We observed that the

viscous force acting on ion fluid is a root of dissipation and is effective for the evolu-

tion of the DIAAKWs. It has been observed that the fundamental features of the

DIAAKWs are significantly affected by the influence of the physical parameters

q1, q2, 𝜇1, 𝜇2, 𝜎1, 𝜎2, 𝜂, and U. The consequences of this investigation may be

applied to understand the dynamical behavior of the DIAAKWs in space and labo-

ratory plasma environments.
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Multiple Information Hiding in General
Access Structure Visual Cryptography
Using Q’tron Neural Network

Sandeep Gurung and Mrinaldeep Chakravorty

Abstract With the advent of the widespread use of Internet for communication,
there is an increase in exchange of personal secured information via the Internet
wherein a large variety of sensitive information is exchanged between the end users
which affect the privacy and safety of the data during storage and communication.
Visual cryptography, an example of a secret sharing scheme encrypts the secret
digital information into a number of shares wherein the decryption is performed by
overlaying the shares generated and by utilizing the HVS (Human Visual System).
General access structures efficiently hides the data by defining an access structure of
qualified sets which only can produce the hidden information. Since no transmis-
sion is noise free, quantum neural network is used to extract the original infor-
mation even when the information is not clearly visible to the human eye. The paper
proposes a methodology to conceal multiple secret in a pair of shares and the Q’tron
network to improve the security of information systems.

Keywords Visual cryptography ⋅ General access structure ⋅ Random grids
Circular girds ⋅ Q’tron neural networks ⋅ Multiple information hiding

1 Introduction

Secret sharing relates the idea of uniformly distributing sensitive data such as
cryptographic keys into a number of fragments to separate trusted parties; the data is
decoded if a specified number of these fragments termed as the shares are available.
Visual Cryptography (VC), a subset of such a scheme, decodes digital information
similarly by stacking the minimum number of noisy shares and utilizes the Human
Visual System (HVS) to interpret it. A random collection of noisy shares are
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generated from written material (text, notes, pictures, etc.) taken as an input. The
ideology was originally designed by Naor and Shamir [1] in the year 1994. The idea
generates perfect secrecy through the use of one-time pad which is secure and is
simple to use. However, due to pixel expansion the output fragments have larger
size in comparison to the original secret affecting the aspect ratio of the shares, and
also generating greater traffic on its transmission. The scheme conceals single secret
information and employs the usage of a complex codebook for the generation of
shares.

Kafri and Keren [2] proposed a novel visual secret sharing (VSS) based on
non-expansion of pixels termed as random grids. The identical size of the share and
the original image and the simplicity made random grids popular in the domain.

A VC scheme for General Access Structures (GAS) [3, 4] splits the information
into a subset of qualified and forbidden set of participants, wherein only the par-
ticipants belonging to the qualified set can reveal the information encoded. The
construction of general access structures can be done by either using the basis set, a
minimal qualified set, or by utilizing a collection of maximal forbidden sets.

Multiple information hidings using circular shares have been implemented in
[5, 6], where one of the shares superimposed over the other is rotated at various
angles to conceal multiple secret data in a share pair.

The model of Q’tron Neural Network (QNN) [7] is based on the local-minima
escaping capability. In this model of NN, each neuron, called quantum neuron
(Q’tron; for short), is weighted and allowed to have multiple output levels. In a
Q’tron NN, the Q’tron is fully connected with symmetric connection strengths, and
each Q’tron in general is self-connected with negative connection strength to
provide means for negative feedback. By reducing the error function designed for
GAS, the model converges to the required solution.

The organization of the paper is done accordingly. Section 1.1 gives a detailed
description about random grids. Section 1.2 reviews the backgrounds of general
access structures and describes the technique of using cumulative arrays.
Section 1.3 reviews the Q’tron network. The proposed methodology is discussed in
Sect. 2. Section 3 gives a brief overview about the design strategy for the proposed
system. Section 4 gives an analysis based on the experimental results. Section 5
gives the conclusion based on the proposed system.

1.1 Random Grids

A random grid encrypts the secret information into 2D arrays of transparent and
opaque pixels. The scheme is simple and does not involve any increase in pixel
size. Decryption is done by overlaying the grids similarly as the traditional VC
techniques. The initial grid (first) is a combination of random collections of ones
and zeros. The second grid is created using the original image (secret) and the initial
grid generated as a reference. Shyu [5] extended the basic (2, 2) for higher values of
“n” but the clarity of the resultant information decreased with larger values of “n”.
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Traditional random grids encrypt single information. Chen et al. [8] used rect-
angular shares and their rotations to hide two secret images. A brute-force attack on
the predicted angular rotation of 90°, 180°, and 270° was a major limitation to the
approach used. The problem of angular restriction was solved by the introduction of
circular random grids as proposed by Hsu et al. [9]. Multiple images are hidden in
two circular random grids by rotating one of the grids over various angular rotations
over another. These angular rotations refer to the columnar shifts. An authentication
model for “n” users is designed in [10] where the required number of authentication
messages is limited to n + 1. Chen et al. [6] and Hu and Chang [11] suggested
other variations for using circular grids to conceal multiple secret data.

1.2 General Access Structures

General access structures [12] are useful for extracting a secret between multiple
parties who work together as a group to obtain a resource. The set of participants
who belong to the qualified set domain can access the secret information, whereas
stacking of transparencies of the forbidden participants generates meaningless
information. The set of all such qualified and unqualified set of participants is called
as the access structure of the system.

1.2.1 Construction of VCS Using Cumulative Arrays

Cumulative arrays [3, 12, 13] are generated using the collection of elements in the
forbidden set. It is a combination of a cumulative map (β, T) and the participant set
P. The map consists of a finite mapping β: P → 2T. It is formulated by utilizing the
information of the maximal forbidden sets ZM [14]. The column index “i” of the
cumulative array is assigned a value of zero if it is present in the forbidden set. The
disadvantages of the system are that each participant in P tends to get many shares
of the scheme, and consequently the information rates of schemes formed in this
way are low. However, the cumulative array is in fact a very significant structure in
the theory of geometric secret sharing schemes. The cumulative array contains
useful information when it comes to considering constructing other geometric
schemes. The significance of this is that it may lead to more systematic methods for
constructing geometric schemes as opposed to the somewhat ad hoc methods
currently being used.

If (ΓQual, ΓForb) denote a strong access structure on the set of participants P =
{1, …, n}, then ZM the maximal forbidden set can be expressed as

ZM= B∈ΓForb: B∪ if g∈ΓQual for all i∈ P\Bf g. ð1Þ
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A cumulative array CA is a Boolean matrix such that CA (i, j) = 1 if and only if
i ɛ Fj, where Fj is a forbidden set. An implementation of such a scheme is given in
Fig. 1.

1.3 Q’tron Neural Network

QNN [14–16] is a modification of the Hopfield neural network. In this model of
NN, each neuron, called quantum neuron (Q’tron; for short), is weighted and
allowed to have multiple output levels. To help the model escape from infeasible
local minima as in Hopfield neural network, noise is injected into each Q’tron
whose strength will be controlled by a single parameter called the solution qualifier
which is correlated to the solution performance or the goal. The so-built Q’tron is
able to achieve local minima free by injecting persistent noise with bounded
strength into each Q’tron. Specifically, the network will not be trapped at any local
minima and the solution quality will only evolve further once the NN has reached a
satisfactory state.

Fig. 1 a Original image, b share R1, c share R2, d share R3, e share R4, f R1 ⊕ R2, g R1 ⊕ R3,
h R1 ⊕ R4, i R2 ⊕ R3, j R2 ⊕ R4, k R3 ⊕ R4, l R1 ⊕ R2 ⊕ R3, m R1 ⊕ R3 ⊕ R4,
n R2 ⊕ R3 ⊕ R4, o R1 ⊕ R2 ⊕ R3 ⊕ R4
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The Q’tron Neural Network algorithm [15]
1. Initialize all weights, i = 1 to n; j = 1 to n; 

Tij =0
2. For each vector to be stored, do Steps 3-5 
3. Set activation for each input unit, i = 1 to n;

xi = si. 
4. For each output j = 1 to n, set activation, 

yj = sj. 
5. Adjust the weights, i = 1,….n; j = 1,….,n;

Tij(new) = Tij(old) + xi yj

Here, xi is the transpose of the original matrix.

The energy function of the system may be given as

E=Constant * Input Imageð Þ − Output Imageð Þ ð2Þ

The main objective is to monotonically decrease the energy E defined in time
until the function E reaches global minima. An implementation is given in Fig. 2.

The number of binary patterns “P” that can be learned in a net having “n”
number of neurons is approximated in [14] as

P= 0.15 * n ð3Þ

2 Proposed Methodology

The basic random grid suggested by Kafri [2] is used for the creation of shares
making the size of the input and output shares as identical. General Access
Structure (GAS) [3, 4, 12] is utilized for generating different share pairs of for-
bidden and qualified sets. QNN [14, 16] is modeled to generate the general access
structure by carefully formulating the error function. The added noise helps to
converge to the solution by escaping from local minima. Circular grids [16, 17] are
then used to encrypt multiple secrets using the idea of rotation on the shares
belonging to the qualified sets.

Fig. 2 a Input image, b noise
added to the image,
c retrieved image
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3 Design Strategy

A digital binary image is taken as an input. The QNN-based general access structure
converges to the solution by carefully minimizing the error function. The energy
function is computed using Eq. 2 as E = constant * Input – ∑ Forbidden sets, as
shown in Fig. 3.

The encryption procedure minimizes the energy function keeping the input
parameter intact with changes included in the resultant shares. As the energy
monotonically decreases, the system reaches a stable state and a pattern is matched
which is present in the network. The decryption procedure works in the reverse
manner helping us identify patterns using the Human Visual System (HVS) even
when noise is induced during the time of transmission. As an example if the number
of forbidden sets is two as denoted by the sets {1, 3} and {2, 4}, then two random
grids RG1 and RG2 are generated. The participants 1 and 3 receive random grid
RG1, and participants 2 and 4 receive random grid RG2.

The shares of the qualified sets generated by this scheme are then given to a
circular grid generator for converting the rectangular grids into circular form.
Multiple secrets are encoded by rotating one of the shares at an angular displace-
ment of column/m where “m” denotes the cardinality of the secret information.

Input Image

QNN

General Access Structures

Share 2Share 1 Share 3 Share 4

Forbidden 
Share 1

Forbidden 
Share 2

Output Image

Fig. 3 Design of the proposed system
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4 Experimental Results and Analysis

4.1 Experimental Results

The system takes input information of size 64 × 64 pixels. The number of patterns
learned is equal to “10” using Eq. 3. These random information are taken as an
input and added with external noise and then fed into a VC scheme constructed
using cumulative array for GAS. The energy function E is computed as E = 1.5 *
Input – ∑ Forbidden sets. The qualified sets are used to recover the first secret
image. The remaining secrets are extracted by converting the rectangular grids as in
Fig. 4 into circular shares and by rotating one of the shares over another over an
angular displacement.

4.2 Analysis—PSNR Calculation and Contrast

The PSNR value is used as a metrics to measure the quality of the output images.
Higher PSNR reflects better quality of reconstructed image. It is measured in a
logarithmic (dB) scale. The mean squared error between a noise-free monochrome
image I of m × n dimension and its noisy approximation K is evaluated as

MSE= ∑
m− 1

i = 0
∑
n− 1

j = 0
I i, jð Þ−K i, jð Þ½ �2

Fig. 4 a, b and c Secret information, d and e qualified shares 1 and 2, f, g and h circular secret
information 1, 2 and 3
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Fig. 5 Contrast calculation for different sized information

Table 1 Comparative analysis of PSNR for three embedded information

Share 2

Input Intermediate Shares Output PSNR

4.1178 

3.8528 

3.5664 

Share 1
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The PSNR value is then computed as

PSNR=10. log10 MAX2I ̸MSEð Þ=20. log10 MAXI ̸
p
MSEð Þ

=20 log10 MAXð Þ− 10. log10
p
(MSE),

where MAXI is the maximum value of a pixel in an image. The contrast for images
of varying sizes is given in Fig. 5.

The contrast achieved for larger images is close to 26% making the secret
information easily visible to the human visual system. The comparative analysis of
the PSNR of the secret images is given in Table 1.

5 Conclusion

The paper may be concluded by stating the facts that

1. The systems generate circular random grids without pixel expansion to conceal
the angular orientation and also hides compound secret information.

2. The mechanism achieves confidentiality of data and authentication of the end
users.

3. The ideology can be upgraded to incorporate encryption of grayscale and col-
ored images.

4. Codebook needless: Traditional approaches fulfill the access schemes of visual
cryptography using codebooks. For complex access schemes, a codebook is
hardly to be found and/or not existent.

5. Generality: The approach is very general and, hence, can be used to fulfill any
access scheme for visual cryptography.
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Overlapping Community Detection
Through Threshold Analysis on Disjoint
Network Structures

Sudeep Basu and Indrajit Pan

Abstract Distributed approach in a network is a prime attribute to achieve quality
throughput. Many real-life infrastructures share such distributed network structures.
Recently, researchers are focusing on different prime attributes of these distributed
networks and meaningfully analyzing them to retrieve essential information toward
throughput enhancement. These structures exhibit different constructs. Some of
those are static and some are dynamic. They also contain strategic groups within it.
Appropriately, identifying these groups is the key essence of community detection.
Present work applies a novel mechanism for graphical analysis of network struc-
tures to detect overlapping communities. Experimental findings and comparative
analysis with existing methods show efficacy of the present algorithm.

Keywords Betweenness study ⋅ Community detection ⋅ Disjoint community
Overlapping community ⋅ Threshold analysis

1 Introduction

The concept of network is not only confined in computer science but also applicable
in other fields like electrical, electronics, production, management, etc. A group of
some distinct yet inter-related entities shape these networks. In practical perception,
these real-world networks are very complex in nature. It requires in-depth analysis.
A deliberate investigation is required for different network types which ensemble
computer network, electrical grid, or some virtual network falling under this cat-
egory. Study of this complex networks is the key task for its next-level betterment
in terms of service, quality, and offerings for advanced applications.
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Being inspired from the colloquial behavior of human societies and communi-
ties, scientists have provided a deep insight for these complex networks and found
community structures as key tool for strategic analysis. A complex network is said
to have many community structures if that can be separated in different distinct
groups of members.

These groups are identifiable through the behavior of their members. Members
of a group seem to have a dense connection or interaction with other members of
that group. Incidentally, they maintain a sparse communication with the members
belonging to the same network but not to the same group. Community detection has
gained due importance, and nowadays it is a part of recent research trends.

Nowadays, researchers are working on different aspects of community structures
within a network perspective. This article reports a novel graph-theoretic approach
for detecting overlapping community structures in such large networks. Members of
such large networks share high degree of association. This makes some entities to
be a part of multiple groups or community structures, and the scenario is known as
overlapping community.

In literature, not much of works are reported on this. In the following section,
some of the recent research trends will be discussed to present the current status of
research in this domain.

1.1 Recent Works

A work in [1] represents a clique partitioning approach toward community detec-
tion. The approach is termed as clique percolation method. This method suffers a
basic inability to categorize a member node into any community structure if that
node does not belong to any clique. Hence, the approach is not suitable for large
network or any network containing isolated component. A k-clique percolation
method is presented in [2]. This approach is reported to retrieve overlapping
community structures from a given network.

Another graphical approach is reported in [3]. Mainly, it analyzes the similarity
of nodes on the basis of vertex incidence on edges.

An adaptive approximation approach for identifying communities is discussed in
[4]. This approach mainly focuses on betweenness and modularity issue.
Betweenness of vertices is found to be processed through modularity analysis.
Modularity analysis finally returns community structures. This method yields
community structure on static network but inadequate to retrieve overlapping
scenarios within the members.

A label propagation method is proposed in [5]. This is one of the fastest algo-
rithms proposed in the literature; however, randomness of the method leaves it in
inestimable delay in case of dynamic network structures. It produces a progressive
consensus mechanism to construct communities. An extension of this method is
presented in [6]. Here, each node is associated with a memory. This memory keeps
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a track of most frequently referred label in the network. Due to association with
memory, this method has shown little improvement over the previous one in [5].

An overlapping community detection approach is reported in [7]. It proposes a
microblog-user model. Initially, it frames a microblog-user network which further
analyzed in the form of microblog-user model to detect overlapping community
structures through similarity analysis.

Some other works reported in [8] approach with the strength of link algorithms
and a clique merge method is discussed in [9]. However, none of these two are
focused on overlapping community detection.

1.2 Clustering Metrics

Community structure in a network is identified through strength of connections
among different members. It requires an analysis on density of connections among
these members. Sometimes, it evolves as a ratio of dense connection to sparse
connection. There are many techniques for measuring this strength of connection
among the members. Betweenness analysis is one such competent approach among
them which was proposed by Freeman [4]. Vertex betweenness and Edge
betweenness are effective metric for measuring communities in a network [4].

Vertex betweenness is a measurement of a vertex (v) in a network (N) with
respect to a pair of vertices v1 and v2. A count (ct) of shortest paths between v1 and
v2 and a count (cp) of those which pass through v is taken. Then, the vertex
betweenness of v with respect to v1 and v2 is represented by a ratio between cp and
ct. Vertex betweenness of v with respect to whole graph is determined by sum of all
such ratios for every possible pair of vertices present in the graph, excluding v.

Edge betweenness concept was proposed on vertex betweenness. An edge
betweenness measure for an edge (e) is taken with respect to a pair of vertices v1
and v2. It is the number of shortest paths between v1 and v2, those of which passes
through e. If there is more than one shortest path, then the weight is distributed
proportionately.

1.3 Motivation

Betweenness centrality is a linear analysis [4] of finding similarity among members
of a network. Very few works are reported in literature on overlapping community
detection and it is still an open problem to address.

In this work, a network will be first analyzed for disjoint communities. A novel
graph-theoretic analysis will be applied on these disjoint communities to retrieve
overlapping communities from that existing network. These disjoint communities
will be analyzed for betweenness study. The work will be further extended to form
overlapping community structure over the given network.
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2 Problem Formulation

A network is represented by a graph G. A graph G contains a set of vertices V and a
set of edges E. Initially, on the basis of vertex betweenness, this network will be
partitioned into clusters or sub-graphs (Gs

1, Gs
2, Gs

3,…, Gs
k).

Any of those sub-graphs (Gs
n) contains a set of vertices (Vs

n) and edges (Es
n).

A disjoint pair of sub-graph (Gs
i and Gs

j) will be represented by Eq. 1

Vi
s ∩V j

s =Ei
s ∩E j

s =ϕ ð1Þ

Final objective is to find out overlapping communities by analyzing the com-
munities. This analysis can be done by Eq. 2, where for any two existing com-
munities (Cs

i and Cs
j),

Vi
s ⊆V j

s ∥V
j
s ⊆Vi

s∥E
i
s ⊆E j

s∥E
j
s ⊆Ei

s ð2Þ

3 Proposed Method

Present method applies the concept of vertex betweenness to compute disjoint
community structures. These disjoint communities are strictly nonoverlapping in
nature and there is no single common member among any pair of communities. In
the process of forming disjoint communities, each node of the network is analyzed
for its vertex betweenness value. Then, the nodes are sorted in a descending order
of their betweenness values. Nodes or vertices having same betweenness value are
grouped together. Each of these groups represents a community within the network
and those are nonoverlapping in nature.

After formation of disjoint communities, these communities are taken in pair for
analysis to develop overlapping communities. During vertex betweenness analysis,
lengths of shortest path between all pair of vertices are determined. A record of
maximum length shortest path among all such pairs is taken in (msp). A threshold
for analysis is set in th, where

th = 0.5 × msp
� � ð3Þ

Now communities are taken in pair, where they belong in two disjoint sets.
Considering the edges of master network, bipartite connections are introduced
between two sets. Now all vertices are individually checked for their incidency
(number of edges incident upon that vertex) value in the bipartite graph. If any
vertex achieves incidency greater or equal to th, then that is merged with another set
to form an overlapping community.
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3.1 Proposed Algorithm

a. Read the vertex (V) and edge (E) set of given network.
b. For all vertex (v) in V, find out the betweenness (vb).
c. Sort all vertices (v) in descending order of betweenness (vb).
d. Form nonoverlapping clusters (Ck) where k = 1 to m, by taking Vi where i = 1

to n from the list S having the same betweenness.
e. Determine threshold (th)
f. loop: i = 1 to (m−1)

i. loop: j = (i +1) to m

1. Consider Ci and Cj in set V1 and V2, respectively.
2. Introduce bipartite connections from (E) between V1 and V2.
3. Initialize an overlapping community (Cv2) for V2

a. Cv2 = Cv2 ∪ V2

b. ∀ v in V1, find incidency(v)
c. if incidency(v) ≥ th

i. Cv2 = Cv2 ∪ v

end if
d. return Cv2 if Cv2 ≠ V2

4. Initialize an overlapping community (Cv1) for V1

a. Cv1 = Cv1 ∪ V1

b. ∀ v in V2, find incidency (v)
c. if incidency(v) ≥ th

i. Cv1 = Cv1 ∪ v

end if
d. return Cv1 if Cv1 ≠ V1

end loop

end loop

4 Experimental Results

4.1 Experiment Setup

Proposed algorithm explained in the previous section was implemented in Java
platform. The program was executed in Windows 10 platform, on an AMD A4
microprocessor-based chipset board having 4 GB primary memory.
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This proposed method was primarily simulated on two different customized
networks as illustrated below in demo network I and demo network II. These two
networks are discussed in the following section called Simulator Network. The
purpose of execution on these simulator networks is to judge the effectiveness of the
proposed method. Also, the performance testing was done through these dummy
runs.

Finally, this proposed method was simulated on a benchmark data suit retrieved
from [10]. Test result on the benchmark data shows that present method is working
convincingly. Efficiency of this method seems better than the techniques proposed
in [4, 8].

4.2 Simulator Network

Demo network I and II: Demo network I is given in Fig. 1 and demo network II is
in Fig. 2. Both the graphs in Figs. 1 and 2 contain 6 nodes and 7 edges but the
orientation of edges is different. In these figures, nodes represent the members in a
network and edges represent the connection in between those members.

After initial run of the proposed algorithm, Table 1 is generated, which yields all
vertices of the networks shown in Figs. 1 and 2 along with their vertex betweenness
values sorted in descending order. A sample vertex betweenness calculation of
vertex “3” of Fig. 1 is shown below:

=    = 12

Vertex betweenness values recorded in Table 1 help to build disjoint and
nonoverlapping communities. Members of each such community are said to be

1

2

3

4

5

6

Fig. 1 Demo network I
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strongly related and they share same betweenness values. Table 2 contains details
of those communities with respect to Figs. 1 and 2.

Information retrieved from Table 2 is further used for feature analysis of the
communities. Here, all possible pair of communities in each network is compared
for common vertices and disjoint vertices. A ratio between number of common
vertices and disjoint vertices are obtained. Finally, these ratio values are compared
with threshold as discussed in the previous section to detect overlapping commu-
nities. Result set is given in Table 3.

1

2

3 4

5

6

Fig. 2 Demo network II

Table 1 Vertex betweenness
in descending order for
Figs. 1 and 2

Demo network I Demo network II
Vertex Betweenness Vertex Betweenness

3 12 4 12
2 8 3 12
6 8 1 0
4 3 2 0
5 3 5 0
1 0 6 0

Table 2 Disjoint
communities identified from
Table 1

Demo network I Demo network II
Community Members Community Members

C1 [6] C1 [6, 7]
C2 [2, 11] C2 [2, 8, 10, 11]
C3 [7, 10]

C4 [8]

Table 3 Overlapping
community information in
Figs. 1 and 2

Sl.
No.

Demo network I Demo network II
Overlapping
community

Overlapping
community

1 [2, 6, 11] [2, 6–8, 10, 11]
2 [7, 10, 11] –
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4.3 Performance on Benchmark Data

Benchmark data as explained in [10] was simulated using this proposed method.
The simulation was carried out in a similar way as explained in above section for
Figs. 1 and 2. Apart from that, the methods of [4, 8] were also simulated on
benchmark data [10] and the final comparative result is given in Table 4. Table 4
shows that the proposed method finds some excellent result in community detec-
tion. This present method is found to be more efficient in detection of communities.
Efficacies of the present method are more evident from Table 4 in terms of
exploring in detail analysis and record more overlapping features among
communities.

5 Conclusion

This work proposes a novel technique to identify overlapping and disjoint com-
munities. In the study of existing research, it was noted that uncovering disjoint
communities from a network only divulges limited information regarding existing
communities and the members of those communities. The method illustrated by
Girvan and Newman [6] only retrieves disjoint communities from a network. This
work explores overlapping members across the communities in a network and thus
exposes the details of overlapping communities.
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Chaotic to Periodic Phenomena
of Dust-Ion-Acoustic Waves in a
Collisional Dusty Plasma

Tushar Kanti Das and Prasanta Chatterjee

Abstract The existence of chaotic and periodic structures of dust-ion-acoustic

nonlinear waves (DIAWs) is reported through dynamical system approach in a dusty

plasma with dust-ion collision effect. Employing the reduction perturbation tech-

nique (RPT), the damped modified Korteweg-de Vries (DmKdV) equations are

derived. The nonlinear wave phenomena of perturbed DmKdv equation is studied

in presence of an applied external force. Chaotic behavior is found in some crit-

ical composition for the said perturbed system. It is seen that dust-ion collisional

frequency acts as a controlling parameter to chaos and changes the structure from

chaotic motion to periodic motion.

Keywords DIAWs ⋅ Collision ⋅ Dynamical system ⋅ Chaotic ⋅ Periodic orbit

1 Introduction

A dusty plasma is defined as the plasma comprising electrons, ions, neutral particles,

and micro-sized charged dust particles [1–8]. The study of different kinds of com-

munal processes in dusty plasmas is of considerable significance in apprehending

many features of dusty plasmas that are detected in astrophysical environments, for

example, comet tails, planetary rings, the lower part of the earth’s ionosphere, and

experimental plasma [3–6]. There are two type of acoustic modes in dusty plasmas

such that dust acoustic mode including mobile dust particles, and dust-ion-acoustic

mode with mobile ions and dusts. The DIAW is an ion acoustic mode reformed by
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the existence of dusts. Shukla and Silin [7] reported theoretically that a dusty plasma

comprising negatively charged stationary dust grains follows low-frequency DIAWs

for the first time in the literature. Furthermore, Barkan et al. [8] performed an experi-

ment on DIAWs in laboratory plasmas. The dusty plasma is a major interdisciplinary

research area to explain the fundamental plasma physics [9, 10].

Shukla and Mamun [11] reported the dust acoustics shock in a strongly coupled

dusty plasma. Mamun and Eliasson [12] investigated the DA shocks for strong cor-

relation among arbitrary charged dust particles. Rahaman et al. [13] studied nonpla-

nar dust acoustic waves in an adiabatic dusty plasma. Garaiet et al. [14] observed

the velocity shear effect on the longitudinal wave in a dusty plasma. Chakrabarti and

Ghosh [15] studied the longitudinal dust acoustic solitary waves in a dusty plasma. In

2000, Ghosh et al. [16] reported the nonlinear features of small amplitude DIASWs

in a three-component dusty plasma comprising electrons, ions, and dust particles.

They observed that amplitude of the wave exponentially decays with time because

of dust-ion collision. Moslem [17] showed the effects of dust-neutral collision for

dust acoustic waves (DAWs) in dusty plasmas with ambient magnetic field. It was

found that, due to collisions, the dust acoustic damp waves and the damping rate of

the waves depend mainly on the collisional frequency. Some authors [18–21] pointed

out the influence of dust-ion collision on the wave propagation in a collisional dusty

plasma. Recently, few researchers [22–25] studied different features of DIA waves

employing the theory of planar dynamical systems.

The ideas for controlling chaos were demarcated by stabilizing a periodic orbit

which is not stable. The main goal resided in waiting for an unrefined passage of

the chaotic orbit close to the desired periodic behavior, and then employing a small

perturbation with good judgment, in order to stabilize all such periodic dynamics.

Most recently, chaotic oscillation through quasiperiodic behaviors of the positron

acoustic waves had been analyzed by Saha and Tamang [26].

However, no work has been reported to study chaos control in dusty plasma. Here,

dust-ion collisional frequency plays the role of controlling parameter to chaos. The

study is done in the framework of DmKdV equation. It has been observed that at a

critical temperature ratio, the chaos is occurred and dust-ion collisional frequency

plays a key role in the transition of DIAWS from chaotic motion to periodic oscilla-

tion in an unmagnetized collisional dusty plasma.

The presentation of remaining part is as follows. The governing equations are pro-

vided in Sect. 2. In Sect. 3, we have derived the DKdV and DmKdV equations. Dis-

cussion about chaotic and periodic structures of the corresponding three-dimensional

dynamical system is given in Sect. 4. Conclusions of this study are given in Sect. 5.

2 Model Equations

We contemplate a collisional dusty plasma that consists of negatively charged ions,

Gaussian distributed dust particles, and q-nonextensive electrons with density func-

tion [27] fe(v) = Cq{1 + (q − 1)[ mev2

2kBTe
− e𝜙

kBTe
]}

1
q−1 , where the normalization constant
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is followed byCq = ne0
Γ( 1

q−1 )

Γ( 1
q−1 −

1
2 )

√
me(1−q)
2𝜋kBTe

, for−1 < q < 1 and Cq = ne0
1+q
2

Γ( 1
q−1 +

1
2 )

Γ( 1
q−1 )

√
me(q−1)
2𝜋kBTe

,

for q > 1 and other parameters have their usual significance. The basic equations are

𝜕n
𝜕t

+ 𝜕

𝜕x
(nu) = 0, (1)

𝜕u
𝜕t

+ u𝜕u
𝜕x

= −3n𝜕n
𝜕x

− 𝜈idu −
𝜕𝜙

𝜕x
, (2)

𝜕2𝜙

𝜕x2
= 𝛿1nd + 𝛿2ne − n, (3)

where nd denotes number density of dusts given by nd = e𝜎𝜙 with 𝜎 = Td
Ti

and num-

ber density of electrons is given by ne = [1 + (q − 1)𝛽𝜙]
1
2 +

1
q−1 with 𝛽 = Te

Ti
. Here,

Ti, Te, Td denote the temperature of ions, electrons, and dust, respectively. At

equilibrium, ni0 = zdnd0 + ne0 which gives 𝛿1 + 𝛿2 = 1 with 𝛿1 =
nd0zd
n0

and 𝛿2 =
ne0
n0

,

where ni0, nd0 and ne0 denote unperturbed number densities of ions, dusts, and elec-

trons, respectively. In this case, zd denotes the dust charge number and the charge

of the dust is taken as qd = −ezd, where e denotes the elementary charge. The ion

density n, velocity u, and electrostatic potential 𝜙 are normalized to ni0, Ci, and Ti∕e,

respectively, where Ci = ( Ti
mi
)
1
2 denotes ion acoustic speed and mi denotes mass of

ions. Here, 𝜈id denotes dust-ion collisional frequency. The variables x and t are nor-

malized to Debye length 𝜆D = ( Ti
4𝜋e2n0

)
1
2 and 𝜔−1

p , respectively, where ion plasma

frequency 𝜔p = (4𝜋e
2n0

mi
)
1
2 .

3 Derivation of the DKdV and DmKdV Equations

We appoint the RPT to procure the DKdV and DmKdV equations. In case of RPT

technique, the normalized model is linearized to get the relation between 𝜔 and k
which is called the linear dispersion relation where 𝜔 is the wavenumber and k is its

frequency. This dispersion relation of the linearized system characterizes the stretch-

ing of independent variables x and t as

𝜉 = 𝜀1∕2(x −Mt), (4)

𝜏 = 𝜀3∕2t, (5)

where M denotes the phase velocity of dust-ion acoustic wave and 𝜀 denotes a small

parameter that measures the weakness of the nonlinearity. The dependent variables

are expanded as
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n = 1 + 𝜀n1 + 𝜀2n2 + 𝜀3n3 +⋯ , (6)

u = 0 + 𝜀u1 + 𝜀2u2 + 𝜀3u3 +⋯ , (7)

𝜙 = 𝜀𝜙1 + 𝜀2𝜙2 +⋯ , (8)

𝜈id ∼ 𝜀3∕2𝜈id0, (9)

where 𝜈ido is the dust-ion collisional frequency. Substituting Eqs. (6)–(9) along with

the stretching (4)–(5) into Eqs. (1)–(3) and equalizing the coefficients of smallest

order of 𝜀, we have

M2 = 3 + 1
a
, (10)

where a = 𝛿𝜎 + q+1
2
𝛽𝛿2.

Considering the coefficients of next higher order of 𝜀, we have the damped KdV as

𝜕𝜙

𝜕𝜏
+ A𝜙1

𝜕𝜙1
𝜕𝜉

+ B
𝜕3𝜙1

𝜕𝜉3
+ C𝜙1 = 0, (11)

where A = M(12a2+3a2−2b)
2(3a2+a)

, b = 1
2
𝛿1𝜎

2 + 𝛿2
(q+1)(3−q)

8
𝛽2, B = 1

2a2M
, and C =

𝜈id0
2

When 𝜎 = 0.08933, q = 0.5, 𝛽 = 0.75, 𝛿1 = 0.45, and 𝛿2 = 0.55, there will be a

critical point where A ≃ 0 that will show a huge extension to the features of trav-

eling wave solution of Eq. (11) that disintegrates the soundness of the RPT. Here,

𝜎, q, 𝛿1, 𝛿2, 𝛽 are known as critical physical parameters with special values 𝜎 =
0.08933, q = 0.5, 𝛽 = 0.75, 𝛿1 = 0.45 and 𝛿2 = 0.55. However, there is a collection

of special values of the critical parameters. To receive all information of DIAWs

at the critical composition, a higher order nonlinear equation is taken into account.

Therefore, we proceed to consider the higher order coefficients of 𝜀. Substituting

Eqs. (4)–(5) and expanded dependent variables (6)–(8) with new perturbed quan-

tity 𝜈id ∼ 𝜀2𝜈id0 into the system of equations (1)–(3) and equating the coefficients

smallest order of 𝜀, we can develop the dispersion relation as Eq. (10). Thereafter,

taking into consideration the coefficients of succeeding higher orders of 𝜀, we have

the DmKdV equation as

𝜕𝜙

𝜕𝜏
+ A′𝜙2

1
𝜕𝜙1
𝜕𝜉

+ B
𝜕3𝜙1

𝜕𝜉3
+ C𝜙1 = 0, (12)

whereA′ = 3a2M2(3b−2a2)+9ab−3c
2a2M

, b = 1
2
𝛿1𝜎

2 + 𝛿2
(q+1)(3−q)

8
𝛽2, c = 𝛿1𝜎

3

6 + 𝛿2
(q+1)(3−q)(5−3q)

48 𝛽3,

B = 1
2a2M

, and C =
𝜈id0
2

.



Chaotic to Periodic Phenomena of Dust-Ion-Acoustic Waves . . . 409

4 Chaotic and Periodic Structure at Critical Values

In order to investigate the chaotic and periodic structure at critical values of the

DmKdV equation using the theory of dynamical system, we transform the DmKdV

equation (12) to an ordinary equation using the transformation

𝜂 = l𝜉 − 𝜆𝜏. (13)

Here, 𝜆 denotes velocity of the traveling wave and l denotes slope of the line wave

propagation with respect to 𝜉-axes. Substituting 𝜓(𝜂) = 𝜙1(𝜉, 𝜏) into the DmKdV

equation (12), we get

d3𝜓
d𝜂3

+ A′

Bl2
𝜓2 d𝜓

d𝜂
− 𝜆

Bl3
d𝜓
d𝜂

+ C
Bl3

𝜓 = 0. (14)

Considering an external periodic perturbation f0 cos(𝜔𝜂), the Eq. (14) can be con-

verted into the following three-dimensional dynamical system:

⎧
⎪⎪⎨⎪⎪⎩

d𝜓
d𝜂

= Z1,
dZ1
d𝜂

= Z2,
dZ2
d𝜂

= − A′

Bl2
𝜓2Z1 +

𝜆

Bl3
Z1 −

C
Bl3

𝜓 + f0cos(𝜔𝜂),
(15)

where f0 and 𝜔 denote strength and frequency of the externally perturbed peri-

odic force. To investigate the influence of dust-ion collisional frequency (𝜈ido) on

the chaotic to periodic phenomena, we apply numerical techniques, as (i) three-

dimensional phase portraits analysis, (ii) time series analysis, and (iii) Poincare

section. The perturbed system (15) is consisting of different parameters as

l, 𝛿1, 𝛿2, 𝜆, 𝜎, 𝜈id0, 𝛽, q, 𝜔, and f0.

Phase portrait is a geometric presentation of the qualitatively different trajectories

of a dynamical system in its phase space. In this case, we show all feasible phase por-

traits of the system (15) in the (𝜓,Z1,Z2)-space. In Fig. 1a, three-dimensional phase

portrait for the system (15) is depicted for the critical values l = 0.4, 𝛿1 = 0.75, 𝛿2 =
0.25, 𝜆 = 0.5, 𝜎 = 0.089333, 𝛽 = 0.5, q = 0.45, 𝜔 = 0.5, 𝜈id0 = 0, and f0 = 1.0
showing the chaotic features for the system. In Fig. 1b, we plot the variation of 𝜓, Z1,

and Z2 against 𝜂 for the system (15) with same value of physical parameters as in

Fig. 1a. The qualitatively different trajectories, shown in Fig. 1a, and variation of 𝜓 ,

Z1, and Z2 with 𝜂 in Fig. 1b ignore the periodic motion and exhibit chaotic oscilla-

tions. Moreover, a very applicable theory for determining the chaotic attractors is

Poincare sections. With the parameter values as in Fig. 1, the poincare section of the

system (15) is followed by Fig. 2 which depics that the points are densely scattered

and exhibit irregular distributions without any definite pattern. This characterizes

the chaotic oscillations of the system (15).
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Fig. 1 a Three-dimensional phase portrait and b variation of 𝜓, Z1, and Z2 with respect to 𝜂 of the

system (15) for l = 0.4, 𝛿1 = 0.75, 𝛿2 = 0.25, 𝜆 = 0.5, 𝜎 = 0.089333, 𝛽 = 0.5, q = 0.45, 𝜈id0 =
0, 𝜔 = 0.5, and f0 = 1.0

Fig. 2 Poincare section of

the system (15) in which the

parameter values are

followed from Fig. 1
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Thus, the system (15) possesses a chaotic motion in absence of the dust-ion col-

lisional frequency (𝜈id0). On the other hand, if we take into account the influence

of dust-ion collisional frequency (𝜈id0) with same value of physical parameters as in

Fig. 1, then one can observe the qualitative change in the system (15).

In Fig. 3a, we present the three-dimensional phase portrait for the system (15)

with 𝜈id0 = 0.1, and other physical parameters are same as in Fig. 1. Changing of

𝜙, Z1, Z2 with respect to 𝜂 is shown in Fig. 3b with same parameter values as Fig. 3a.

It is important to notice that the dynamical system unveils a periodic motion.

Therefore, the dust-ion collisional frequency (𝜈id0) plays a crucial role in the tran-

sition from chaotic structure to periodic structure. This investigation may be compe-

tent to fathom the effect of 𝜈id0 on the features of DIAWs in comet tails and interstellar

clouds.
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Fig. 3 a Three-dimensional phase portrait and b variation of 𝜓, Z1 and Z2 with respect to 𝜂 of the

system (15) with 𝜈id0 = 0.1 and other parameters are same as in Fig. 1

5 Conclusions

The chaotic and periodic behaviors of DIAWs in an unmagnetized dusty plasma

with dust-ion collision effect, q-nonextensive electrons, isothermal dust grains, and

ions have been investigated in the framework of the DmKdV equations in presence

of an external periodic force at some critical composition. The effect of collision

on the DIAWs has been discussed along with critical parameters with their critical

values. As we increase the value of collisional frequency (𝜈id0), dynamical behaviors

of the system corresponding to the DmKdV equation change its chaotic behaviors to

periodic oscillation in the existence of externally applied force. Thus, the collisional

frequency (𝜈id0) plays the role of chaos controlling parameter.

The consequence of this study may helpful to chaos control in various situations,

viz., continuous time delay feedback, biological and biochemical systems, digital

communication, encoding and decoding massages with chaotic lasers and electronic

circuits, etc. [28–34].
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ICT in Social Development—
Context-Sensitive Design Strategies
to Develop Mobile Applications
for Barefoot Animal Breeders

Divya Piplani, Dineshkumar Singh, Karthik Srinivasan,
Vaibhav Lonkar and Sujit Shinde

Abstract Cattle crossbreeding improves the breed quality and milk yield of the
progenies and hence improves the nutrition security and livelihood of the farmers. It
is a complex data-intensive process and requires the animal breeder to maintain 7–
10 forms having 230 data fields. Each data field may have 5–100 options to be filled
in, which is a challenging task to be done on a small screen mobile phone by
low-literate breeder. We followed an iterative design process to improve the overall
user experience. We interacted with the end users, understood their environment,
and analyzed the existing methods. We analyzed all the forms and data recorded by
them in last 3 years. We analyzed major parameters like cattle species, pregnancy
stages, cattle locations, etc., and based on the unique combination of these values,
we defined various “contexts”. For every context and data field, we identified
“context-sensitive” vocabulary (word library) extracted from the available records.
So, for the selected data field, we recommended the values based on the context,
from the vocabulary. During further iterations, the user choices were also learnt,
and values substituted by the users, if any, against the recommendation, were added
to the vocabulary. We added autocomplete suggestion feature to make it more
user-friendly. We used the word usage count to rank the suggested words with the
words used maximum ordered first in the recommendation. This design approach
minimizes the user data entry efforts, improves the speed, and reduces error,
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especially by the low-literate animal breeders who are not quite comfortable with
text typing on smaller screens.

Keywords Rural mobile app ⋅ Data management ⋅ Design ⋅ Autocomplete
Context sensitive ⋅ Breed improvement ⋅ Livestock artificial insemination

1 Introduction

As per a 2016 survey by People Research on India’s Consumer Economy (PRICE),
88% of the Indian households have a mobile phone. June 2016 report of Internet
and Mobile Association of India (IMAI) mentions that 371 million Indians access
Internet using mobile phones [1]. Though the majority of these users are from urban
areas, the penetration in the rural areas is also increasing significantly. This plays an
important role in bridging the digital divide in India. But the majority of the Internet
usage in the rural areas is related to online music download, and just 22% of usage
is via mobile apps. One of the bigger challenges being to design the app or services
for the rural consumers, whose needs and profile differ drastically from the urban
consumers.

Indrani Medhi carried out a detailed designed process involving ethnographic
interviews, field trials, and participatory designs, involving 450 h and 400 people
from India, the Philippines, and South Africa [2]. We used a similar approach and
the participatory design helped in improving the UI of the application, but filling
out the data-intensive forms still remained a big challenge.

Kathryn Summers conducted a 4-month research project to design web-based
forms for users with lower literacy skills [3]. But the major challenge was the time
taken by the users to get computer literate first before using the service. Users had
to be trained on using a mouse and/or understanding what a hyperlink is. With the
advent of the mobility and smartphone, this has improved and there is no need of a
specific expertise for using the mobile phones, even in the villages.

Fulcher and team suggested using an automatic word recognition system for oral
data entry [4]. Though this simplifies the process, it requires a good speech
recognition system, which is challenging for adaptation to given rural activities or
domain in local language.

Psychometric profile of user like age, education level, mobile phone literacy, and
their knowledge of English language helps, while designing application for rural
users. Since the majority of the users do not know English, it is good to develop the
applications in local language. But depending on the nature of the app, this may not
be enough. We conducted a study of 25 rural users and observed that 80% of the
users struggled with the forms which required them to provide the textual input
using the keyboard. Discrepancies were observed in the spelling of uncommon
words such as spelling of the farmers or places, cattle breeds or operation codes.

To some extent, keyboard prediction or autocomplete feature makes this task
easy [5]. Most keyboard prediction features use text that we enter overtime to build
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a custom, local “dictionary” of words and phrases that we have typed repeatedly. It
then “scores” those words by the probability by which we would use it again. But
these predictions are common to all applications installed on the mobile phone and
are not specific to any particular domain or an application. So it is possible that the
user types a word, which is specific to an application but since it is not the most
frequent or commonly used word, it may not be added in the prediction dictionary.
Even if some of the keyboards allow adding it, it may get less weightage and may
be pushed to the bottom of the recommendation list. Hence, unless almost half the
number of characters of that particular word is typed, it is not displayed in the
prediction list. This means we must have an autocomplete or prediction feature that
is very specific to given domain-application context. In this paper, we will capture
how autocomplete specific to application context helps the rural user to enter/type
text inputs. We will also cover some other design practices that need to be followed
while designing an application for the rural user, for example, using search option
in a dropdown (spinner) and many other web or app form design tools.

2 Background

Around 70 million small and marginal farmers depend on livestock resources for
their livelihood [6]. To help these farmers, many government agencies and other
organizations like BAIF provide doorstep cattle breeding services through artificial
insemination (AI). BAIF provides cow and buffalo breed improvement services
through AI to around 60,000 villages across the country [7]. In Maharashtra,
BAIF-MITTRA serves around 3800+ villages and covering 2 lakh families [8].
MITTRA appoints and trains barefoot animal breeder, known as AI Technicians
(AIT) for this purpose. They are in age group of 21–65 years, with education level
from primary till 10th standard. AIT visits farmers and performs AI on their cattle
and records each detail related to farmer, cattle, insemination breed, and process.
They also record farmer’s socioeconomic details, post AI monitoring activities such
as pregnancy detection (PD) and calving data. With so many activities across so
many villages and farms, AIT finds it difficult to keep track of each activity and use
paper-based monthly report. AIT supervisors and MITTRA officials find it difficult
to monitor real-time data and issues, as they to collect the paper-based report from
the AITs and digitize, which takes months. To overcome these challenges a
mobile-based application mKRISHI® Livestock was designed and developed in
2013.

Digital data entry activity was continuously monitored. By implementing Goal,
Operators, Method and Selection Rules (GOSM) approach of (Card et al. 1983) [9],
we found that average time taken to complete any flow is considerably high and
may take up to 30 min for an AIT of age 50 years and above. A focused group
discussion (FGD) was organized with the AITs to understand the service flow, the
number of forms being filled, seeking feedback and suggestions.
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Participants for these sessions included experts (veterinarian doctors) from
MITTRA too. They were responsible for analyzing data received from the
mobile-based application. Other participants include MITTRA AITs who are the
actual users of the application and our technical team who conducted this session.

Feedback form included the below questions.

• Are you able to use the application without any prior training?
• Are you comfortable using the app in local language (Marathi)?
• Do you face any difficulties while entering data in the application?
• How much average time do you take to fill any form?

After collecting feedback forms from them, we conducted open forums and
encouraged them to share their practical difficulties and suggestions. It was
observed that around 80% agents were facing trouble while filling the form espe-
cially with the fields requiring text input (Table 1). We sought their feedback on
each form, field by field and decided to redesign our application to make it more
user-friendly.

3 Design Approach

Based on the feedback we decided to build a domain-specific contextual word
library supported by the autocomplete feature. Instead of using the keyboard pro-
vided prediction dictionary, which could be generic in nature, we decided to per-
sonalize the autocomplete word vocabulary for every form.

We analyzed forms in each service. We looked at each data field, its data type,
and the range of values which needed to be typed to fill it. We decided to define a
“context” for each data field. Hence, we divided the complete farm data into various
contexts, wherein a context is a form associated with a given breeding operation or
workflow. For every context, we created a word (value) library (or vocabulary).
This vocabulary was initially empty. Every time when AIT entered a word which
does not exist in the vocabulary, it gets added.

During the next iteration for the given context, the word would be suggested
from the vocabulary corresponding to each data field and if the user ignores the
suggestion and enters a new value, it would get added to the word library.

Table 1 Focused group discussion (FGD) feedback results

Major queries Feedback (Yes %)

Are you able to use the application without any prior training? 100
Are you comfortable using the app in local language (Marathi)? 100
Do you face any difficulties while entering data in the application? 80
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3.1 Custom Dropdown with Search Option

In order to avoid data typing, we pre-populated the default words in the dropdown.
All the possible values were pre-populated and shown in drop-down like menu. The
user needed to select the desired value from a set of values in the vocabulary [10].
Hence, it reduced the typing effort. We also provided search option wherein user
can search through the dropdown by providing a few initial strokes. Once the user
selected an option, we maintained its hit score and the next time the user provided
the same keystroke in the search option, based on the hit score, the most frequently
used value or the value with highest hit score is shown on top (Fig. 1).

3.2 Custom Autocomplete EditBox

For every text data entry field used in various forms, we designed custom auto-
complete EditBox. This custom autocomplete EditBox was built upon Android’s
autocomplete TextView widgets with custom filtering logic. Autocomplete Text-
View provides suggestions automatically when the user is typing; the list of sug-
gestions is displayed in a drop-down menu from which the user can choose an item
to replace the content of the edit box.

Autocomplete TextView uses a predefined list of items to be displayed, but in
our case, we have kept the list dynamic. When the user enters any new word which
was not there previously in the list, that particular word gets added to the list. So
next time when the user is typing that newly added word will be shown in the list
along with other words. In this way, a dynamic list is kept for each text field in the

Fig. 1 Search text showing
the list of the farmers
matching with the search
criteria, ordered in the
sequence of usage

ICT in Social Development—Context-Sensitive … 419



form (Fig. 2). So suppose in a Cattle registration form if we have two text input
fields to capture (i) breed name and (ii) receipt number, then separate list will be
maintained for breed name and receipt number. In this way, user gets suggestions
based on the selected application context.

Apart from showing context-specific dynamic list, we also maintain hit score for
the item in each list. Suppose our field agent is entering data for Village A where
most commonly used breed name is HF 75 and he has to register 10 cattle with
same breed type. And in our breed name list, we have 50 items stored with starting
character “H” and 20 items stored with starting character “HF”. When in breed
name field user types character “H”, all the 50 items will be shown in suggestion list
and the user needs to scroll down to select HF 75 breed name or he has to type next
character “F” and again scroll down to select the desired breed. However, by
maintaining hit score and displaying the list based on his hit score, the user need not

Fig. 2 Batch nos. are shown in the order of their usage in the data entry form. This used to be one
of the most typing error content

Fig. 3 Initially HF75 was the more frequently used breed with count or hit score of 6
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scroll or type the second character. The desired breed name would appear by just
typing the first character of breed name (Fig. 3). When a new word is added to
vocabulary, its hit score is set to one (Fig. 4). Hit score is maintained based on user
selection and every time user selects the same text, the hit score kept increasing
(Fig. 5).

4 Results

The entire design went through their iterations and the same approach was built for
Marathi and English both languages. This provided flexibility to the AITs to use the
services in their desired language and personalize the word library as per their need.
A word mapping at the backend system helped to move freely from one language to
other. User interface design was also customized to suit the user needs. Currently,
260 AITs across Maharashtra are using this service.

Fig. 4 A new breed Halikar is added by user and its hit score gets set as 1

Fig. 5 Overtime more users selected Halikar, thus it got the highest score and became most
frequently used breed
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5 Conclusion

Defining a domain-specific context, based on the domain parameters and the end
users skills and experiences, helps to have a much focused “context-specific”
vocabulary. Hence, it personalizes this library to each data form and the words are
sorted in the order of their hit score. It minimizes the effort to scroll down through a
long list of suggested words. Hence, the data entry process improves. This is further
enhanced by remembering the additional user choices or words, which are provided
by the end users, if any, against the recommended words by the app. This helps in
continuously improving the vocabulary. Autocomplete suggestion feature uses this
vocabulary to minimize the data entry efforts, improves the speed, and reduces
error, especially by the low-literate animal breeder who is not quite comfortable
with text typing on smaller screens. This also helps in avoiding spelling mistakes
where the same words may be written differently.

As an extension of this work, a master data vocabulary or library can be
dynamically built by storing data values entered by other users from the different
devices into data fields of the same form. Other filtering criteria such as
location-based context setting can also be added. This approach has been piloted in
13 centers in Maharashtra and around 300 AITs are using this application. Periodic
feedback from the user was taken, and it was found that about 90% users found this
approach to be faster and user-friendly.
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Multiple Solution Sorting Method Using
Translocation

Pranav Kumar and G. Sahoo

Abstract The problems related to different sorting methods over a signed per-
mutation is initiated and raised by comparative genomics. Especially, translocation
in comparative genomics is often deal with large-scale mutation between species.
Related to that Hannenhalli has proposed the first polynomial time algorithm in
1996 for calculating translocation distance between genome. Here our algorithm
improves algorithm given by Bergeron, Stoye and Mixtacki for sorting by
translocation problem. Not only that, our algorithm is a betterment of the algorithm
given by Tannier et al.

Keywords Translocation ⋅ Reversal ⋅ Genome rearrangement

1 Introduction

Translocation is nothing but a block interchange of non-empty sets or ends of any
two chromosomes. First, the problem of translocation was introduced by Ravi and
Kececioglu. Whereas each problem has a sub-problem of translocation distance
which was given by Hannenhalli and Pevzner [1] and further improved by Bergeron
et al. [2]. Translocation distance is the minimum distance required to convert a
sequence of species into another target sequence of species but apart from that
without producing a shortest sequence or dealing a shortest distance. Li et al. gave a
linear time algorithm. In 2006, Bergeron et al. deal the study of comparative
genomics and revisit the problem of sorting multichromosomal genomes, and their
real challenge was to propose the algorithm whose validity can be checked by both
mathematically and biologically. In 2007, Flato and Shamir used the concept of
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translocation but having recursive algorithm. Pevzner has shown the relation
between translocation and reversal.

In reversal [3], a section of gene sequence from unichromosome is selected and
reinserted onto the same position but with sign interchanged, as permutation of
genome can be signed or unsigned. If two genome sequences are given π1 and π2
transforming shortest sequence of reversal from Ψ1 into Ψ2.

In our paper, we are proposing a doubly concept of forming cycle graph not only
that we are focusing on generalizing the overlap graph. We have also shown how
the same concept of sorting by reversal can be used and extract the chromosomal
information to develop a new algorithm, i.e. sorting by translocation, since
translocation involves the multichromosome whereas reversal requires only
unichromosome notation of overlap graph in a better way.

2 Definitions and Notifications

2.1 Genome

A gene is a different sequence of nucleotides forming a part of chromosome or
chromosome is a set of genes whereas different chromosomes combine to form a
genome. Example π represents a genome or permutation containing two chromo-
somes having seven genes:

Π= − 3, 2, 1, − 4ð Þ 6, − 5, 7ð Þf g

And for π = (x1, x2, …xn) its reverse can be written as:

−Π= − xn, . . . − x2, − x1ð Þ

As a chromosome does not have orientation, so we can flip the permutation as−Π.
So any two chromosomes are considered to be identical if Π = Π or Π = −Π. Here
we assume that each gene appears exactly once in a genome as each repeated
cytosine, guanine, thymine and adenine have given a separate identity. There are two
ways to perform translocation depending upon the target genome; these are prefix–
prefix [4] and the other one is prefix–suffix. In prefix–suffix as the name specifies,
some genes from the starting point of first chromosome are interchanged with the
some genes from the ending point of second chromosome, as shown below:

X1, X2ð Þ, Y1, Y2ð Þf g can bewritten as Y2, X2ð Þ, Y1, X1ð Þf g

Whereas in case of prefix–prefix, some genes from the starting point of both the
chromosomes are interchanged as follows:
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X1, X2ð Þ, Y1, Y2ð Þf g can bewritten as Y1, X2ð Þ, X1, Y2ð Þf g

So, sorting by translocation problem is the shortest sequence of translocation that
transforms one given genome into other or that can convert source genome into
target genome and the shortest sequence means within minimum number of steps
one can be transformed into other that can be find out using translocation distance
problem.

For any chromosome, let Π = (x1, x2, x3, …xn) can be called as Tails(Π) [5], if
Tails(Π) = (x1, −xn). Here all the in between elements are being eliminated
whereas starting and ending points of elements are remained as it is of all the
chromosomes but the sign changes to the suffix elements of all the chromosome.
For example, Tails {(1, 2, 3, 4) (5, 6)} can be written as {(1, −4, 5, −6)}. Here 2, 3
are being eliminated whereas sign of 4 and 6 is changed.

2.2 Cycle Graph

Cycle graph can be formed using three methods, first one in which the signed
permutation is shown by positive and negative signs. Steps involved in it are as
follows:

• For each element i of the permutation add two vertices (–i, +i) if (i > 0)
otherwise (+i, −i) in that order.

• Augment vertices 0 to the left and −(n + 1) to the right.
• Add black edges between adjacent vertices.
• Add grey edges (arc) between vertices +i and −(i + 1).

This gives diverging/converging edges shown by forward or backward arrow,
where 0 ≤ i ≤ n (Fig. 1) and the second method in which signed permutation was
shown by zero and one symbol at the tail. According to them the rules as follows:

• Set of vertices are shown by ∑i=1
n {i0, i1}.

• If grey edge connected outside the chromosome, then

Fig. 1 Construction of cycle
graph using signed format
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Out if g= i1 if i has positive sign
�
�

i0 otherwise
�
�

• If grey edge connected within the chromosome, then

In jf g= j1 if j has positive sign
�
�

j0 otherwise
�
�

Whereas the third method is given by us in which according to rule these are the
following points as follows (Fig. 2):

• In which even if the element i is greater than zero or less than zero, same rule
exist.

• For each element i, add two vertices (2i − 1, 2i) in the same order they exist.
• Ignore the leftmost element and rightmost element of each chromosome.
• Start pairing black edges with the adjacent vertices.

Connect grey edges between vertices as in increasing orders (Fig. 3).

Lemma 1 If two cut points are selected on black edge and both on two different
cycles, then Δc = −1 (two cycles are merged) and if on the same cycle, then either
Δc = 1 or Δc = 0 means that cycle is split into two cycles or there is no change.

Fig. 2 Circular cycle graph

Fig. 3 Construct by our
doubly concept method
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3 Proposed Algorithm

________________________________________________________________

Algorithm 1 
________________________________________________________________ 

1. Loop continues until our source genome converted to target genome 
2. If proper translocation exist in permutation Ψ 
3. Select each cut points containing grey edge then perform valid proper 

translocation 
4. If no translocation point exist then add a valid bad translocation 
5. Return 

________________________________________________________________ 
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4 Result and Discussion

4.1 Discussion

Example:

Ψ= ½A: 1 3 9ð Þ Ψ′ = ½A: 1 2 3 4 5 6ð Þ
B: 7 8 4 5 6ð Þ B: 7 8 9ð Þ
C: 10 2 11 12 13ð Þ� C: 10 11 12 13ð Þ�

As source genome is given, we have to convert this source genome into the
target genome. For converting, first of all, we have to construct the cycle graph of
given permutation (Fig. 4).

As in above graph, each element i of the permutation add two vertices (–i, +i) if
(i > 0) otherwise (+i, −i) in that order and then as mentioned above in rules
ignoring the leftmost and rightmost elements of each chromosome start pairing
black edge to the neighbouring vertices. Now connect grey edges from +i to
–(i + 1) as shown above with dotted lines.

As in graph, there are two grey edges exist that are external, i.e. connected
between different chromosomes. So one by one we have to select two cut points
onto the black edge containing external grey edge. Red bar shows that cut points
selected are on black edge between 1 and −3 whereas other one is between 2 and
−11. So here, we are applying translocation on (1, 2) to form a new permutation.

Ψ ′= ½A: 1 11 12 13ð Þ
B: 7 8 4 5 6ð Þ
C: 10 2 3 9ð Þ

Now again, we have to construct a cycle graph with this new generated per-
mutation (Fig. 5).

So again, two cut points selected are on black edge between 1 and −11, and the
other one is between 10 and −2.

So here, we are applying translocation on (1, 10) to form a new permutation.

Fig. 4 Specify initial cycle
graph
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Ψ ′= ½A: 1 2 3 9ð Þ
B: 7 8 4 5 6ð Þ
C: 10 11 12 13ð Þ

Now again, we have to construct a cycle graph with this new generated per-
mutation (Fig. 6).

So again, for the last time, two cut points selected are on black edge between 3
and −9, and the other one is between 8 and −4. So here, we are applying
translocation on (3, 8) to form a new permutation.

Ψ ′= ½A: 1 2 3 4 5 6ð Þ
B: 7 8 9ð Þ
C: 10 11 12 13ð Þ

This is final target genome sequence and shows that final stage permutation is
equal to our target genome (Fig. 7).

Fig. 5 After applying 1
translocation new graph
formed

Fig. 6 Further stage cycle
graph

Fig. 7 Target genome
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4.2 Result

As in the above example, there can be multiple cut points in different orders; here,
we have shown only one but there can be many more. So by applying Algorithm 2,
we get different solutions as listed below (Fig. 8):

Solution 1. X: {1, 2}; Y: {1, 10}; Z: {3, 8}.
Solution 2. Y: {1, 10}; Z: {3, 8}; X: {1, 2}.
Solution 3. Z: {3, 8}; X: {1, 2}; Y: {1, 10}.
Solution 4. Y: {1, 10}; X: {1, 2}; Z: {3, 8}.
Solution 5. X: {1, 2}; Z: {3, 8}; Y: {1, 10}.
Solution 6. Z: {3, 8}; Y: {1, 10}; X: {1, 2}.

5 Conclusion

As specified in the paper, for any problem, there can be many more solutions
possible because until now, everyone is showing single solution as they have that
single solution only. If a person has only one option, he/she may think this is the
best option but they may be wrong. That is why we are providing all solution,
among which we can select the optimal one.

Fig. 8 Implementation of our proposed algorithm
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Chaos Control in a Two Prey and One
Predator System with Predator Switching

Saheb Pal, Mainul Hossain, Sudip Samanta and Nikhil Pal

Abstract Vance (Am. Nat. 112:797–813, 1978) modeled a food web consisting of

two prey and one predator with competing prey species. Gilpin (Am. Nat. 113:306–

308, 1979) explored that for biological feasible parameter values, Vance’s model

can produce chaotic dynamics. In the present paper, we consider a modification of

Vance’s model by incorporating predator switching into the model for the same set

of parameter values considered by Gilpin. We observe that if we increase switch-

ing intensity above a threshold value, then the system becomes stable from chaotic

oscillations and enhances the persistence of the system.

Keywords Chaos ⋅ Predator switching ⋅ Bifurcation ⋅ Stability

1 Introduction

The discovery of chaotic dynamics in the deterministic nonlinear system motivated

the researchers to investigate simple mathematical models and explore the possibil-

ities of chaos and its control mechanisms. Chaos is observed in various branches

of research field like, economics, electronics, physics, ecology, climate and weather

prediction, etc. Mathematical models on predator–prey, plant–herbivore, plant–pest,

resource–prey–predator, nutrient–phytoplankton–zooplankton, and many other sys-

tems have played important roles in understanding ecological processes. In con-

tinuous time dynamics, Lotka and Volterra proposed a model with one prey and

one predator and explained the cycles in biological populations. Subsequently, the
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Lotka–Volterra model was modified and extensively studied by many researchers.

Gilpin [1] showed that chaos could occur in a model with one predator and two

competing prey species [2]. Further studies on the same model by Schaffer [3] have

also confirmed that the dynamics are chaotic. However, chaos is rare in real food

chain systems. Here we are mentioning few ecological phenomena, e.g., omnivory,

toxic inhibition, predator switching, Allee effect, and migration by which chaos can

be controlled.

In real predator–prey environment, where several preys are present, the predator

prefers to feed preys in a habitat for some duration and then changes its preference to

another habitat. Predator switching is a biological phenomenon, where the predator

population likes to graze the most available prey in a habitat when other prey popu-

lation is rare [4]. In nature, many authors observed predator switching phenomenon

[4]. Fisher-Piette observed that intertidal snail switches its feeding strategy depend-

ing upon the availability of barnacles or mussels [5]. Lawton et al. experimentally

showed predator feeding switching in Notonecta and Ischnura [6]. This situation also

has been analyzed by mathematical models. The classical Tansky model [7] is essen-

tially based on the relative abundance of two prey populations.

Our aim is to study the impact of predator switching on the dynamics of a three

species model with two prey and one predator populations. To attain our goal, we

modify the Vance’s model [2] by incorporating predator feeding switching into the

model and studied the model for the same set of parameter values considered by

Gilpin [1].

2 Model

In this section, we modify a two prey and one predator model proposed by

Vance [2] by incorporating predator switching behavior. The modified system of

equations can be written as follows:

dx
dt

= b1x − a11x2 − a12xy −
a13xz
1 + c y

x

,

dy
dt

= b2y − a22y2 − a21xy −
a23yz
1 + c x

y

,

dz
dt

= −b3z +
a31xz
1 + c y

x

+
a32yz
1 + c x

y

.

(1)

x, y, and z, respectively, denote the prey-I, prey-II, and predator population sizes. The

meaning of the parameters, all non-negative, is as follows. b1 and b2 are the growth

rate of the resources. a11 and a22 denote intraspecific competition of resources. a12
and a21 are the competition between the resources. The parameters a13 and a23 denote

the prey consumption rates, while a31 and a32 represent the predators’ assimilation

rates. The natural mortality of the predator is b3. c is the switching intensity.
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The parameter c provides continuity of the switching phenomenon [8, 9]. For

c = 0 (no switching), the system becomes exactly the Vance’s two prey and

one predator system [2], while for c = 1, the system shows perfect switching phe-

nomenon [7].

3 Stability Analysis

The above model is not defined at the origin. In ecological systems, the coexistence

equilibrium point always important to infer the dynamical properties of the system.

At a coexisting equilibrium point all species exist with positive densities. In this

section, our main aim is to study the stability behavior of the coexisting steady state

of the system (1). We evaluate the interior equilibrium point E∗(x∗, y∗, z∗), where

x∗ = b3
a31u
c+u +

a32
u(1+cu)

, y∗ = b3
a31u2

c+u + a32
(1+cu)

,

z∗ = c+u
a13u

(b1 − a11x∗ − a12y∗) =
1+cu
a23

(b2 − a22y∗ − a21x∗), u = x∗

y∗
,

(2)

where u is the positive root of the polynomial

C1u5 + C2u4 + C3u3 + C4u2 + C5u + C6 = 0, (3)

with

C1 = a13a21b3c2 − a13a31b2c2,
C2 = a13a21b3c(2 + c2) − 2a13a31b2c + a31a23b1c − a11a23b3c + a13a22b3c2 − a13a32b2(1 + c2),
C3 = a13a21b3(1 + 2c2) − a13a31b2 − a11a23b3(1 + 2c2) − a23a31b1(1 + c2)

−a12a23b3c − 2a13a32b2c + a13a22b3(2 + c2),
C4 = a13a21b3c + a13a22b3(2 + c2) + a23a32b1 − a11a23b3c(2 + c2)

−a12a23b3(1 + 2c2) + a31a23b1c − a13a32b2(1 + c2),
C5 = a13a22b3c + 2a23a32b1c − a11a23b3c2 − a12a23b3c(2 + c2) − a13a32b2c,
C6 = a23c2(a32b1 − a12b3).

By Descarte’s rule of sign, the Eq. (3) has a positive real root when C1C6 < 0.

Hence, the equilibrium point E∗(x∗, y∗, z∗) will be feasible if x∗ < min{ b1u
a11u+a12

,

b2u
a22u+a21

}
and C1C6 < 0.

Now, the Jacobian matrix of the system (1) at the interior equilibriumE∗(x∗, y∗, z∗)
is

J =
⎛
⎜
⎜
⎝

W1 W2 W3
W4 W5 W6
W7 W8 0

⎞
⎟
⎟
⎠

,
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with

W1 = −a11x∗ −
a13cx∗y∗z∗

(x∗ + cy∗)2
,W2 = −a12x∗ +

a13cx∗
2z∗

(x∗ + cy∗)2
, W3 = −

a13x∗
2

(x∗ + cy∗)
,

W4 = −a21y∗ +
a23cy∗

2z∗

(y∗ + cx∗)2
, W5 = −a22y∗ −

a23cx∗y∗z∗

(y∗ + cx∗)2
, W6 = −

a23y∗
2

(y∗ + cx∗)
,

W7 =
a31x∗

2z∗ + 2a31cx∗y∗z∗

(x∗ + cy∗)2
−

a32cy∗
2z∗

(y∗ + cx∗)2
, and W8 =

a32y∗
2z∗ + 2a32cx∗y∗z∗

(y∗ + cx∗)2

−
a31cx∗2z∗

(x∗ + cy∗)2
.

The characteristic equation of J at E∗
is 𝜆

3 + 𝜎1𝜆
2 + 𝜎2𝜆 + 𝜎3 = 0,

where 𝜎1 = −(W1 +W5), 𝜎2 = W1W5 −W2W4 −W3W7 −W6W8, and 𝜎3 = W1W6
W8 −W2W6W7 −W3W4W8 +W3W5W7.

Hence, the system (1) around the coexisting equilibrium point will be stable if

𝜎1 > 0, 𝜎3 > 0 and 𝜎1𝜎2 − 𝜎3 > 0. Also, a Hopf-bifurcation may occur if the fol-

lowing condition holds:

𝜎1𝜎2 − 𝜎3 = 0.

4 Numerical Simulations

In numerical simulations, we consider the following parameter values taken from

[1]:

b1 = 1, b2 = 1, b3 = 1, a11 = 0.001, a12 = 0.001, a13 = 0.01, (4)

a21 = 0.0015, a22 = 0.001, a23 = 0.001, a31 = 0.005, a32 = 0.0005,

with initial condition (x(0) = 0.1, y(0) = 0.1, z(0) = 0.3).
For the above set of parameter values (4) with c = 0, the system (1) shows chaotic

behavior (see, Fig. 1). Our main objective here is to investigate the impact of preda-

tor feeding switching on the system’s behavior. First, we draw a bifurcation diagram

for the y-population of the system (1) around the coexistence equilibrium. The bifur-

cation diagram (see, Fig. 2) shows that, if the switching intensity increases grad-

ually the system (1) becomes stable from chaotic dynamics through period-halving

Hopf-bifurcation. The model (1) exhibits higher periodic and chaotic oscillations for

0 < c < 0.01, period doubling oscillations for 0.01 < c < 0.016, limit cycle oscilla-

tions for 0.016 < c < 0.1, and for c > 0.1 the system shows stable dynamics. For

the parameter choice (4) with c = 1, the system (1) has a unique positive interior

equilibrium E∗(375.085, 414.098, 44.3561), which is validated by numerical simu-

lation. We have also obtained 𝜎1 = 0.9109 > 0, 𝜎2 = 0.3076 > 0, 𝜎3 = 0.1402 > 0
and 𝜎1𝜎2 − 𝜎3 = 0.1399 > 0 (Routh–Hurwitz stability criterion). The eigenvalues of
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Fig. 1 The figure shows chaotic dynamics of the system (1), where c = 0 and the other parameter

values are same as in Eq. (4)
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Fig. 2 Bifurcation diagram of the system (1) with respect to the bifurcating parameter c. Here we

plot the maximum and minimum values of oscillations in blue and red colors, respectively

(1) are −0.0804 ± 0.4248i and −0.7500. Hence, the system (1) is stable at E∗
(see,

Fig. 3). Further, we verify the occurrence of Hopf-bifurcation of the system (1) by

Matcont simulation. We observe that Hopf-bifurcation occurs at c = 0.1 and the sys-

tem (1) remains stable for large values of c (see, Fig. 4). We also calculate maximum

Lyapunov of the system, which shows that the system becomes stable from chaotic

dynamics (see, Fig. 5).
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Fig. 3 The figure shows the system (1) is stable for c = 1, where the other parameter values are

same as in Eq. (4)

Fig. 4 The figure shows the

occurrence of

Hopf-bifurcation and the

system (1) remains stable for

large value of c, where the

other parameter values are

same as in Eq. (4)
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5 Conclusion

Vance [2] modeled a food web consisting of two prey and one predator with com-

peting prey species. Gilpin [1] showed that chaos could occur in a two prey–one

predator system. In a food web with two prey and one predator, predator has two

types of food sources to graze, which increases the chance of predator switching

between two prey. In this paper, we considered a two prey and one predator model

[2] by incorporating predator feeding switching in the model system. We observe

that if we increase the switching intensity, then the chaotic system becomes stable

via period-halving Hopf-bifurcation (chaos–period doubling–limit cycle–stable). A

biological clarification could be given as follows. When a specific prey population
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Fig. 5 Maximum Lyapunov

exponent of the system (1)
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density decreases, due to predation, the predator instead of losing time in searching

for the scarce resource, switches its attacks on the next most abundant available prey,

and this type of switching phenomenon drives the system toward stability.
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An Improved Multi-secret Sharing Visual
Cryptography Technique for Color
Images Using Sterilization Algorithm

G. D. Dalvi and D. G. Wakde

Abstract Security in the recent technology world is an important issue to be taken
care of and to be encountered with preventive measure on various aspects. Secret
sharing is a technique used in visual cryptography (VC) which divides the image
into many shares and by overlapping those shares original image is revealed, but it
creates a threat when an intruder get shares with which the image is going to be
decrypted easily. However, in the present project work, an extremely useful bitwise
operation is performed on every pixel with the help of key. The key is provided by
new concept of sterilization algorithm. Initially, Red, Green, and Blue channels get
separated from image and are going to be encrypted on multiple levels using
multiple shares; it converts an image into unreadable format and by combining all
the shares in proper sequence the original secret image is revealed.

Keywords Bitwise operation ⋅ Multi shares ⋅ Pixel sharing
Sterilization ⋅ Algorithm ⋅ Keys ⋅ XOR ⋅ Encryption

1 Introduction

With the ascending of blended media application, there is a tremendous enthusiasm
for transmission and secured securing of information. So, security is fundamental to
discover good of fashioned certification. If the information is secured, the gate-
crashers may not reshape the data. The best way to deal with oversees true blue and
secure transmission of the data changes into a testing issue. Cryptographic
frameworks bear the cost of the social occasion and security by reducing the
likelihood of enemies [1]. It deals with the framework which is used to refresh the
data among real and unlimited structures by using encryption and unscrambling

G. D. Dalvi (✉) ⋅ D. G. Wakde
Department of EXTC, Sant Gadge Baba Amravati University, Amravati, Maharashtra, India
e-mail: gopalddalvi09@gmail.com

D. G. Wakde
e-mail: dr_dgwakde@rediffmail.com

© Springer Nature Singapore Pte Ltd. 2018
S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Advances in Intelligent Systems and Computing 706,
https://doi.org/10.1007/978-981-10-8237-5_43

443

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_43&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_43&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_43&amp;domain=pdf


system under the centrality of the keys. It gives the substance security and discovers
the chance to control. A champion among the most part used a sort of information
sharing or question sharing is the visual puzzle sharing. Without including any
astonishing figuring’s, interpret the puzzle picture evidently by superimposing a
qualified subset of offers through the visual befuddle sharing logic. In the emerge
condition, there exists Boolean operation of the befuddle picture sharing that beats
the drawback of low visual quality and pixel advancement made by the VSS [2].

VC is an imperative puzzle sharing system that finds it is interesting in con-
nection to fundamental cryptography, for the reason that it does not require com-
plex count to translate. Shading VC, rising field, scrambles the shading secret
messages into various measures of shading halftone picture shares. A visual
information pixel synchronization and goof dispersal procedure enable the
encryption of visual data with high bore. Synchronization unwinding the spot of
pixels close to the inquiry pictures in the midst of mess up spread produces shares
satisfying to human visual system. The turmoil made by the preset a pixel was
diffused by the neighbor pixels at whatever point the encryption on share happens
[3]. The data covering is the embedding system which the inquiry shares are
disguised using some kind of strategies. The mix of the VC with the watermarking
framework is to widen the photo abundance and security [4]. In visual cryptography
the passed on picture shares are mixed by using RSA figuring. The mix of VC with
the complete gathering enters encryption shut in high security while transmitting
the photo [5]. The procedure of the creative framework for checking untruthfulness
is the request of a few problem pictures with the genuine target that each qualified
subsets will reveal the relative daze picture basically, leaving the other riddle
pictures new to the unavoidable vendors [6].

2 Literature Review

The basic concept of visual cryptography was invented by M. Naor and A. Shamir
[7] in this VC technique. It contains black and white pixel only. It is for only
sharing a single secret. The secret images are separated in only two shares, i.e.,
share 1 and share 2. When these two shares overlapped, it generates the original
image. It is used for only black and white image. It is secure and easy to implement.

Nakajima and Yamaguchi [8] presented an innovative method of extended visual
cryptography scheme (EVS) in which performing halftoning and encryption
simultaneously because of that this method improves the output image quality and
gives a better result as compare to previous technology regarding quality of image
and security.

P.V. Chavan et al. [9] introduced hierarchical visual cryptography (HVC) for
fingerprint-based authentication mechanism in this system the signature of person
taken as an input and encrypted by using HVC and created four resultant shares
from these four shares any three shares are taken to generate the key share.
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It overcomes the problem of repetitiveness during authentication and
non-acceptability.

Yadav and Vijay [10] proposed a visual cryptography scheme that encodes
T >=2 (T = no of secrets) secrets into two rectangular shares in such way that
single share unable to create creates the secret. In this scheme, only one share is
required to store with password. In this system, communication and storage over-
head are reduced, and it is efficient and more secure multiple secret VC schemes.

Linju and Mathews [11] presented simple block replacement method (SBR) and
halftoned images are preprocessed using SBR technique. In this scheme, two secret
color images are used, and these are divided into three shares and secret images
should be changed into its halftone representation. These systems increase the
quality of recovered and improve the other parameter like PSNR, MES, accuracy,
and pixel expansion

3 Proposed Work

In this research work, a new concept of sharing the color image at multiple levels
has given which provided more security to the encryption. Encryptions perform by
separating Red, Green, and Blue channels, and then sterilization algorithm is used.
It provides keys which are used to encrypt every component of a pixel. Each level
consist database of particular number of shares, by using that database image is
encrypted or decrypted. For revealing the original image, all the shares are required
to be superimposed using the keys. By stacking shares in proper sequence original
image will be obtained. The concept is extremely secure as shares are encrypted at
multiple levels using the keys without which one can never decrypt the image.

Algorithm for Encryption:-

Step 1: Select Image.
Step 2: Separate Red, Green, and Blue channels.
Step 3: Each channel is further encrypted into eight shares, i.e., R + G + B =

8 + 8 + 8 = 24 shares. This encryption is done with the key provided
by sterilization process.

Step 4: In this level, eight encrypted shares of each channel make group of 3, 3,
and 2 shares.

Step 5: Three shares are obtained for each channel from previous step, using this
share finally encrypted R, G, and B obtained. This operation is per-
formed at level 3.

Step 6: It checks the condition for encrypting all the 3 shares. Unless all the
three shares are encrypted it process in loop.

Step 7: In this last level of encryption, all the three shares get combined and
finally encrypted share was obtained. Save the encrypted image to
database (Fig. 1).
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Above figure specifies the flow of control once the input has given to the system.
Once all the steps of the algorithm are implemented, the last gives the encrypted
share.

A. Input Image
Selected image should be in .bmp, .jpg, .tiff, etc., format.

B. Extract RGB Channel
Let function f(I) will extract Red, Green, and Blue channels of an image

f Ið Þ=E Ir, Ig, Ibð Þ

Fig. 1 Flowchart for encryption of an image
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C. Preprocess images
Image preprocessing is a step where an image can be kept ready with necessary
modification before applying algorithm over it. In our proposed work, we are
doing resize and image enhancement

D. Position Keys
Position keys are most vital part of the security of image. Proposed algorithm
generates position keys based on permutation comprising digits from 0 to7.

P n , rð Þ=n ! ̸ n − rð Þ!

Where, n = Total digits, i.e., 0–8
R = Repetition of digits, i.e., 8

In our proposed method

P n, rð Þ=P 8, 8ð Þ
=8! ̸ 8− 8ð Þ!
= 8! ̸ 8− 8ð Þ!
= 40320

Proposed algorithm generates total 40320 keys.
Few position keys are as follows: 12345678, 12345687, and 12345768.

E. Level 0 Encryption
Let an image I represented with I H X W. Total pixels in an image are H X W.
Total keys required for level 0 encryptions are related to image dimension.
One key for one-pixel components. It means three keys for one pixel.
Concerning this, an image of H X W dimension need 3 X H X W Keys

Proposed scheme provides 
unique key for individual pixel 
color components. We are 
using round robin scheduling 
scheme to allocate keys to 
pixel components.

if ( length(keys)> total se-
lected keys)

set index =1;
Key = keys [index];
index ++;

end; 

Keys Pixels
1 R

Pixel 12 G
3 B
4 R 

Pixel 25 G
6 B
. R . 

. 

. 
. G
. B
. . Pixel 

H X W. .
40320

Below figure show how round robin technique implemented for key allocation to
individual pixel color components
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Pixels Keys
1 1
2 2
3 3
4 4
5
.

A pixel with its components
.
H X W

Pixel
R-8 bits
G-8 Bits
B-8 Bits

Position 8 7 6 5 4 3 2 1

Bit 1 0 1 1 0 0 0 1

8 bit of red component can be represented and position key as 32456187.
Position-based swapping/encryption work by swapping group key position bits

as below:

Group 32 45 61 87

Position 8 7 6 5 4 3 2 1
Bit 1 0 1 1 0 0 0 1

after swapping resultant key.

Position 8 7 6 5 4 3 2 1

Bit 1 0 1 1 0 0 0 1

Strong encryption can predicate with max MSE error which can be measured as

MSE= originalPixel−ResultPixelj j

In proposed scheme, max MSE is 255 and minimum is 0.

SE 0 Weak encryption

255 Strong encryption
−254 Moderate encryption

Other parameters for encryption standard measurement are as follows:

• PSNR,
• Average difference,
• Correlation, and
• Absolute difference, etc.
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At level 0, eight different shares obtain from individual bits. We are differenti-
ating image pixels into eight shares I level 0 = d Ih xw ̸dbitlength

if bit == 0
set pixel to black;
else
set pixel to white;
end;

EncryptedImagePixelsWeight Eipð Þ= ∑
7

i = 0
i2
� �

Hence at level 0, output shares are black and white images that create a level of
image security.

F. Level 1 Encryption
At level 1, shares are integrated to creates another level of shares integration
hap pens between share 1, 2, 3 4, 5, 6, 7, and 8

L1r =L1g=L1b= f ∫
2

i = 0
Ii , ∫

5

i = 3
li , ∫

7

i = 6
li

( )

Pixel’s integration at level 1 creates RGB shares that again create a security level
in facial image authentication. Red component created from share 1, green from
share 2, and blue from share 3

Level 1 Share Pixel Level 0 share
Red 1
Green 2
Blue 3

Total shares at level 1 are 9.

G. Level 2 Encryption
At level 2, shares are integrated to creates another level of shares integration
happens between share 1, 2, and 3

L2r =L2g=L2b= f ∫ L1r , ∫ L1g, ∫ L1b
� �

Pixel’s integration at level 2 creates RGB shares that again enhance a security
level in facial image authentication. Red component created from share 1, green
from share 2, and blue from share 3

Level 1 Share Pixel Level 1 share
Red 1
Green 2
Blue 3

Total shares generated at level 2 are 3.
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H. Level 3 Encryption
It is a final stage of share generation. Shares from level two are integrated to
create another level of security shares integration happens between share 1, 2,
and 3

L3= f ∫ L2r, L2g, L2bð Þ� �

Pixel’s integration at level 3 creates RGB shares that again enhance a security
level in facial image authentication. Red component created from share 1, green
from share 2, and blue from share3.

Level 1 Share Pixel Level 2 share
Red 1
Green 2
Blue 3

Total shares generated at level 2 are 3

4 Result Analysis and Discussion

A. Performance Analysis (Table 1)

The result shows that as compare to other techniques, the proposed work gives
high PSNR value and low MSE which means it proved that decrypted image is
approximate equal to the original image, and others parameters like absolute error
and cross correlativity are also good and proposed work also improves the visibility
(Fig. 2) (Table 2).

Table 1 Comparative table in terms of PSNR, MSE, AE, cross correlation, and visibility

Sr.No Method PSNR MSE Absolute
error

Cross
correlation

Visibility

1 Young-Chang 65.34 4.342 67.345 3.234 Strong
2 Sabu M

Thampi
54.3523 2.2342 54.3453 5.231 Quite

visible
3 Koo Kang 67.3523 5.232 54.3452 2.454 Strong
4 Jagdeep

Verma
94.3453 7.2342 54.3445 6.234 Strong

5 Pallavi
Chavan

87.33 1.234 54.3532 2.234 Strong

6 Proposed 99.2342 0.232 95.564 1.334 Very
strong
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5 Conclusions

This research work proposes a novel idea of facial image authentication using
sterilization algorithm in VC. In this work new, the concept of sharing the color
image at multiple levels has given to provide more security to the encryption.
Encryptions performed by separating Red, Green, and Blue channels, and then
sterilization algorithm is used. It provides keys which are used to encrypt every
component of a pixel. Each level consists of the database of a particular number of
shares; by using that database image is encrypted or decrypted. For revealing the
original image, all the shares are required to be superimposed using the keys. By
stacking shares in proper sequence, original image will be obtained. The concept is
extremely secure as shares are encrypted at multiple levels using the keys without
which one can never decrypt the image.

Fig. 2 Indicate the graph of encryption and decryption time

Table 2 Time required for the shares generation and reconstruction of proposed scheme

Name of input image Encryption time (s) Decryption time (s)

Img1.jpg 1.3554 1.2342
Img2.bmp 1.6854 1.3562
Img3.png 1.7004 1.6385
Img4.jpg 2.0124 1.6678
Img5.bmp 1.6692 1.5232
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AMorphological Color Image Contrast
Enhancement Technique Using Hilbert
3D Space Filling Curve

Rajesh Kumar Sinha, Priyambada Subudhi and Susanta Mukhopadhyay

Abstract This paper presents a method based on mathematical morphology for

enhancing the contrast of a color image using total ordering with Hilbert space filling

curves. The method defines a total ordering of three-dimensional (3D) space (RGB

space) using Hilbert 3D space filling curve and then applies morphological opera-

tors on the color image to obtain the contrast enhanced image. The output obtained

through the above method has been compared with the outputs obtained through

marginal morphology and vector morphology based on a distance measure. Exper-

imental results show the efficiency of the proposed method in terms of enhanced

contrast and better time complexity.

Keywords Color image morphology ⋅ Contrast enhancement ⋅ Hilbert curves

Multivalued morphology ⋅ Space filling curves

1 Introduction

Image contrast enhancement is an important aspect in the field of image processing

and computer vision not only because it improves the visual quality of the image

by making it more informative but also it acts as the preprocessing step in many

higher level image processing tasks. Several contrast enhancement techniques such

as contrast stretching [1], histogram equalization (HE) [2], transform-based methods

using wavelet transform [3] and curvelet transform [4], and morphological methods

[5] etc. have been proposed to enhance the contrast of an image. Among them, HE

has been used most extensively for enhancing the contrast of both gray scale as well

as color images. These HE techniques can be applied to the image both globally or

locally. Recently, many improvements have been proposed to the HE method such as

bi-histogram equalization [6], dynamic HE [7], adaptive HE [8], etc. Although, these

improvements are capable of overcoming some of the shortcomings of traditional
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HE, they still may not produce the best result for all images being ad hoc approaches

especially when the global or local histogram is skewed. As it is well known that

mathematical morphology takes into account the spatial features in the image, so

can overcome these shortcomings.

Mathematical morphology is based on the set theoretic concept of shape and here

each object in the image is treated as a set [9]. In the framework of mathematical

morphology, the contrast enhanced image can be obtained by combining the top-hat

and bottom-hat images with the original image in a prescribed manner [5]. These

morphological operations can be performed on grayscale images without any diffi-

culty, but it is a tedious task in case of color images. Several approaches have been

proposed in the literature to extend mathematical morphology for color images [10].

Those are mainly categorized as marginal approach and vectorial approach [11, 12].

In this paper, we have used total ordering vectorial approach [13] based on a space

filling curve known as Hilbert curve or Peano curve [14] to map the triplet vector

(R,G,B) to a single value and then obtain the contrast enhanced image by using mor-

phological operations.

Rest of this paper is organized as follows. In Sect. 2, we have reviewed the back-

ground details required in our approach, Sect. 3 presents our proposed method,

Sect. 4 includes experimental results and comparisons, and finally, we conclude our

paper in Sect. 5.

2 Background

2.1 Ordering in Color Images

As per set theory, mathematical morphology requires an algebraic structure, a set T
which must satisfy the following points:

∙ T is induced by a partial ordering relation “≤”.

∙ For any family of elements in T , there exists a smallest majorant called sup (for

supremum) and a greatest minorant called inf (for infimum).

However in case of color images, both the above points are not feasible as there

is no natural ordering of multivariate pixels [11]. Two main strategies have been

proposed in literature for ordering multivariate pixels. Those are as below.

2.1.1 Marginal Ordering

In this approach, each component of the color image is processed separately and then

combined together to give the final processed image. It does not take into account the

inter-component relationship and is more expensive in terms of time as N compo-

nents take N processing time units. It may also produce false color appearance while
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combining the processed components which has been overcome by converting the

image into HSI (hue, saturation, and intensity) components and processing only the

I component keeping the hue and saturation constant [11].

2.1.2 Vectorial Ordering

In this approach, all the components are processed at once as a vector. It maps each

multivariate pixel value (triplet pixel in case of RGB image) to a single scalar value

then, ordering is done based on this value. Again, there are two techniques of vector

ordering. First one is based on the computation of a distance or a cumulative dis-

tance between pixels within the filtering window (window of structuring element in

mathematical morphology). This cumulative distance is taken as the scalar mapping

of this pixel over that region. After this, morphological operators are applied on the

image using these scalar values. The other one is to order scalar values using a space

filling curve like Hilbert curve. This paper deals with finding a scalar value for each

vector pixel and then ordering them using Hilbert 3D space curve.

2.2 Hilbert Space Curve

Hilbert Curve is a type of space filling curve which is the orthogonal form of the

Peano curve and was first demonstrated by mathematician David Hilbert in the year

1891. It is a continuous curve passing through each point in an ND space exactly

once and thus producing an 1D representation for the data points in the ND space.

In its original form, it was defined for a 2D space and fills a square. In this paper, we

have used it for the 3D RGB space and the curve is generated recursively as shown

in Fig. 1.

(a) First iteration (b) Second iteration (c) Third iteration

Fig. 1 Hilbert space curve
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Fig. 2 Overall workflow of our proposed approach

3 Proposed Method

This section presents our proposed color contrast enhancement approach. The overall

process is divided into three phases as shown in Fig. 2.

3.1 Mapping of RGB Values to Scalar Value

In this first phase of our method, mapping of the whole RGB space to 1D scalar

values is done using Hilbert space filling curves. A simple example of generation of

the Hilbert curve and mapping of values for a 3D space of size 2 × 2 × 2 is shown

in Fig. 3. It starts from the point (0, 0, 0) and traverses the 3-digit binary strings in

such a manner that two consecutive strings differ from each other at a single position

by the addition or subtraction of 1 just like gray code strings. Again, it changes its

direction each time it encounters a new point on its way. In our proposed approach,

we have numbered these changing direction points in an incremental way starting

from 0. From the figure, we can clearly obtain the mapping values like as shown in

Table 1.

Fig. 3 Mapping of 3D

space to 1D space
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Table 1 Mapping of 3D values to scalar values for a 2 × 2 × 2 cube

3D value Mapping scalar value

0, 0, 0 0

0, 0, 1 7

0, 1, 0 3

0, 1, 1 4

1, 0, 0 1

1, 0, 1 6

1, 1, 0 2

1, 1, 1 5

It seems to be an easy task for this given cube as there are only 8 points to be

mapped. However, in our case, we are interested to generate the 1D Hilbert curve

for a cube of size 256 × 256 × 256 (the whole RGB space). So a recursive algorithm

is given in Algorithm-1 to generate the corresponding scalar values for each RGB

triplet using the same strategy as explained earlier for the 2 × 2 × 2 cube.

3.2 Multi-scale Morphological Contrast Enhancement

As discussed in the previous section, for each possible (r,g,b) value, there is a cor-

responding scalar value. Let these scalar values are stored in a 3D matrix M. Let us

also consider f be an RGB image of size N × N × 3 and B be a structuring element of

size k × k. Suppose C is the region currently occupied by the structuring element B.

Then for each triplet (r,g,b) in C, corresponding scalar values are taken from the 3D

matrix M. Then erosion and dilation of the RGB image by this structuring element

is performed based on the scalar values under the structuring element. In erosion,

the center pixel is replaced by the RGB value having smallest mapping value among

all the pixels’ mapping values in C. Similarly, in case of dilation, the center pixel is

replaced with the RGB value corresponding to largest mapping value in C. Those

are given by

(f ⊕ B)(x, y, z) = Arg{max{M(r, g, b)|(r, g, b) = f (x − j, y − k, z − l)|(j, k, l) ∈ B}}
(1)

(f ⊖ B)(x, y, z) = Arg{min{M(r, g, b)|(r, g, b) = f (x − j, y − k, z − l)|(j, k, l) ∈ B}}
(2)

where Arg(val) = (r, g, b) s.t. val = M(r, g, b).
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Algorithm 1 Hilbert curve generation

Input: Side of cube (s), Starting point of Hilbert curve (x, y, z), three vectors for rotated x (dx1,dy1,dz1), y (dx2,dy2,dz2)

and z (dx3,dy3,dz3) axis of the cube

Output: A 3D matrix M
1: s ← 256, (x, y, z) ← (0, 0, 0), (dx1, dy1, dz1) ← (1, 0, 0) , (dx2, dy2, dz2) ← (0, 1, 0), (dx3, dy3, dz3) ← (0, 0, 1)

⊳ Initial values of the inputs

2: m ← 0
3: procedure HILBERTCURVE(s, x, y, z, dx1, dy1, dz1, dx2, dy2, dz2, dx3, dy3, dz3)

4: if s == 1 then
5: M(x, y, z) ← m
6: m ← m + 1
7: else
8: s ← s∕2
9: if dx1 < 0 then
10: x ← x − s ∗ dx1
11: end if
12: if dy1 < 0 then
13: y ← y − s ∗ dy1
14: end if
15: if dz1 < 0 then
16: z ← z − s ∗ dz1
17: end if
18: if dx2 < 0 then
19: x ← x − s ∗ dx2
20: end if
21: if dy2 < 0 then
22: y ← y − s ∗ dy2
23: end if
24: if dz2 < 0 then
25: z ← z − s ∗ dz2
26: end if
27: if dx3 < 0 then
28: x ← x − s ∗ dx3
29: end if
30: if dy3 < 0 then
31: y ← y − s ∗ dy3
32: end if
33: if dz3 < 0 then
34: z ← z − s ∗ dz3
35: end if
36: HILBERTCURVE(s, x, y, z, dx2, dy2, dz2, dx3, dy3, dz3, dx1, dy1, dz1)

37: HILBERTCURVE(s, x + s ∗ dx1, y + s ∗ dy1, z + s ∗ dz1, dx3, dy3, dz3, dx1, dy1, dz1, dx2, dy2, dz2)

38: HILBERTCURVE(s, x + s ∗ dx1 + s ∗ dx2, y + s ∗ dy1 + s ∗ dy2, z + s ∗ dz1 + s ∗ dz2, dx3, dy3, dz3, dx1,

dy1, dz1, dx2, dy2, dz2)

39: HILBERTCURVE(s, x + s ∗ dx2, y + s ∗ dy2, z + s ∗ dz2, −dx1, −dy1, −dz1, −dx2, −dy2, −dz2, dx3,

dy3, dz3)

40: HILBERTCURVE(s, x + s ∗ dx2 + s ∗ dx3, y + s ∗ dy2 + s ∗ dy3, z + s ∗ dz2 + s ∗ dz3, −dx1, −dy1, −dz1,

−dx2, −dy2, −dz2, dx3, dy3, dz3)

41: HILBERTCURVE(s, x + s ∗ dx1 + s ∗ dx2 + s ∗ dx3, y + s ∗ dy1 + s ∗ dy2 + s ∗ dy3, z + s ∗ dz1 + s ∗
dz2 + s ∗ dz3, −dx3, −dy3, −dz3, dx1, dy1, dz1, −dx2, −dy2, −dz2)

42: HILBERTCURVE(s, x + s ∗ dx1 + s ∗ dx3, y + s ∗ dy1 + s ∗ dy3, z + s ∗ dz1 + s ∗ dz3, −dx3, −dy3, −dz3,

dx1, dy1, dz1, −dx2, −dy2, −dz2)

43: HILBERTCURVE(s, x + s ∗ dx3, y + s ∗ dy3, z + s ∗ dz3, dx2, dy2, dz2, −dx3, −dy3, −dz3, −dx1,

−dy1, −dz1)

44: end if
45: end procedure
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In this case, no remapping step is required as we are directly using corresponding

RGB value in both the operations and thus the outputs of both the operations are also

colored images.

It is well known that opening (closing) of an image can be obtained by sequential

operations of erosion (dilation) and dilation (erosion), i.e.,

f◦B = (f ⊖ B)⊕ B (3)

f ∙ B = (f ⊕ B)⊖ B (4)

The bright and dark top-hat images can be obtained from these opened and closed

images highlighting the bright and dark features in the image respectively as follows:

fbtop = f − (f◦B) (5)

fdtop = (f ∙ B) − f (6)

Now, the contrast enhanced image is given by

fenhanced = f + fbtop − fdtop (7)

A better enhanced image can be obtained by finding bright and dark features at

multiple scales. This can be obtained by performing opening and closing operations

not only using the SE B but also its higher order homothetics. The nth order homo-

thetic of a convex SE B can be obtained by dilating B recursively (n − 1) times with

itself as follows [5].

nB = B⊕ B⊕ B... ⊕ B

Thus, performing the above operations for n structuring scales, we will get n
bright and dark top-hat transforms highlighting the bright and dark features at vari-

ous scales. So, the final contrast enhanced image is obtained as

fenhanced = f +
n∑

i=1
fbtop −

n∑

i=1
fdtop (8)

Here, i denote the scale of the image.

4 Experimental Results and Comparisons

To test the performance of our proposed method, experiments have been conducted

on a number of color images (taken from [15, 16]). All the experiments have

been performed on a machine with Intel Core i3, 2.3 GHz CPU, 2 GB RAM and
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Fig. 4 Contrast enhancement results for different test images, first column: original color images,

second column: results with marginal ordering, third column: results with distance-based vectorial

ordering, and fourth column: results of proposed Hilbert space filling curve-based mapping

Windows 7 OS. We have compared the results of our proposed approach with the

results obtained by following other ordering approaches like marginal ordering and

distance-based vectorial ordering while all other steps remain the same. In marginal

ordering, first RGB image has been converted to HSI space, and then, morphological

operators have been applied on them separately to get the result.

The results with four different color images are shown in Fig. 4. The first column

shows the original images, the results with marginal ordering and distance-based

ordering are shown through the second and third columns of the figure, and the fourth

column shows the results of applying our proposed Hilbert curve-based method.

We can find from these images, the contrast has been considerably enhanced in

our proposed method as well as in case of other two approaches compared to the

original image. So for the purpose of comparison, it is very important to quantify

how much the contrast has been enhanced in all the three methods, and we obtain

the statistical measurement of contrast from the corresponding co-occurence matrix.

To get the co-occurence matrix for the color image, it has been first converted to YUV

space, and then, co-occurence matrix has been computed for the Y-component. From

this matrix, contrast can be found out like as follows [17]:
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Table 2 Comparison of contrast of output images obtained through different methods

Image Channel Original Marginal Distance Proposed

Lenna R 0.4437 2.3502 2.1601 2.0975

G 0.4643 1.7402 2.1752 2.0208

B 0.4323 1.8095 2.2917 2.1282

Y 0.4368 2.0666 2.2730 2.1650

Parrot R 0.1767 0.4950 0.7503 0.6095

G 0.2207 0.5517 0.9712 0.7395

B 0.1768 0.4616 0.7766 0.6248

Y 0.2064 0.5502 0.8958 0.7192

Fruits R 0.2601 0.8217 1.2114 0.9027

G 0.2710 0.7200 1.2740 0.9348

B 0.2427 0.6402 1.1630 0.8160

Y 0.2614 0.7616 1.2711 0.9323

Jelly beans R 0.1135 0.2726 0.5487 0.3335

G 0.1178 0.2306 0.5407 0.3450

B 0.0731 0.1921 0.5129 0.2845

Y 0.0972 0.2268 0.5475 0.3281

Contrast =
∑

i

∑

j
(i − j)2Nd(i, j)

where Nd(i, j) is the normalized co-occurrence matrix defined by

Nd(i, j) =
C(i, j)

∑

i

∑

j
C(i, j)

Here C(i, j) represents number of times the pixel gray level value i co-occurs with

value j with some designated spatial relationship in the image. Results are given first

for the R, G, and B components separately and then for the Y-component of all the

test images in Table 2.

Following observations can be made about the outputs based on the results

obtained:

i Contrast of Hilbert curve-based method is better than marginal ordering but not

better than distance-based ordering (except for R channel of lena image).

ii Marginal ordering output contains black lines which is not present in other

methods.

iii Time complextiy of method presented in this paper is better than distance-based

ordering which can be proved as follows.
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For total ordering, first we need to compute Hilbert curve which requires 256 ×
256 × 256 computations. However, once this pre-computation is done, it requires

same time as a grayscale image takes for remaining processing.

Let k × k be the size of SE and m × n be the size of image, So

(Time complexity)HC = O(k2mn)

However, for distance-based ordering, the time taken is more since for every

SE, we need to compute the distance for each of its element from every other

element present under the SE. So

(Time complexity)DO = O(k4mn)

It is clear from the above expressions that our proposed method is k2 times better

than the distance ordering-based approach in terms of time complexity.

iv Since marginal approach converts RGB image to HSI and then processes each

component separately. So

(Time complexity)MO = O(Nk2mn)

where N is number of components in the image. So our proposed method is N
times better than the marginal approach in terms of time complexity.

Thus, we can summarize here that although our method has not produced the best

contrast enhancement, it takes comparatively less time than the other methods.

5 Conclusion

A contrast enhancement method for color images is proposed in this paper using

Hilbert space curve-based total ordering and morphological processing. In this

method, first we map every RGB value to a scalar value using Hilbert space filling

curve and then apply morphological operators to obtain contrast enhanced image.

Visual analysis of outputs suggests that it is better than the outputs obtained through

marginal approach, but not as good as distance-based approach. However, in terms of

time complexity, it is better than both the distance-based approach and the marginal

approach. As contrast enhancement is a preprocessing step in many higher level

image processing tasks, so it is quite essential to compute it in as efficient time as

possible, and our method serves the purpose.
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Agent-Based Modelling and Simulation
of Religious Crowd Gatherings in India

Abha Trivedi and Mayank Pandey

Abstract Management of religious crowd gatherings is a complex and essential

task. Lack of planning and management has resulted in many unfortunate incidents

and deaths in the past. Though local authorities deploy crowd management person-

nel to avert and control this crisis, some unforeseen events still lead to crowd panic

resulting in a sudden rush of individuals. In this paper, we have utilized Agent-Based

Modelling technique to model a near to real scenario of crowd gatherings at Alopi

Devi temple of Allahabad, India. We have attempted to incorporate certain heuristics

such as closing and opening of exit and entry gates which can be beneficial in con-

trolling crowd-related disaster. These heuristics are then simulated over panic situa-

tions to analyse their effects in terms of numbers of victims. We have used NetLogo,

an Agent-Based Modelling tool, to design and simulate our model. The simulation

results establish the applicability of our methodology.

Keywords Agent-Based Modelling and Simulation ⋅ Religious gatherings

Crowd disaster ⋅ NetLogo

1 Introduction

Looking back at the history of disasters happened at crowded places, it may be

observed that lots of human lives have been lost due to mismanagement and lack

of planning [1]. These crowded places include popular religious spots, railway sta-

tions, live rock-band concerts, etc. India has also faced such tragedies in the past few

decades. Most of these disasters occurred at temples and places of religious gath-

erings. A common aspect at such places is that generally there is not much crowd
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at these places, but on some auspicious day or event, there is sudden rush of crowd

which is difficult to control and manage. At some overcrowded occasions some mis-

leading information, fire or any significant event may result in panicked rush claim-

ing precious human lives [2]. People in crowd have their own cumulative behaviour,

and it is difficult to predict their responses to such events. These types of false events

can result in confusion among the persons forcing them to change their behaviour

drastically [3]. The available infrastructure at these places is capable to handle nor-

mal inflow of crowd but is generally unable to handle the unprecedented rush of

crowd, which is difficult to predict or speculate. Further, it is very difficult to test

and analyse the preventive measures under real-time environment. It is required to

model such mass gatherings and analyse behavioural patterns of individuals with

the help of modelling and simulation techniques. On the basis of levels of abstrac-

tion, there are three different approaches for modelling crowd dynamics, namely,

macroscopic, mesoscopic and microscopic [4]. Micro-models work at lower level of

abstraction and have the ability to describe behaviours of individuals in fine-grained

manner [5].

Agent-Based Modelling and Simulation is an elegant micro-modelling approach

to model the behaviour of individuals in a crowd [6]. It is helpful in modelling the

real-world scenarios where an individual can be represented as a programmable

agent and its behaviour can be simulated according to predefined setup. Further,

individuals in crowd possess distinguishing properties which make it possible to

model them as agents. Essentially, there exists a synergy between agents forming an

Agent-Based Model and behavioural patterns of crowd. This synergy makes Agent-

Based Modelling a better candidate to model the crowd behaviour. Many Agent-

Based Modelling (ABM) tools are available to effectively perform such experiments

[7].

In this paper, Agent-Based Modelling and Simulation (ABMS) has been used to

model crowd gathering at Alopi Devi temple of Allahabad, India. We have used Net-

Logo [8] an open source simulation platform for Agent-Based Modelling developed

by Uri Wilensky from Northwestern University, for simulating our model. This sim-

ulation platform provides a good interface to design near to real environment. Net-

Logo has several default primitives which help to model the behaviour of individual

agents. We have simulated behaviour of each individual in both normal and panic

situations. The effect of panicking behaviour has been analysed and compared in

terms of numbers of victims under different scenarios.

The rest of the paper is structured as follows. Section 2 discusses the relevant

related works. Section 3 presents the details of our case study of Alopi Devi temple.

In Sect. 4, we present the details of simulation experiments and analysis of results

for different scenarios. Finally, conclusion is given in Sect. 5.

2 Related Work

Several researches have been made towards crowd-related disasters at places of mass

gatherings featuring different aspects of crowd behaviour. Some studies [9, 10] have
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discussed the causes and required rectifications in such disasters, whereas some

empirical studies [11–13] have given mathematical models on crowd dynamics.

In [11], a comparative study on the issues in crowd dynamics and the evacuation

dynamics is presented, such as calculation of evacuation time, identification of con-

gestion and corrective actions. A comprehensive study on the methodology of veri-

fication and validation of models of crowd dynamics is presented in [12] which sug-

gests certain amendments. In [13], impact on pedestrian flow has been evaluated due

to the presence of groups in a crowd of people at places like corridor or T-junctions.

Further, some research efforts [14–17] have utilized ABM technique to study

crowd behaviour in emergency evacuations from buildings, public exhibition pavil-

ions, concert houses, or stadiums. In [14], an effort has been made to model human

gatherings during Tawaf at Masjid Al-haram in Maqqa. In [15], a model is devel-

oped in NetLogo, to simulate Ramy on Jamarat Bridge. An Agent-Based evacuation

simulation is performed in [16] to measure efficient evacuation in terms of evacua-

tion rate and collision rate utilizing leader–follower and leaver approach. In [17], a

simulation system is designed to understand human social behaviours in emergency.

Additionally, some of the efforts [18, 19] have been made towards utilizing agent-

based modelling and simulation technique for crowd management and control. In

[18], a multi-agent system is developed to simulate long crowded queue at temples

to monitor and avoid occurrences of stampedes. In [19], robotic agents are used to

detect congestion at stampede prone areas to increase the efficiency of crowd man-

agement system.

3 Our Approach

In this section, we present the details of our field survey performed to collect geo-

graphical parameters of Alopi Devi temple and its surroundings along with other

relevant details. Further, we present our Agent-Based Model which includes types

of agent, their behaviour, and interactions with other agents.

3.1 Field Survey: Alopi Devi Temple

Alopi Devi temple is devoted to goddess Durga and has significant religious impor-

tance among Hindus. Usually, a huge surge of crowd is experienced at this temple

during auspicious occasions. Morning and evening times are the auspicious hours for

prayer and offerings. To collect geographical measurements of temple and its sur-

rounding areas, we have used Trimble Juno 3 series [20] Global Positioning System

(GPS) unit during the field survey. This temple is built in an area of around 15000m2
,

out of which around 280m2
is open space. There are three main gates for entry/exit

that are used by the people to reach sanctum sanctorum of the temple. These gates

are located at different distances from sanctum sanctorum. The connecting pathways
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from these gates to the sanctum sanctorum are around 4 m wide. Further, the temple

is reachable via two 6 m wide roads, Matiyara road and Daraganj Ghat road passing

by its front side.

3.2 Our Agent-Based Model

In this section, we present our Agent-Based Model which is utilized to simulate

crowd gathering at Alopi Devi temple. We have categorized two types of agents

termed as ‘mobile agents’ and ‘fixed agents’. We have used mobile agents to repre-

sent pilgrims and fixed agents to represent elements of environment. The elements

of environment such as roads, ground, walls, gates, etc. are modelled on the basis of

their geographical attribute values. With the help of mobile agents and fixed agents,
we have created the virtual world of Alopi Devi temple and its surrounding to sim-

ulate near to real scenarios.

Modelling Mobile Agents We have categorized pilgrims as men, women and chil-

dren along three parameters: height and width [21], walking speed and energy level.

As established in [22], there are many factors like age, health, density, etc. that affect

speed of pedestrians. An estimated average speed of pedestrians is around 1.34 m/s.

Based on these findings we have implemented mobility speed of our agents. These

agents have the ability to decide directions at intersections and also show automatic

reactions to avoid obstacles and other pilgrims on the way [23]. Figure 1 represents

different behaviours possessed by mobile agents at any instance of time.

Behaviour of each individual is simulated for normal and panic situations. Under

the normal situations, they follow a directed path to reach sanctum sanctorum, per-

form prayers and offerings, and exits. This disciplined behaviour of mobile agent
gets transformed into random and wayward rush if certain misleading information

spreads leading to panic situations. The panicking behaviour is modelled based on

Fig. 1 Behaviour of mobile

agents at any instance
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the studies done in [24]. Such panic situation leads to death of mobile agents due to

asphyxia and trampling. We have utilized concepts of crowd-induced forces, energy

level and certain other parameters to model deaths of mobile agents. The values

for these parameters are set on the basis of empirical studies performed by [2, 25,

26]. They reported that the forces in crowd create huge pressure among individuals.

For example, five persons are capable of developing a force of 3430 N on guardrails

which is enough for a person to faint or die. In addition, [25] has established that

the tolerable force for women is significantly less when compared with men. Fur-

ther, in [26], a mathematical concept of resultant forces in crowd is formalized as

F = Fd + Fpp′ + Fo. The resultant force F is the summation of driving force (Fd),

interaction force between two people (Fpp′) and interaction force between a person

and the obstacle (Fo). We have utilized several built-in primitives provided in NetL-

ogo to set different parameters and model the behaviour of mobile agents.

4 Simulation: Experiments and Results

We have used NetLogo to implement our simulation environment and Agent-Based

Model. Initially, the NetLogo world of Alopi Devi temple and its surroundings with

all geographical parameters was set up. We assumed each patch to be equal to 1.5m2

inside temple premises and 2m2
for other areas in the model. In NetLogo patch is a

cell over which agents can move and patches have coordinates. It may be noted that

the variations in assumptions of patch sizes are applied to maintain width of different

types of roads and area of temple premises.

On this basis, the diameters of national highway, local roads and inner pathways

are set to be 4-patches, 3-patches and 2-patches. Figure 2 depicts the snapshot of

our simulation setup where it can be seen that roads surrounding the temple, inner

Fig. 2 Snapshot of simulation setup
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pathways, boundary wall and temple boundary are set with grey, brown, black and

blue colour, respectively.

It has been reported in [25] that crowd with more than 4 persons/m2
is at high

risk of disaster. Based on this study, we have considered maximum 4 persons/m2
for

normal crowd density and 8 persons/m2
for overcrowded density. The initial posi-

tions and speed of mobile agents are set randomly. The simulation experiments are

run for 1440 ticks (one tick assumed as 1 min) on varying crowd density. Tick is the

simulation time step. The experiments are simulated for 5000 agents, approximately.

4.1 Experiments

We have performed experiments on three different scenarios under two different

classes of densities. In the first scenario, entry and exit are kept open from all three

gates (Gate I, Gate II and Gate III). In the second scenario, entries are kept open from

Gate I and Gate III, and exit from Gate II. We have taken this scenario on the basis of

location of gates and their distances from sanctum sanctorum. In the third scenario,

the points of entry and exit are kept similar to second scenario, and additionally uti-

lized a density threshold inside temple premises. The density threshold is utilized to

maintain density at 4 persons/m2
by restricting entries of pilgrims. We have simu-

lated these scenarios to analyse the effects of panic situations in terms of numbers of

victims. The parameters that we have set for a pilgrim to die or faint in overcrowding

are density per square metre, availability of space to move and energy level. In the sit-

uation of random rush and increased density, resultant force (described in Sect. 4.2)

on pilgrims increases. If pilgrims could not find space to move and resultant force

goes beyond threshold, their energy level reduces. If the energy level of any pilgrim

goes below the threshold, he/she may faint or dies.

4.2 Results

Table 1 shows total men, women and children victims in all three scenarios for both

the crowd densities. In the first scenario, serious consequences of crowd disturbances

are observed. Effects of crowd disturbances in the second scenario are less in com-

parison to the first scenario. Further, application of density threshold in the third

scenario resulted in approximately 50% reduction of numbers of victims. In Fig. 3,

graphs (a) and (b) depict comparative results for all scenarios in normal and heavy

crowd densities, respectively.
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Table 1 Results of simulation experiments

Simulation for 1440

ticks

Mishap in varying

crowd density/m
2

Victims

Men Women Children Total

First scenario 4 persons∕m2
46 81 92 219

3Entry/3Exit 8 persons∕m2
66 113 136 315

Second scenario 4 persons∕m2
11 35 36 82

2Entry/1Exit 8 persons∕m2
32 49 72 153

Third scenario 4 persons∕m2
3 11 31 45

2Entry/1Exit WT 8 persons∕m2
22 36 52 110

Fig. 3 Victims in a normal crowd density and b heavy crowd density

5 Conclusion

In this paper, we have presented an Agent-Based Model for implementing near to

real scenarios of crowd gatherings at religious places. We have considered the case

of Alopi Devi temple situated in Allahabad, India as our simulation environment.

We have utilized basic concepts of crowd dynamics to model behaviour of pilgrims

arriving at this temple. The purpose of our model is to test and analyse the effect

of crowd-induced disturbances in different entry and exit scenarios. The analysis is

performed with respect to the numbers of pilgrims who fainted or died. It is observed

that count of victims is more when no control is enforced in the entry and exit of pil-

grims. After deploying strategies of fixed entry and exit, and density threshold, there

is a huge reduction in this count. This establishes the applicability of our proposed

model. Currently, we are attempting to use an extended framework to model control

strategies being followed by local authorities. Also, we wish to propose new control

strategies to remove shortcomings of their strategies. Further, to use our model for

larger gatherings in areas such as Maha-Kumbh Mela of Allahabad.
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An Experimental Study of Scalability
in Cross-Domain Recommendation
Systems

Akarsh Srivastava, Aman Jain, Ashwin Jayadev, Rajdeep Mukherjee,
Shronit Bhargava and Prosenjit Gupta

Abstract Recommender systems attempt to predict the future behavior of a par-
ticular individual based on her past preferences. Today any individual may have
more than one profile that he/she maintains on various websites, and leveraging all
this data on the preference of an individual from various domains (cross-domain)
can help us in making better user models that can be used to make better and
improved recommendation. A cross-domain recommender system thus aims to
improve the recommendation of a target domain extracting and using the metadata
from many source domains. Building scalable recommender systems is always a
challenge in the presence of Big Data, and this is compounded for cross-domain
recommenders. In this paper, we aim to tackle the problem of scalability in
cross-domain recommendations. We have performed various experiments to divide
the datasets into smaller clusters and then running a recommendation algorithm
using the attributes in the dataset to return the best recommendations.
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1 Introduction

Over the last two decades, a lot of effort has focused on developing recommender
systems [1, 2]. A popular approach in recommender systems is collaborative fil-
tering [1]. In collaborative filtering, we can use a single domain for recommen-
dation or multiple domains. Here domain refers to the type of an item. For instance,
in our case, we have used two domains for collaborative filtering which are two
sources of movies: one source being MovieLens and another being Kaggle.
Involving multiple domains in recommendation gives us a better chance at rec-
ommending items effectively [3–5]. For instance, if we use movies and books as the
two domains then we can recommend movies that have the same genre as the books
that the user has rated well and vice versa. Cross-domain collaborative filtering is
powerful in improving recommendations.

2 Our Contribution

2.1 Scalability of the System

For the purpose of achieving a scalable recommender system, we had to partition
the data to make the search of an item computationally efficient. We used clustering
to initially partition the data into clusters and recommending items from those
clusters. Clustering helps in greatly reduce our search space [6]. The clustering
algorithm used was K-Means clustering algorithm. The entire recommendation
was therefore broken up into two phases: Preprocessing, where we cluster the data
and Querying, where we actually recommend similar movies from the appropriate
cluster. Hence, we are not searching the movie in the entire search space but only a
subset of it. We conducted a detailed experimental study with the goal of improving
the scalability.

2.2 Numeric and Non-numeric Data Clustering

One issue we tackled was the clustering of non-numeric data. The clustering of
numeric data was easy as we had to simply create vectors of the numeric fields in
our datasets; however, in case of non-numeric fields, we had to find a way to
represent non-numeric fields as vectors. This was achieved using tf-idf vector-
ization of non-numeric data. Due to the inclusion of both numeric and non-numeric
data, the recommendation is enhanced. Our final approach of combining both
numeric and non-numeric data was to create clusters of non-numeric data first and
then to create subclusters of numeric data inside the non-numeric clusters.
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3 Experiments

3.1 Datasets Used

For the purposes of experimenting with our methodology, we used datasets from
two different sources. The item chosen for experimentation was movies (Table 1).

3.2 Methodology

Preprocessing. Recall that our objective was to tackle scalability through parti-
tioning the datasets effectively. To address this issue of scalability of large rec-
ommender systems due to their enormous data we need to partition the data so that
at a time we can work with smaller portions of the data.

Various techniques were used and analyzed for various ways of partitioning the
data. These techniques are illustrated in the various experiments that follow.

Querying. After preprocessing, querying would imply that we query the partitions
of the data for similar items which in our case are movies. Since now we are
searching for similar movies within a small portion with respect to the entire
dataset, our query will be both faster and more effective.

3.3 Experiment 1: Genre and Rating Based Partitioning

A rather naive approach to solve the problem of scalability we used the genre of
movies in order to partition the entire data and within each genre ratings of movies
were used to create another level of partitions.

Partitions chosen for ratings for the dataset MovieLens
[0–1.5): Partition A
[1.5–3): Partition B
[3–5]: Partition C

Table 1 Datasets used and their specifications

Dataset Source Size
(MB)

Unique
entries

Columns Description

Movies MovieLens
(Domain 1)

15.4 10197 33 Movies versus movie
attributes

Movies Kaggle
(Domain 2)

1.44 5043 28 Movies versus movie
attributes

Users MovieLens 26.7 2114 9 Users versus user ratings for
movies in MovieLens
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Partitions chosen for ratings for the dataset Kaggle:
[0–2.5): Partition A
[2.5–5): Partition B
[5–7.5): Partition C
[7.5–10]: Partition D

Results and Drawbacks. Since genre was the only criteria used for the partitioning
of data into partitions, the results were consistent only with respect to the genre and
their corresponding rating. One important drawback of this approach is that we
were not using other potentially contributing fields of the dataset such as actor
names, director names, location of shoot, and the like.

3.4 Experiment 2: Numeric Data Clustering

In an attempt to use maximum possible number of relevant fields to partition the
data, we had to come up with a proper partitioning scheme that would use a number
of fields together. We, therefore, turned our attention to information retrieval
techniques. In Information Retrieval and Machine Learning, a number of classifi-
cation techniques are used. One such technique used extensively for unsupervised
classification is called Clustering.

Method. Following the clustering technique, we first considered it appropriate to
consider all the numeric data present in the datasets as it would be easy to consider
them as dimensions in the n-dimensional hyperspace. These points can be thought
of as n-dimensional vectors. In our case after conversion of the items to vectors, we
normalized the vectors and then we used K-Means clustering algorithm to cluster
those points (representative of the items present in the dataset).

K-Means Clustering Algorithm. K-Means is one of the many clustering algo-
rithms available to cluster the points in an n-dimensional hyperspace. K-means
clustering aims to partition x observations (where x is the total number of obser-
vations or in our case the total number of movies present in one dataset) into k
clusters. K-Means clustering is applied in domains like Information Retrieval,
Recommender systems and the like.

Numeric Clustering in MovieLens Dataset. A total of 14 attributes were chosen
for numeric clustering in MovieLens Dataset.

All these attributes are considered for the purpose of vectorizing each item. This
means that each attribute essentially becomes a dimension in the n-dimensional
hyperspace where n is the total number of attributes which in our case is 14.

The scale of all the dimensions may not be the same and hence it is necessary to
apply a normalization of the vectors. In our case, we applied L2-normalization in
order to normalize the vectors.
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After all, points are found and normalized the k-means algorithm is applied in
this 14-dimensional hyperspace in order to cluster the points and hence the movies
into clusters.

Numeric Clustering in Kaggle Dataset. A total of seven attributes were chosen for
numeric clustering in Kaggle dataset.

The clustering was applied in the same way in the Kaggle dataset as well
separately.

Results and Drawbacks of this Approach. After the clustering of the two datasets
into two separate set of clusters, clusters were stored in a csv file. Although no
querying was done on this dataset, it was clear that the optimum result could not be
achieved by just using the numeric data present in the datasets. We initially had
taken the numeric data because it could be easily converted to vectors without any
prior processing. We were not considering some of the more potent fields like
actors in the movie, director, genre, and so on.

3.5 Experiment 3: Non-numeric Data Representation
and Nearest Neighbor Approach

The technique we used for including non-numeric data was tf-idf vectorization
which is popular in Information Retrieval. Inverse document frequency (idf) is used
to measure the ‘rareness’ of a term.

Conversion of Non-Numeric Data to vectors. Non-numeric fields considered in
the MovieLens Dataset: ActorName, Genre, and DirectorName.

The other non-numeric fields were not chosen as such they had little relevance
with respect to similarity of movies and what a typical viewer with a specific choice
would like to see. Non-numeric fields considered in the Kaggle dataset are
DirectorName, Actor2Name, Genre, Actor1Name, and Actor3Name.

Conversion of data in fields to vectors: Conversion of field values to documents.
For each item (movie), the values present in the fields were converted to paragraphs
such that each value in the field becomes one term in the paragraph and the
paragraph essentially became a document.

Generation of a term-document matrix. The term-document matrix can then be
generated in the following manner. For instance, considering the MovieLens dataset
(Tables 2 and 3):

Mind you that the total number of terms (even for a single movie) here is 14.
Needless to say that we are getting an extremely sparse matrix here.

Once we get these term frequencies for each movie (here document) these can be
considered as coordinates for an n-dimensional hyperspace where n is the number
of terms present in the entire collection and the vectors are documents themselves.
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Normalization of the vectors. The vectors are next normalized following the L-2
normalization technique or Euclidean normalization technique.

Querying of movies using nearest neighbor approach. Since all vectors are unit
length, the similarity of two items (movies) can simply be computed by figuring out
the dot product between the two items. Similarly, now we can use a query movie
and find out movie; the query is most similar to by finding out the dot product of
that movie with every other movie.

This querying of movies was done in both datasets separately and the final result
was simply the combination of the two. If dataset 1 returned three movies: movie1,
movie2, and movie3 and dataset 2 returned three movies: movie4, movie5, and
movie6, then the final result was simply shown as movie1, movie2, movie3,
movie4, movie5, and movie6.

Results and Drawback of this approach. The results obtained were not as con-
vincing as the expected. For instance when the query movie Spiderman was given
the top 5 most similar movies were expected to be sequels of Spiderman. However,
that was not the case.

Although it seems to be an excellent approach, time is a major factor in reducing
the importance and relevance of this approach. Partitioning the data was required
especially in order to tackle scalability. However, we were unable to tackle scal-
ability as we were not partitioning the data into appropriate partitions. We were
simply searching in the entire collection for better results. This was causing an O(n)
algorithm at a high level even during the querying phase. This would quickly
become an unfeasible solution when the dataset would be large.

Table 2 Sample data from dataset

Movie name Actor name Genre Director name

Titanic Leonardo diCaprio, Kate
Winslet

Drama, Romance James Cameron

Tomorrow never
dies

Colin Salmon, Geoffrey
Palmer

Action, Romance,
Thriller

Roger
Spottiswoode

Twisted Richard T Jones, Andy
Garcia

Comedy, Drama Philip Kaufman

Table 3 Term-document matrix

Movie name T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14

Titanic 1 1 0 0 0 0 1 1 0 0 0 1 0 0
Tomorrow
never dies

0 0 1 1 0 0 0 1 1 1 0 0 1 0

Twisted 0 0 0 0 1 1 1 0 0 0 1 0 0 1
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3.6 Experiment 4: Non-numeric Data Clustering
and Subsequent Querying

The next obvious approach was to amalgamate the ideas of both non-numeric data
representation and clustering for tackling the scalability issue. Hence, we consid-
ered K-Means clustering to cluster the data.

Conversion of data to vectors. The conversion of data to vectors was done in
exactly the same way as the previous experiment.

Generation of term-document matrix. The term-document matrix was generated
in exactly the same way as the previous experiment.

Normalization of vectors. Once again, we used L-2 normalization for the nor-
malization of the vectors in exactly the same way as the previous experiment.

Application of K-Means Clustering. The difference between the previous
approach and this one comes here. Here we apply K-Means clustering to the formed
vectors in order to cluster the data. Recall that specifics of K-Means clustering have
already been discussed in a previous experiment. Once the clusters are formed, it is
now easy to search the similar movies among the specific cluster movies. This
solution would therefore tackle the issue of scalability. The clustering was done on
both datasets separately.

Storage of Clusters. All the movies present in a specific cluster were stored in a
csv file where each row of the file was one cluster and the ids of the movies were
stored in each row.

Number of Clusters (size of K). Many articles on K-means clustering denote that
the number of clusters to be formed or the value of k depends on the data itself. In
our case, we found that for the Kaggle dataset number of clusters = 100 yielded
optimum results, and in the case of MovieLens dataset, it was also found that
number of clusters = 100 yielded optimum results.

Results: Querying and Cluster Evaluation
We have a total of three datasets: the movies dataset of MovieLens, the movies
dataset of Kaggle and the user dataset of MovieLens. For the purposes of querying
and cluster evaluation, the following steps were employed:

1. A user was selected from the user dataset.

2. The top 3 highest rated movies were selected for that user.

3. The clusters of those movies were found in both datasets separately.

4. For the purposes of cluster evaluation, we return the intersection of the movies
that the user has watched and rated and the movies that are present in that
cluster. This was done separately for both datasets and for all three movies.
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Illustration. If user A has watched and rated the following movies:
userA: {m1: 4, m2: 3.5, m3: 3.5, m4: 3.5, m5: 4, m6: 4, m7: 5, m8: 4, m9: 4,

m10: 5, m11: 4.5}
and the top 3 highest rated movies are {m7: 5, m10: 5, m11: 4.5}
Let the clusters for these three movies be {cluster7, cluster88, cluster94}
Let the movies in the clusters for the MovieLens dataset be the following:
Cluster 7. Contents of this cluster are: m1, m2, m4, m7, m15, m88, m54
Cluster 88: Contents of this cluster are: m10, m78, m41, m6, m84
Cluster 94: Contents of this cluster are: m11, m3, m44, m71, m89, m27, m26,

m35
Hence, for the first movie m7, the movies we get after querying are the inter-

section of the movies the user has watched and rated and the movies present in the
cluster of movie m7, in this case, cluster 7. Therefore, we get the set of movies:
{m1, m2, m4, m7, m15, m88, m54} ∩ {m1, m2, m3, m4, m5, m6, m7, m8, m9, m10,
m11} = {m1, m2, m4, m7}.

The same approach was also followed for Kaggle dataset.
After we get the required movies, we compute the average rating of all movies

that we have got as results. Here rating is the user’s rating of the movies. Now if the
cluster quality is good enough the clusters should contain movies which that same
user has preferably rated well which in turn means that when we compute the
average rating for each and every movie that we queried, in this case movies: {m7,
m10, m11}

Illustration. For the first movie m7, we got movies: {m1, m2, m4, m7}
These movies have the following ratings given by the user: {m1: 4, m2: 3.5, m4:

3.5, m7: 5}; averaging these ratings we get (4 + 3.5 + 3.5 + 3.5)/4 = 4.
This measure gives us an idea of the cluster quality, there may be movies with

lower ratings given by the user. But since the cluster should contain similar movies
to the movies that the user has rated high, it is obvious that the average rating we
got should also be high enough. Therefore, a rating of 4/5 is pretty good for cluster
quality.

The above average rating was computed for all three top movies separately to
evaluate cluster quality. This same approach was also followed to evaluate cluster
quality of the Kaggle dataset.

Fine Tuning Experiment 4: Inclusion of numeric data. A drawback of the
previous approach was that we were using only non-numeric data in the previous
experiment. This is not leading to full utilization of the datasets we had, as we were
not using the numeric data.

This approach involved two levels of clustering. At the first level, clusters were
formed using non-numeric data just like in the previous experiment. At the next
level, subclusters were formed using the numeric data of the movies present in each
cluster. Numeric data was done in exactly the same way which is described in
Experiment 2. This was done in both datasets separately.
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Document Categorization Using
Graph Structuring

Sandipan Sarma, Punyajoy Saha and Jaya Sil

Abstract This paper proposes a document classification model using feature learn-

ing (Coates, Demystifying unsupervised feature learning, 2012) [5] approach based

on semantics of the documents. In the learning phase, basic vocabulary (BV) for each

document class consisting of nouns has been created by proposing a novel approach.

The classification phase searches unique words in the BVs and if found, the corre-

sponding sentence becomes a basic sentence (BS). A tree with unique words of the

BS is inserted in the respective forest. Associated words of the children are used to

continue the tree formation process until no new node is generated in the tree. Finally,

we assign the test document to a class which has a clearly dominant percentage of

sentences in the respective forest. The proposed algorithm is compared with various

feature-based classification models and satisfactory performance has been observed.

Keywords Document categorization ⋅ Basic vocabulary ⋅ Importance function

1 Introduction

Today’s organizations face problems of managing complex textual data, mostly unor-

ganized and unstructured. So explicit knowledge is distributed among different types

of documents and it is difficult to localize and identify the required text [10, 11].

Hence, we need to develop methods for document categorization, which exploit

inherent semantics of the data by analyzing the unique words of the documents. Var-

ious models that exist for categorization of documents are decision trees [13], neural
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networks [12], and k-NN and TF-IDF-based models [14]. The decision tree interprets

the datasets by constructing well-defined true/false queries in the form of a tree struc-

ture. The decision trees may give more than one possible answers by initializing the

root node with different variables. The TF-IDF-based method [14] does not capture

spatial information in the text and co-occurrences of words in different documents.

The limitations of the existing methods in document classification have been dealt

with by proposing an efficient model of document categorization [15] which extracts

semantics of data using hierarchical graph structure. This paper aims to learn the

relation between the words in the documents of different classes using feature learn-

ing approach, similar to human ability to capture context of the documents. The test

documents are preprocessed to design the “spanning tables”for unique words con-

taining important information like frequency, connected words, and position of the

words. In the learning phase, the BV of each class has been obtained by propos-

ing a new measure which evaluates importance of each word in the documents.

Next, to extract semantic of the documents, the relation between the words of [3]

the respective BV is learned by developing the co-occurrence and conditional prob-

ability matrices. Finally, the test document is assigned to the class represented by the

forest containing the maximum number of test sentences [7]. The proposed classifier

model, Graph Classification with Basic Quantum (GCBQ), is compared with vari-

ous feature-based classification models using text corpus of five different classes:

Business, Entertainment, Politics, Sports, and Technology. Performance of the clas-

sifier has been evaluated and observed that the model works better than the existing

models of document categorization with respect to time complexity, and compara-

ble otherwise. This paper has been organized into five sections. Section 2 describes

the preprocessing method and the learning scheme of the classifier model. Section 3

presents the classification of the test documents, and results appear in Sect. 4. Finally,

conclusions are drawn in Sect. 5.

2 The Methodology

The proposed GCBQ model first describes preprocessing of the training and test doc-

uments by removing stop words and singularizing them [1]. The preprocessed train-

ing datasets consist of noun words only, assuming that noun-to-noun links (common

nouns) [2] represent the strongest relation between two words in a document. The

preprocessed test document has been broken into sentences to extract unique words

from each sentence. We now consider a three-attribute list for each word in the test

document as described by the basic spanner, shown in Fig. 1.

A collection of such basic spanners forms the spanning table of the test document,

where words are linked with predecessor and successor in the sentences. For each

new word in the test sentences, the latest spanning table is searched. If the word is

found, its frequency is incremented and the third attribute is appended. Otherwise,

we create a corresponding basic spanner, and thus, the complete spanning table of

the document is obtained. Consider the following document and its spanning table

given in Table 1.
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Fig. 1 Elements of a basic spanner

Table 1 The complete spanning table

Word Frequency Semantic information

Software 3 (NULL,−1,0,2,patent), (bill,5,1,−1,NULL),

(consultation,7,3,2,patent)

Patent 2 (software,1,0,3,law), (software,1,3,5,bill)

Law 2 (patent,2,0,4,axe), (chance,9,2,−1,NULL)

Axe 1 (law,3,0,−1,NULL)

Bill 4 (NULL,−1,1,1,software), (NULL,−1,2,6,round),

(patent,2,3,−1,NULL), (NULL,−1,4,10,technology)

Round 1 (bill,5,2,−1,NULL)

Consultation 2 (round,6,2,8,chance), (NULL,−1,3,1,software)

Chance 1 (consultation,7,2,3,law)

Technology 1 (bill,5,4,−1,NULL)

EU software patent law faces axe. The European Parliament has thrown out a bill
that would have allowed software to be patented. Politicians unanimously rejected
the bill and now it must go through another round of consultation if it is to have
a chance of becoming law. During consultation the software patents bill could be
substantially redrafted or even scrapped. The bill was backed by technology.

Initially, the spanning table is empty. NULL means no word to the left/right; in

such a case, the position of the previous/next word is denoted by −1.

2.1 Learning

In the learning phase, fixed size basic vocabularies of class-specific training doc-

uments are created using a basic quantum (BQ) measure. Semantic relationships

between the unique words of all the training documents are evaluated using co-

occurrence and conditional probability matrices for each document [4].

2.1.1 Basic Vocabulary

The BQ measure of a word is evaluated as product of word frequency in the doc-

uments of a particular class and the number of documents containing the word.
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BQ signifies how important a word is in the class. The words are ranked in decreasing

order using BQ, and the top five words are taken as the BV of each class, determined

experimentally.

2.1.2 Semantic Analysis

In order to do the semantic analysis [3, 4], we find associations between the unique

words of the class-specific training documents by constructing a co-occurrence

matrix. Each element of the co-occurrence matrix represents number of occurrence

of the words in the respective rows and columns. Next, we construct the conditional

probability matrix using the co-occurrence matrix, each element of which represents

conditional probability of the co-occurring words, calculated as follows:

P(A∕B) = P(A,B)∕P(B) (1)

Two points are considered here: first, if A and B co-occur only once, and both of

them individually also occur only once, it is assumed that their relative importance

in the class would be very low, hence P(A/B) is neglected, i.e., P(A/B) = 0, and

second, as per the formula, P(A/A) = 1, as it is a sure event.

3 Classification

The words of the preprocessed test document are searched in each BV for a match

using the basic spanners in the spanning table of that document whose frequency

attribute is more than 10% of the highest frequency among all the basic spanners.

For classification, a test document is tested against all the classes simultaneously.

A forest is maintained for each class, initially empty. For each word in a particular

document, the basic words among the sentences in all the currently available basic

spanners are searched. If a basic word is found, the sentence containing that word is

pushed into the forest of the class in which the basic word is found. These sentences

are the basic sentences and they represent the parent sentences. Since the BV of

each class will be updated and new words will be added to it later on, while finding

a match for basic words in the vocabulary, at first the top five words from each

class are taken. If no match is found, then the next five words are considered. This

process of selection of basic words continues till the basic spanners are exhausted

of words or a match is found. When a match is found, all the words that fall just to

the right and left of the basic words in the sentences are extracted; since the basic

or parent sentences are directly linked with the class, so the nouns within them are

assumed to be related. Then, the relation between each pair of words: the word and

its predecessor, and the word and its successor, and the frequency of each new word

appearing in the document is obtained. The relation between any two words is found

from the conditional probability matrix created during the learning phase. For each
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Fig. 2 Flowchart of the classification process
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word found in this way, the sentences where the word has occurred are retrieved

from the spanning table. These sentences are then inserted into the forest of the class

of the basic words, of which the new words found were children of. That is, these

new sentences are the children of their parent sentence. The new words become the

secondary vocabulary words. Thus, many trees of sentences are formed in the forests.

When this is all over, a list of words under each basic word with their frequency and

relation with their right and left words is obtained. The above steps are repeated by

considering the secondary vocabulary words as basic words now, assuming they are

related to the class of their parent basic words. The process comes to a halt if no new

basic word is found. A flowchart of the process is shown in Fig. 2.

Now, an importance function is defined as follows:

I(𝜔, 𝜐) = S × 𝜔 + P × 𝜐 (2)

where 𝜔 = weight, and it is the conditional probability of co-occurrence of a word

and its parent in the tree, 𝜐 = frequency of the word, and S and P are experimen-

tally determined constants (S = 0.053 and P = 2.043). The secondary vocabulary

words found are included in the proper vocabularies. All these words, along with the

existing words in the respective vocabularies are ranked in decreasing order accord-

ing to the value returned by the importance function, hence updating the vocabu-

laries. Now, the percentage of total sentences in the document that got inserted into

the forest of each class is checked. If there is a class which has a clearly dominant

Fig. 3 Classification using technology as the basic word
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percentage, then the document is assigned that class. As an example, the process

mentioned above is shown in Fig. 3 applied on the sample test document considered

earlier.

Now, since there are no more classes with basic word, the class (Technology)

having maximum number of sentences is assigned to the document. The words soft-

ware, patent, bill, and round are inserted into the basic vocabulary of Technology

and arranged according to the importance function.

4 Experimental Results

The dataset consists of 2,225 documents from the BBC news [6] website correspond-

ing to the stories in five topical areas from 2004 to 2005: politics, sports, business,

entertainment, and technology. Each time a document is tested, the class is declared

on the basis of the number of sentences that is inserted in the forest of a specific class.

There can be another situation when no word of a particular document matches with

any basic word of any class. In that case, the document is not analyzed. If there is

no “clearly dominant” forest, then ambiguity may arise. As evident from Table 2,

Table 2 Performance with updated vocabulary and non-updated vocabulary

Class No. of

training

docu-

ments

No. of

test doc-

uments

S
a
(uv

b
) S(nuv

c
) F

d
(uv) F(nuv) A

e
(uv) A(nuv)

Politics 291 126 95 86 25 34 6 6

Sports 350 150 109 48 40 94 1 8

Entertainment 270 116 91 79 11 23 14 14

Business 357 153 87 68 39 58 27 27

Technology 280 121 50 37 50 65 21 13

a
Successes

b
Updated vocabulary

c
Non-updated vocabulary

d
Failures

e
Ambiguities

Table 3 Perfomance of the GCBQ model

Classes Precision Recall Specificity

Politics 0.77 0.92 0.94

Sports 0.86 0.91 0.96

Entertainment 0.77 0.91 0.95

Business 0.73 0.74 0.93

Technology 0.92 0.50 0.99
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Fig. 4 ROC curves for the five classes and AUC values for different classes

categorization of documents with updated vocabulary is more accurate because the

words in secondary vocabulary are strongly related to the BV which increases the

chance of matching. Performance of the model is summarized in Table 3. Figure 4

shows the ROC curve and AUC values for different classes of GCBQ. The percentage

of sentences considered for success can be varied and used as a threshold to generate

the ROC curve [8]. The AUC values are within 0.9 to 1, which is an indication of a

good classifier.

5 Conclusions

The objective of this paper is to devise an efficient algorithm to classify an unknown

document into one of the given classes while elucidating the word-to-word rela-

tion. Document classification appears in many applications, including e-mail filter-

ing, news monitoring, topic modeling, and identification of document genre. GCBQ

model performs better than the existing methods like K-NN and TF-IDF while shows

comparable performance to the existing decision tree model. The proposed classifier

model is scalable and interpretable due to graphical approach in classification. In our

future work, we consider other parts of speech in order to extract more information

and deal with the problem of overlapping classes.
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An Empirical Analysis for Predicting
Source Code File Reusability Using
Meta-Classification Algorithms

Loveleen Kaur and Ashutosh Mishra

Abstract Although various quantifiers of software component reusability have
been proposed, these metrics have seldom been utilized in existing literature to
analyze source code file reusability transpiring within a single product family. Such
metrics can be effortlessly employed to develop reuse prediction models which can
support the software practitioners in obtaining information regarding the total cost
involved in developing a novel version of a prevailing software or upgrading an
existing software version by estimating the total reusable code files in advance
without being compelled to scrutinize the complete codebase. In view of this, this
research work aims to examine the efficacy of seven meta-classification techniques
in the development of such reuse prediction models on four software datasets
constructed from four successively released versions of software using appropriate
reuse metrics. We also evaluate the predictive performance of these meta-classifiers
against the statistical technique of logistic regression and rank these techniques
using the Friedman statistical test.

Keywords Software reuse ⋅ Meta-classification techniques ⋅ Machine learning
Reusability prediction

1 Introduction

A systematic reuse activity incorporates the utilization of previously developed
software components/artifacts to create new software systems, thus leading to the
overall reduction in the cost, development time, and effort of software development
[1]. For instance, in order to identify the actuality of reusability in existing software
projects, investigation was performed on numerous sizeable open-source and

L. Kaur (✉) ⋅ A. Mishra
Department of Computer Science & Engineering, Thapar University, Patiala, India
e-mail: loveleen.kaur@thapar.edu

A. Mishra
e-mail: ashutosh.mishra@thapar.edu

© Springer Nature Singapore Pte Ltd. 2018
S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Advances in Intelligent Systems and Computing 706,
https://doi.org/10.1007/978-981-10-8237-5_48

493

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_48&amp;domain=pdf


individual software projects bundled with popular distributions of BSD and Linux
[2]. The observations depicted that almost fifty percent of the total number of files
(5.3 million) scrutinized in the projects have been employed in at least two projects.
However, no software metrics were employed by the author to conduct this
analysis.

Software metrics for calculating the ease of reusability of software projects are
vital for accomplishing “development by reuse” and “development for reuse” [3].
Besides, these reuse metrics could turn out to be contributory in the development of
reusability prediction models that could be applied by software developers to gather
knowledge pertaining to the aggregate expenditure involved in developing a novel
version of an existing software or updating an existing software version by knowing
the total code that can be reused, i.e., integrated without change in the new version,
in advance without requiring to examine the complete codebase. Since the devel-
opment of new code would need substantial time and effort, reusability valuation of
source code components could aid in minimizing this development effort and time,
and provide means to assess the development cost of the new software.

The machine learning (ML) algorithms are being effectively utilized to build
potent predictor models on a varied set of areas such as engineering, medicine,
geology, etc. [4]. Classification, in ML, is the challenge of allocating a new
observation to a certain set of category or class (subpopulation), based on a given
training set of data having instances (or observations) whose category belonging is
known [4]. An algorithm implementing classification is known as a classifier.
Meta-classifiers formulate a collection of classifiers and then classify novel data
records on the basis of the combination of the results of these classifiers using
certain mechanisms. Investigational results have indicated that meta-classifiers
often show more accuracy and more robustness even in the presence of noisy data,
and obtain a lesser average error rate as compared to the constituent individual
classifiers [5].

Therefore, in this study, we conduct an empirical validation by means of the
reusability datasets constructed(with respect to seven randomly selected reuse
metrics) from four consecutively released versions of a software developed in Java
language to determine the competency of seven meta-classification algorithms for
developing version to version source code reusability prediction models. In addition
to this, we examine and compare the results of these meta-classifiers with logistic
regression (LR) [6] technique using performance indicators such as accuracy and
AUC ROC analysis. Lastly, we statistically rank all the techniques used in this
study using Friedman’s statistical test in order to know which algorithm performs
the best.

Though there are studies [7, 8] in the existing literature that assess the ability of
classification techniques for change proneness and fault prediction, there has been
no study till date performing the statistical comparison of the performance of
meta-classifiers with the LR technique to predict version to version source code
reusability.

The rest of this paper is organized as follows. The next section delivers a concise
summary of the existing literature related to the topic in concern. Section 3 describes
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the empirical data collected and independent and dependent variable selected as a
part of the research background. Section 4 reports the meta-classification techniques
employed and the performance evaluation measures selected to evaluate the
meta-classifiers. Section 5 describes the empirical analysis results of the application
of the seven meta-classifiers and the LR technique along with the Friedman statis-
tical test results. Section 6 comprises the various threats to validity of our work,
followed by the last section, in which we state the conclusions and the future work.

2 Related Work

This section provides a brief summary of the literature related to the software
reusability prediction and for detailed reading, one can refer to the review [9],
which happens to be the most recent and the sole systematic literature review to be
done with respect to reusability metrics and prediction of software components
according to established guidelines of systematic literature review. Recently,
self-organizing maps (SOM) were employed for clustering the datasets corre-
sponding to the CK metrics values which were gathered from three Java-based
projects [10]. It was also recently established that the reusability of a source code
class increases reciprocally with the increase in depth of inheritance as well as
number of children [11]. Moreover, authors [12] have also considered different
variants in reuse (common reuse, high-reuse variation, low-reuse variation, and
single-use) to empirically and correctly estimate fault proneness across products
and across releases of Software Product Lines. Though many metrics have been
proposed for the measurement of the reusability of a software component or a
software as a whole in the previous research works [3, 9, 13–15], in the majority of
the cases these have been qualitative reuse metrics, the evaluation of which is
certainly dependent on individuals. Also, very few of the machine learning tech-
niques (K-means and hierarchical clustering, support vector machines, artificial
neural networks, and decision trees) have been explored for reusability prediction
which do not include any ensemble or meta-classifiers or LR techniques. Moreover,
these articles do not include the comparison of actual metric values against concrete
reuse results of a realistic software development environment to validate the
reusability prediction. Also, an empirical evaluation of the software reuse tran-
spiring within the same product family and from version to version via the reuse
metrics has not been analyzed in the literature examined.

To redress this, we assess a wide range of meta-classification techniques for
reusability prediction with the help of four datasets which have been created from
four consecutively released versions of a realistic Java-based software using actual
values of their reuse results and some randomly selected reuse metrics. We also use
Friedman statistical test to allocate statistical ranks to the techniques for the purpose
of determining if the selected meta-classifiers significantly outperform the LR
technique, with the motive to provide empirical substantiation to evaluate the best
version to version reusability prediction model.
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3 Research Background

The following subsections constitute an overview of the empirical data collected
and the metrics (dependent variables and independent variable) incorporated to
form the reusability prediction models.

3.1 Empirical Data Collection

In order to construct the version to version file reusability prediction models, we
created four datasets using four consecutive versions of the JFreeChart1 software,
which is a free (LGPL) chart library for the Java platform. The details of the four
selected versions have been illustrated in Table 1. Numerical values of seven dif-
ferent and commonly used static code metrics were collected corresponding to each
of the Java files existing in each of the four selected versions of JFreeChart using
two different open-source static code analysis tools- Stan4J2 and JHawk 6.1.3.3

These Java files are basically composed of one or more than one java classes (or
interfaces). In those cases where there exists more than one class per file, an
aggregate value of the metrics with respect to all the classes is collected. A brief
description of the seven selected reuse metrics (Coupling between objects, Efferent
Coupling, Depth of inheritance, Lack of cohesion between methods, Number of
Calls, Number of methods defined in a file, and Cyclomatic Complexity) has been
given in below:

Coupling between objects [16] is stated as the total number of files coupled to a
given file. Two source code files are said to be coupled to each other if the methods
declared in one makes use of some other code file’s instance variables or methods,
whereas Efferent Coupling [17] only evaluates the total number of external files
used by a given file. Depth of inheritance [16] is the maximum length of a path
from a given source code file to the root code file in the inheritance structure of the
given software. Lack of cohesion between methods [16] calculates the total of
different methods in a given code file that refer a given instance variable. Number of
Calls is the number of method calls (in statements as well as in logical expressions)
in the target file. Number of methods defined in a file [18] is the total of methods
contained in a given Java code file, and lastly, Cyclomatic Complexity [19] mea-
sures the number of independent paths through program source code.

We used a clone detection tool called AntiCut&Paste [20] in order to estimate
the reusability of individual source code files of each of the versions. Source code
files of two successive versions of the selected JFreeChart software were supplied to
the tool as an input and it returned those Java files which were discovered to be

1http://www.jfree.org/jfreechart/.
2http://stan4j.com.
3JHawk Metrics Tool, http://www.virtualmachinery.com/jhawkprod.htm.
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common to the two releases. Post this step, a binary variable of a “No” or “Yes”
was calculated as the reuse statistic and was allocated for every source code file
with “Yes” indicating that the file had been reused into next version in its entirety
and without any modifications and “No” indicating that the file had not been
employed in the next version or was employed with some modification.

3.2 Dependent and Independent Variables

In our study, the binary variable of reusability is selected as the dependent variable
which is to be estimated via the independent variables. The independent variables
are those for which the results need to be calculated for the prediction of the reuse
statistic of a Java file in the next release of the software. Therefore as per our
context of application, the independent variables are the seven software metrics
discussed in Sect. 3.1.

4 Research Methodology

Having described the construction of the four datasets in Sect. 3, this section dis-
cusses the various meta-classification techniques incorporated in this study for the
prediction of source code file reusability. The measures undertaken to analyze the
performance of the selected meta-classification algorithms have also been stated.

4.1 Meta-Classification Techniques Employed

This section provides a brief description of the seven meta-classifiers [21] (Ada-
Boost, Bagging, Filtered, Multi-class (M-Class), Random Sub Space (RSS),
Stacking and Voting) incorporated in this study.

Table 1 Details of the four JFreeChart versions employed in this study

JFreeChart version Release
date

Total size
(in LOC)

Total number
of Java files

Number of Java files
reused into next version

JFreeChart 0.6.0 2001-11-27 16,445 86 67
JFreeChart 0.7.0 2001-12-30 20,723 105 47
JFreeChart 0.7.1 2002-01-25 24,171 128 94
JFreeChart 0.7.2 2002-02-09 24,961 130 112
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AdaBoost or Adaptive Boosting utilizes a sequence of simple weighted classi-
fiers, where each classifier is made to analyze a separate characteristic of the data, to
finally generate an all-inclusive classifier, with the help of which there is a high
probability of obtaining a low misclassification error rate as compared to an indi-
vidual classifier. Bagging (stands for Bootstrap Aggregation) classifier supplies
random subgroups of the original dataset to every base classifiers and then com-
bines their separate predictions (either using averaging or voting) to decide the
absolute prediction. The Filtered classifier consists of running an arbitrary classifier
on data that has been passed through an arbitrary filter which uses some mathe-
matical evaluation (that is based on some intrinsic characteristic of the training set
like correlation). Multi-class (M-Class) classifier formulates a methodology to
convert a given multi-class problem into numerous binary class problems. The
metric is evaluated for every class by considering it to be a binary classification
problem after combining all the remaining classes as second-class entities. Then the
weighted average (weighted by class frequency) or macro average (treat each class
equally) metric is obtained by averaging the binary metric over all the classes.
However, unlike binary classification problems, here one does not need to select a
threshold score to generate predictions. The label or class obtaining the highest
predicted score is the predicted answer. The Random Sub Space (RSS) classifier is
similar to bagging technique except here random subsets of the dataset are drawn as
random subsets of the features whereas in bagging the samples are drawn with
replacement. Stacking is similar to boosting. The difference here is that several
classifiers are combined using the stacking method instead of an empirical formula
for the weight function and the base learner’s predictions are given as input for a
meta-level classifier whose output is the final class. In the Voting methodology, the
base-level classifier’s predictions are combined in accordance with a static voting
scheme (usually the plurality voting scheme).

4.2 Performance Evaluation Measures

Two performance evaluation measures: Accuracy and Area under the ROC Curve
(AUC) are chosen to assess the predictive performance of the selected algorithms
against version to version source code file reusability. The accuracy of a model is
depicted as the ratio of the number of Java files that are predicted with accuracy to
the total number of Java files in the version. The AUC metric is obtained through
the ROC4 plotting which indicates the optimal cutoff point at which both sensitivity
and specificity are maximized. AUC values >= 0.7 and < 0.8 exhibit acceptable

4The ROC curve is a plot of sensitivity (on the y-axis) and 1-specificity (on the x-axis). Several
cutoff points between 0 and 1 are chosen during the creation of a ROC curve. The sensitivity of the
model is calibrated as the percentage of the reused files that were predicted accurately. The
specificity of the model is calibrated as the percentage of the non-reused files that were predicted
accurately. High values are desired for both sensitivity and specificity.
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division; AUC values >= 0.8 and < 0.9 exhibit excellent division; and AUC >=
0.9, exhibit outstanding division between the reused and non-reused files by the
prediction algorithm.

5 Empirical Analysis

Results of the models constructed using meta-classifiers to predict the version to
version file reusability on the four selected versions of JFreeChart are described in
this section of the paper. These results were predicted using the WEKA tool which
is an open-source tool and is easily obtained on http://www.cs.waikato.ac.nz/ml/
weka/. The Naïve Bayes [5] classifier was used as the base classifier/learner. We
used the default settings of tool to construct the seven meta-classification models.

5.1 Model Evaluation Results

The columns in Table 2 show the version-wise Accuracy (Acc.) in %, and Area
under Curve (AUC) scored by each of the seven meta-classification algorithms on
each of the four versions of JFreeChart. In order to acquire a supplementary
accurate assessment with respect to the predictive potential of the selected classi-
fication models, a k cross-validation [22] of all the models generated in this research
was conducted in which the dataset is randomly separated into roughly “k”
equivalent subsets and for each assessment, one of the k subsets is employed as the
test set and the training set is formed with the residual k−1 subsets. This process is
reiterated for all the k subsets. In this study, the meta-classification models gen-
erated observations stated in Table 2 were validated with a “k” value of 10.

From the values of the performance measures observed in Table 2, six out of
seven models(except the Stacking meta-classifier) exhibit good results, i.e.,
depicting high scores for both the performance metrics, with accuracy values
ranging from 75.8 to 90% and AUC values ranging from 0.64 to 0.88. The obtained
results, especially the AUC results show that the six out of seven selected
meta-classification algorithms display an acceptable and, in some cases, excellent
discrimination between the reused and non-reused files contained in the four
JFreeChart versions, thus demonstrating their effectiveness for developing fitting
and authentic version to version source code reusability prediction models. The
Stacking technique5 achieves the lowest AUC values (< 0.50). Thus even though it
achieves high accuracy values (which is solely due to the correct classification of

5The results indicated that stacking achieved a sensitivity value of 0 and specificity value of 1 for
all the four selected versions, thus indicating that it is not able to classify the reused classes at all
and predicts all the classes included in the dataset to be “not reused”.
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the reusable classes) the Stacking meta-classifier does not qualify as an efficient
predictor of version to version reusability.

We also applied the LR technique on the four selected datasets, the results of
which are stated in Table 3.

The results indicate that the LR technique also shows a comparable performance
to six out of seven meta-classifiers, especially to the Vote meta-classifier with
accuracy values ranging from 73.3 to 83.9% and AUC values ranging from 0.79 to
0.87.

Though there does exist a difference(however minor) in the prediction perfor-
mance of the models developed via the selected techniques, we needed to ascertain
if the difference between them holds statistical significance for which we conduct
the Friedman statistical test [23].

Table 4 reports the mean ranks scored by every technique after the use of
Friedman test, where the model with the lowest mean rank is the one which per-
forms the worst. The test was based on the AUC results obtained by each of the
models on the four selected JFreeChart datasets. According to the results stated in
Table 4, the technique with the best performance on all the three datasets is the
Vote meta-classifier with a mean rank of 7. This is followed by the LR algorithm
which obtains a mean rank of 6, which is closely followed by the M-Class
meta-classifier with a mean rank of 5.25. The Stacking meta-classifier is selected as
the worst meta-classifier with the lowest mean rank of 1.

The Friedman statistical value with degree of freedom seven was evaluated to be
15.421, which is true for α = 0.05. Additionally, a p-value of 0.031 exhibits that
the results obtained are true at a 95% confidence interval. Therefore, the null
hypothesis of Friedman test that states that all techniques perform the same is
rejected. The eight techniques (seven meta-classifiers and LR technique) taken

Table 3 Binary logistic regression results

JFreeChart 0.6.0 JFreeChart 0.7.0 JFreeChart 0.7.1 JFreeChart 0.7.2

Acc. AUC Acc. AUC Acc. AUC Acc. AUC
77.9 0.82 76.2 0.81 75.8 0.79 90 0.87

Table 4 Friedman statistical test results

Algorithm Mean rank

ABM1 4.88
Bagging 4.38
Filtered 4
M-Class 5.25
RSS 3.50
Stacking 1
Vote 7
LR 6

An Empirical Analysis for Predicting Source Code File … 501



under consideration are significantly diverse in their performance behavior. The
results, however, indicate that only one meta-classifier “Vote” out of the seven
meta-classifiers performs better than the LR statistical technique therefore estab-
lishing the LR technique to be also effective for the prediction of version to version
source code file reusability.

6 Threats to Validity

There can be potential threats to this study like any other empirical study. Our
research work focuses only on the estimation of prediction performance of the
selected meta-classifiers which was performed using the statistical and machine
learning methods, with the metrics as the independent variables and the reuse
parameter of Yes/No as the dependent variable. Thusly, the threat to internal validity
exists since this research work does not signify to establish change-outcome. The
most critical threat to the external validity of our study is that our results may not
generalize to a similar sample or new research environment and could be constrained
to the surveyed systems, i.e., the four selected JFreeChart versions. In order to
ascertain the generalizability of the classification inferences made in our study, the
predictive performance of the selected techniques on similar datasets developed
using other programming languages need to be evaluated. So this threat exists in the
study. The construct validity makes sure that independent and dependent variables
properly represent the concepts. The metric data was collected via mature source
code analysis and clone detection tools. Although we make no declarations with
respect to the accuracy of these software, we suppose that the tools collect the data
reliably as they are in fact being employed effectively in practice [24, 25], therefore
decreasing the threat to construct validity.

7 Conclusion and Future Work

This research work constitutes the evaluation of seven meta-classification techniques
to predict version to version source code file reusability. The empirical validation
was done on four datasets created using four consecutively released versions of
JFreeChart. To the best of the author’s knowledge, no study till now has made use of
meta-classifiers for reusability prediction. We further compared the performance of
the selected meta-classifiers with the statistical LR technique and ranked the per-
formances of the various algorithms using the Friedman statistical test.

Following are chief conclusions made from this analysis:
All the selected meta-classifiers, except for the Stacking technique, showed

reasonably good performances(Accuracy and AUC values ranging from 75.8 to
90% and 0.64 to 0.88) over the four selected versions of the JFreeChart software
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and did not depict extremely divergent outcomes as far as the values of the per-
formance measures over the four versions were concerned. The LR technique also
showed comparable performance to the meta-classifiers (Accuracy and AUC values
ranging from 73.3 to 83.9% and 0.79 to 0.87) for the prediction of version to
version source code reusability over the four selected datasets.

Moreover, with the results of the Friedman test, it was statistically clarified, at a
confidence interval of 95%, that only one meta-classifier –“Vote” significantly
outperforms the LR technique in giving the best performance results, followed by
the LR technique. Rest all of the meta-classifiers perform poorly as compared to the
LR technique, thus establishing that the LR technique and six classifiers(AdaBoost,
Bagging, Filtered, Multi-class (M-Class), Random Sub Space (RSS), and Voting)
out of the seven selected meta-classifiers are indeed effective for developing fitting
and authentic version to version source code reusability prediction models.

Future work may involve the replication of the selected meta-classifiers on other
similar software datasets for the purpose of yielding generalized results. Application
of other prediction models like deep learning could also be done to establish their
pertinence in the development of software reusability models.
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Non-head-on Non-overtaking Collision of
Two Solitary Waves in a Multicomponent
Plasma

Tapas Kumar Maji, Malay Kumar Ghorui and Prasanta Chatterjee

Abstract The finding in this chapter is that two oblique solitary waves collide

in different angles. The KdV equations are derived, and the collisions figures are

drawn with different angles. The multicomponent plasma here is constituted by +ve

and −ve charged dust and hydrogen ions, and remaining components are hot and

cold electrons. The solutions of the KdV equations are calculated by using Hirota’s

method. The phase shifts are derived. The effects of density ratio and temperature

ratio have investigated on the phase shifts. There are many areas to use these results

like study on mesosphere, modern research in plasmas, etc.

Keywords Oblique collision ⋅ Phase shift ⋅ Hirota’s bilinear method ⋅ KdV

equation

1 Introduction

Nowadays, a fruitful space in plasma physics is nonlinear wave propagation. In

plasma research, wave–wave collision (head-on, overtaking, oblique) [1–4] has a

great importance in the field of plasma dynamics. Dust ion-acoustic solitons (DIASs)

[5, 6] describe the valuable features of non-linearity in contemporary plasma

research. They appear due to balance between non-linearity and dispersion. Parveen

et al. [7] studied face-to-face interaction between a pair of DIAWs and found that for

+ive dust charged grains, compressive solitary waves exist and for the opposite dust

charged grains compressive as well as rarefactive solitary waves exist. In this paper,

multicomponent plasma consists of five components, namely, hydrogen ion, positive

dust, negative dust, hot electrons and cold electrons. Research in multicomponent is
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a developing diverse field. With various types of masses and sizes, dust particles are

available. After electron–ion collision on dusts, photoionization, thermionic emis-

sion, etc. dust particles become +ive and −ive. Existence of dust particles causes a

significant difference in the physical characteristics such as charge, potential, etc. of

the plasmas.

Chatterjee et al. [8] concluded that the structure of the solitary wave rely on the

external magnetic field, Mach number, etc. while studying obliquely promulgating

ion-acoustic solitary waves using Sagdeev potential in a magnetized plasma consid-

ering of anisotropic pressure. Hafez et al. [4] found that in an oblique propagation of

ion-acoustic shock waves the phase velocity is decreasing with increase in positron

concentration and electron to positron temperature ratio. Maji et al. [9] investigated

that the phase shift in an oblique collision of two ion-acoustic waves in a multicom-

ponent plasma is effected by temperature ratio and density ratio. The KdV equation

is extracted using extended PLK perturbation method [10, 11] and Hirota’s method

[12] for soliton solutions.

We arrange this paper into four sections. Introduction part is in Sect. 1; in the sec-

ond section, we extracted KdV equations. Next, in the third, we keep the numerical

results and discussions one- and two-soliton solutions. At the end section, we give

the conclusion.

2 Basic Equations

The interested area here is dust ion-acoustic solitary waves in a multicomponent

plasma. Dust is weightier than the ion components though both are considered as

cold, while both the electrons are governed by [13]

ns = ns0[1 +
es𝜙

kBTs(ks − 3∕2)
]−ks+1∕2. (1)

In Eq. (1), subscript s denotes the species (s = se for solar electrons and s = ce for

cometary photo-electrons). Density is described by n. The subscript 0 denotes the

equilibrium value, es the charge, Ts the temperature, and ks the spectral index for the

species ‘s’. kB is the Boltzmann’s constant, and 𝜙 is the potential.

The normalized basic set of equations are given below:

𝜕ni
𝜕t

+ ∇(niui) = 0, (2)

𝜕n1
𝜕t

+ ∇(n1u1) = 0, (3)

𝜕n2
𝜕t

+ ∇(n2u2) = 0, (4)

𝜕ui
𝜕t

+ (ui∇)ui = −𝛼i𝛽i∇𝜙 +𝛺i(uizŷ − uiyẑ), (5)
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𝜕u1
𝜕t

+ (u1∇)u1 = ∇𝜙 −𝛺1(u1zŷ − u1yẑ), (6)

𝜕u2
𝜕t

+ (u2∇)u2 = −𝛼2𝛽2∇𝜙 +𝛺2(u2zŷ − u2yẑ), (7)

∇2𝜙 = n1 − (1 − ziui + 𝜇ce + 𝜇se)n2 − (1 − z2u2 + 𝜇ce + 𝜇se)ni +

𝜇ce(1 −
𝜙

𝜎ce(kce − 3∕2)
)−kce+1∕2 + 𝜇se(1 −

𝜙

𝜎se(kse − 3∕2)
)−kse+1∕2 (8)

In Eqs. (2)–(8), ni, n1, and n2 are the hydrogen ion, negative and positive dust num-

ber densities, normalized by their equilibrium values ni0, n10, and n20, respectively.

ui, u1, and u2 are the hydrogen ion, negatively and positively charged dust fluid speeds

normalized by ( z1kBT1
m1

)1∕2. The electric potential 𝜓 is normalized by ( kBT1
e
). x and t

are normalized by the Debye length ( z1kBT1
4𝛱z21e

2n10
)1∕2 and ( m1

4𝛱z21e
2n10

)1∕2, respectively.

The cyclotron frequencies of the different species are normalized by the plasma

frequency, i.e. ( 4𝛱z21e
2n10

m1
)1∕2. Also 𝛼i =

zi
z1
, 𝛼2 =

z2
z1
, 𝛽i =

m1
mi
, 𝛽2 =

m1
m2
, 𝜇s =

ns0
z1n10

, 𝜎s =
Ts
T1

, where ns0 is the equilibrium density for species s. Ts,T1 are the temperatures of

the species s and the negative dust, respectively. zi, z1, z2 are, respectively, the charge

numbers of hydrogen ions, negatively and positively charged dust particles while

mi,m1,m2 are the corresponding masses.

Here we think about two infinitesimal as well as finite amplitude wave-like per-

turbations promulgating obliquely with an angle 𝜃11 in the 3D surface with distinct

velocities, leaving a phase shift after they came nearer, contact once in a while and

then they exit yielding a collision mark on waves causing a phase shift. The phase

variables are involved in the asymptotic extension of plasma variables around ther-

modynamics equilibrium state in a stretched coordinate with the phase variables.

This method is known as an extended PLK method. In utilizing this method, we

launch additional coordinates as follows:

𝜉 = 𝜀1∕2(lxx + lyy + lzz − 𝜆1t) + 𝜀P(0)(𝜂, 𝜏) + 𝜀3∕2P(1)(𝜉, 𝜂, 𝜏)… (9)

𝜂 = 𝜀1∕2(kxx + kyy + kzz − 𝜆2t) + 𝜀Q(0)(𝜉, 𝜏) + 𝜀3∕2Q(1)(𝜉, 𝜂, 𝜏)… (10)

𝜏 = 𝜀3∕2t, (11)

where l2x + l2y + l2z = 1, k2x + k2y + k2z = 1, where 𝜀 is an infinitesimal parameter which

characterizes the relative amplitude of the excitation. Here 𝜆1, 𝜆2 are the phase

velocities to be calculated later. We have to obtain the mutually related dependent

functions P(0)
and Q(0)

referring the phase description of the colliding waves in

space–time coordinate. The incipient wave velocities are described by the vectors

r11 = (lx1, ly1, lz1) and r22 = (kx1, ky1, kz1) and the collision acts through an angle 𝜃11
give by
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cos 𝜃11 =
𝜇

𝜁1𝜁2
; 𝜇 = (lxkx + lyky + lzkz)

𝜁1 = (l2x + l2y + l2z )
1∕2 ; 𝜁2 = (k2x + k2y + k2z )

1∕2. (12)

Here normalized wave numbers are described by 𝜁1 and 𝜁2. Also 𝜃11 ≠ 0 or cos 𝜃11 ≠
1. This method would fail if 𝜃11 = 0. The expansion of the dependent plasma vari-

ables are as follows:

nk = 1 + 𝜀n(1)k + 𝜀2n(2)k +⋯ (13)

ukx = 𝜀u(1)kx + 𝜀2u(2)kx +⋯ (14)

uky = 𝜀3∕2u(1)ky + 𝜀2u(2)ky +⋯ (15)

ukz = 𝜀3∕2u(1)kz + 𝜀2u(2)kz +⋯ (16)

𝜙 = 𝜀𝜙(1) + 𝜀2𝜙(2) + … (17)

where k = i (ions), 1 (negative dust), and 2 (positive dust).

Substituting Eqs. (9)–(11) and (13)–(17) into Eqs. (2)–(8), we obtain the follow-

ing equations; comparing the orders of 𝜀, we obtain, after tedious calculations, the

KdV equation:

𝜕𝜙1𝜉

𝜕𝜏
+ A(𝜙1𝜉

𝜕𝜙1𝜉

𝜕𝜉
) + B

𝜕3𝜙1𝜉

𝜕𝜉3
= 0, (18)

where A = A11+A22
2𝜆1l2x (1+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽i)

, with A11 = 3l4x(−1 + (1 − zi𝜇i

+ 𝜇ce + 𝜇se)𝛼2
2𝛽

2
2 + (1 − z2𝜇2 + 𝜇ce + 𝜇se)𝛼2

i 𝛽
2
i ), A22 = 𝜆41(

𝜇ce(𝜅ce−1∕2)(𝜅ce+1∕2)
𝜎2
ce(𝜅ce−3∕2)2

+ 𝜇se(𝜅se−1∕2)(𝜅se+1∕2)
𝜎2
se(𝜅se−3∕2)2

), and B =
𝜆31(1+(

1−l2x
𝛺2
1
)+(1−zi𝜇i+𝜇ce+𝜇se)((

(1−l2x )𝛼2𝛽2
𝛺2
2

))+(1−z2𝜇2+𝜇ce+𝜇se)(
(1−l2x )𝛼i𝛽i

𝛺2
i

))

2l2x (1+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽i)
,

𝜆21 =
l2x+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2l2x+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽il2x

𝜇ce(𝜅ce−1∕2)
𝜎ce(𝜅ce−3∕2)

+ 𝜇se (𝜅se−1∕2)
𝜎se (𝜅se−3∕2)

.

Similarly for 𝜂 terms we get,

𝜕𝜙1𝜂

𝜕𝜏
+ A1(𝜙1𝜂

𝜕𝜙1𝜂

𝜕𝜂
) + B1

𝜕3𝜙1𝜂

𝜕𝜂3
= 0, (19)

where A1 =
A33+A44

2𝜆2k2x (1+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽i)
, A33 = 3k4x (−1 + (1 − zi𝜇i +

𝜇ce + 𝜇se)𝛼2
2𝛽

2
2 + (1 − z2𝜇2 + 𝜇ce + 𝜇se)𝛼2

i 𝛽
2
i ), A44 = 𝜆42(

𝜇ce(𝜅ce−1∕2)(𝜅ce+1∕2)
𝜎2
ce(𝜅ce−3∕2)2

+

𝜇se(𝜅se−1∕2)(𝜅se+1∕2)
,

B1 =
𝜆32(1+(

1−k2x
𝛺2
1
)+(1−zi𝜇i+𝜇ce+𝜇se)((

(1−k2x )𝛼2𝛽2
𝛺2
2

))+(1−z2𝜇2+𝜇ce+𝜇se)(
(1−k2x )𝛼i𝛽i

𝛺2
i

))

k2x (1+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽i)
.

𝜆22 =
k2x+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2k2x+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽ik2x

𝜇ce(𝜅ce−1∕2)
𝜎ce(𝜅ce−3∕2)

+ 𝜇se (𝜅se−1∕2)
𝜎se(𝜅se−3∕2)

.
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Therefore, we obtain the following equations:

𝜕P(0)

𝜕𝜂
= C𝜙1𝜂 (20)

𝜕Q(0)

𝜕𝜂
= D𝜙1𝜉 , (21)

where C = C11+C22
𝜆1(𝜆2l2x−lxkx𝜆1)((1+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽i))

with C11 = l4x(1 +

(1 − zi𝜇i + 𝜇ce + 𝜇se)𝛼2
2𝛽

2
2 + (1 − z2𝜇2 + 𝜇ce + 𝜇se)𝛼2

i 𝛽
2
i ),C22 = 𝜆1(

𝜇ce(𝜅ce−1∕2)(𝜅ce+1∕2)
𝜎2ce(𝜅ce−3∕2)2

+
𝜇se(𝜅se−1∕2)(𝜅se+1∕2)

𝜎2se(𝜅se−3∕2)2
)) and D = D11+D22

𝜆1(𝜆2k2x−lxkx𝜆1)((1+(1−zi𝜇i+𝜇ce+𝜇se)𝛼2𝛽2+(1−z2𝜇2+𝜇ce+𝜇se)𝛼i𝛽i))
, with

D11 = k4x (1 + (1 − zi𝜇i + 𝜇ce + 𝜇se)𝛼2
2𝛽

2
2 + (1 − z2𝜇2 + 𝜇ce + 𝜇se)𝛼2

i 𝛽
2
i ),

D22 = 𝜆1(
𝜇ce(𝜅ce−1∕2)(𝜅ce+1∕2)

𝜎2
ce(𝜅ce−3∕2)2

+ 𝜇se(𝜅se−1∕2)(𝜅se+1∕2)
𝜎2
se(𝜅se−3∕2)2

)).

Equations (18) and (19) represent two KdV equations. Theses two waves are pro-

mulgating in the 𝜉 and 𝜂 directions, respectively, with an angle 𝜃1. One-soliton solu-

tion of the KdV equation (18) is extracted by using Hirota’s method [12]

𝜙1𝜉 =
12B
A

𝜕2

𝜕𝜉2
(logf ); (22)

f = 1 + e𝜃1 ; 𝜃1 = kB−1∕3𝜉 − k3𝜏 + 𝛿.

The leading phase changes due to the collision can be calculated from Eqs. (20) and

(21) produce the main phase changes for the collisions. Thus, from Eq. (21), we have

𝜕Q(0)(𝜉, 𝜏)
𝜕𝜉

= 12BD
AC

𝜕2

𝜕𝜉2
(logf ),

or Q(0)(𝜉, 𝜏) = 12BD
AC

𝜕

𝜕𝜉
(logf ) = 12B2∕3D

AC
ke𝜃1

1 + e𝜃1
, (23)

and the corresponding phase shift is

△ Q(0) = 𝜀(kxx + kyy + kzz − 𝜆2t)|𝜉=−∞,𝜂=0 − 𝜀(lxx + lyy + lzz − 𝜆1t)|𝜉=∞,𝜂=0

= 𝜀2Q(0)(∞, 𝜏) − 𝜀2Q(0)(−∞, 𝜏)

= 12𝜀2DB2∕3

AC
k. (24)

Similarly, the other phase shift is

△ P(0) = −12𝜀2DB2∕3

AC
k. (25)
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Phase shifts in Eqs. (24) and (25) are similar to that in the investigations in different

plasma models but the approaches are different. Again, each of the KdV equations

given by (18) and (19) has many of soliton solutions. We consider here two-soliton

solutions of each of the KdV equations. Using Hirota’s method [12] two-soliton solu-

tion of the KdV, Eq. (18) is given by

𝜙1𝜉 =
12B
A

𝜕2

𝜕𝜉2
(logg); (26)

g = 1 + e𝜃1 + e𝜃2 + a12e𝜃1+𝜃2 ,
𝜃i = kiB−1∕3𝜉 − k3i 𝜏 + 𝛿i i = 1, 2,

a12 = (k1 − k2)2∕(k1 + k2)2.

As in the case of one-soliton solution from Eq. (18), we have

𝜕Q(0)(𝜉, 𝜏)
𝜕𝜉

= 12BD
AC

𝜕2

𝜕𝜉2
(logg),

⇒ Q(0)(𝜉, 𝜏) = 12BD
AC

𝜕

𝜕𝜉
(logg),

= 12B2∕3D
AC

k1e𝜃1 + k2e𝜃2 + a12(k1 + k2)e𝜃1+𝜃2
1 + e𝜃1 + e𝜃2 + a12e𝜃1+𝜃2

, (27)

and the corresponding phase shift is

△ Q(0) = 𝜀(kxx + kyy + kzz − 𝜆2t)|𝜉=−∞,𝜂=0 − 𝜀(lxx + lyy + lzz − 𝜆1t)|𝜉=∞,𝜂=0

= 𝜀2Q(0)(∞, 𝜏) − 𝜀2Q(0)(−∞, 𝜏)

= 12𝜀2DB2∕3

AC
a12(k1 + k2)

a12

= 12𝜀2DB2∕3

AC
(k1 + k2). (28)

Similarly, the other phase shift is

△ P(0) = −12𝜀2DB2∕3

AC
(k1 + k2). (29)

3 Numerical Results and Discussion

In the present paper, we examine thoroughly the oblique collision of two DIAWs

in a multicomponent plasma composed of hydrogen ions and hot electrons, a pair
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(a) (b)

Fig. 1 a Variation in phase shift △Q(0)
with 𝜇ce when K1 = 1;K2 = 2; 𝛿1 = 1.2, 𝛿2 = 1.2; 𝜀 =

0.01; lx = 0.1; ly = 0.3; lz = 5.33818; kx = 0.499179; ky = 0.2; kz = 0.7;𝛩11 = 11∕14; 𝛼1 =
2.2; 𝛼2 = 2; zi = 0.002, 𝜇i = 100, 𝜇2 = 50, 𝛼2 = 1, 𝛽2 = 2, 𝛼i = 2, 𝛽i = 1, 𝜇se = 0.5, 𝜎ce =
0.2, 𝜎se = 0.2, 𝜅ce = 3.5, 𝜅se = 4.5, 𝛺1 = 1, 𝛺2 = 2, 𝛺i = 3. b Variation in phase shift △Q(0)

with 𝜎ce when K1 = 1;K2 = 2; 𝛿1 = 1.2, 𝛿2 = 1.2; 𝜀 = 0.01; lx = 0.1; ly = 0.3; lz = 5.33818; kx =
0.499179; ky = 0.2; kz = 0.7;𝛩11 = 11∕14; 𝛼1 = 2.2; 𝛼2 = 2; zi = 0.002, 𝜇i = 100, 𝜇2 = 50, 𝛼2 =
1, 𝛽2 = 2, 𝛼i = 2, 𝛽i = 1, 𝜇se = 0.5, 𝜎se = 0.2, 𝜅ce = 3.5, 𝜅se = 4.5, 𝛺1 = 1, 𝛺2 = 2, 𝛺i = 3

of oppositely charged heavier dust(ions) and colder electrons. The PLK method is

being taken for deriving the two-sided KdV equations and then Hirota’s method is

being used for deriving its solutions which give the phase shifts for single, double

and triple solitons for the two KdV equations. We investigated that the phase shifts

are varied due to change density ratio 𝜇ce, temperature ratio 𝜎ce. The phase shifts are

increasing moderately with the increase in density ratio 𝜇ce. It is shown in Fig. 1a.

Lastly, the phase shifts are increasing rapidly with the increase in temperature ratio

𝜎ce. Figure 1b exhibits this.

The two solitons move in the same direction with an angle 𝜃11. We consider here

one and two solitons of each KdV equations. The two solitons for a fixed KdV equa-

tion promulgate in the same direction, and the faster moving soliton, at last, overtakes

the slower one. This can be realized from the Fig. 2a, b.

In Fig. 2a, b, we investigate the variation in electrostatic potential with space

coordinate r11 = (lx1x + ly1y + lz1z), r22 = (kxx + kyy + kzz) and the time variable t.
In Fig. 2a, we have taken the values 𝜀 = 0.01, lx = 0.1, ly = 0.3, lz = 5.33818, kx =
0.499179, ky = 0.2, kz = 0.7 and 𝜃11 = 11∕14. And for Fig. 2b, we have 𝜀 = 0.01,
lx = 0.1, ly = 0.3, lz = −0.658389, kx = 0.202032, ky = 0.2, kz = 0.7, and 𝜃11 =
22∕21. From Fig. 2a, b we realize that at the time of oblique collision a statistical

structure of the two DIAWS has been created and then a new non-linear wave been

initiated at the time of collision. It is observed that for some time interval during

oblique collision, one practically motionless composite structure is formed both its

amplitude and width are greater than of the colliding solitary waves.
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Fig. 2 a Oblique collision of two solitary waves when k1 = 1; k2 = 2; k3 = 5; k4 = 6; 𝛿1 =
1.2, 𝛿2 = 1; 𝜀 = 0.01; lx = 0.1; ly = 0.3; lz = 5.33818; kx = 0.499179; ky = 0.2; kz = 0.7;𝛩11 =
11∕14; 𝛼1 = 2.2; 𝛼2 = 2; zi = 0.002, 𝜇i = 100, 𝜇2 = 50, 𝛼2 = 1, 𝛽2 = 2, 𝛼i = 2, 𝛽i = 1, 𝜇se =
0.5, 𝜇ce = 0.5, 𝜎ce = 0.2, 𝜎se = 0.2, 𝜅ce = 3.5, 𝜅se = 4.5, 𝛺1 = 1, 𝛺2 = 2, 𝛺i = 3. b Oblique colli-

sion of two solitary waves when K1 = 1;K2 = 2;K3 = 5;K4 = 6; 𝛿1 = 1.2, 𝛿2 = 1; 𝜀 = 0.01; lx =
0.1; ly = 0.3; lz = −0.658389; kx = 0.202032; ky = 0.2; kz = 0.7;𝛩11 = 22∕21; 𝛼1 = 2.2; 𝛼2 =
2; zi = 0.002, 𝜇i = 100, 𝜇2 = 50, 𝛼2 = 1, 𝛽2 = 2, 𝛼i = 2, 𝛽i = 1, 𝜇se = 0.5, 𝜇ce = 0.5, 𝜎ce =
0.2, 𝜎se = 0.2, 𝜅ce = 3.5, 𝜅se = 4.5, 𝛺1 = 1, 𝛺2 = 2, 𝛺i = 3

4 Conclusion

We have worked on the oblique collision of two dust ion-acoustic waves (IAWs) in a

multicomponent plasma system consisting of hot electrons, cold electrons, positive

dust, negative dust and hydrogen ion. We have used the PLK method to derive the

two-sided KdV equations and using Hirota’s method we derive soliton solutions.

The phase shifts are increasing moderately with the increase in density ratio 𝜇ce.

Lastly, the phase shifts are increasing rapidly with the increase in temperature ratio

𝜎ce. Finally, we observed that at the time of oblique collision a statistical structure of

the two DIAWS has been created and then a new non-linear wave been initiated at

the time of collision. Thus after collision of DIAWs, both the amplitude and width

are larger than that of the colliding solitary waves.
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Signed Product and Total Signed Product
Cordial Labeling of Cartesian Product
Between Balanced Bipartite Graph and
Path

Sumonta Ghosh and Anita Pal

Abstract Nowadays, signed product cordial labeling and total signed product cor-

dial labeling play an important role in graph labeling. For the graph G = (V ,E), all

the vertices are label by 1 or −1 with the restriction that the difference between total

number of vertices labeled by 1 and−1 is less than equal to 1, where edge of the graph

G = (V ,E) labeled by the multiplication of the label of the end vertices also with the

restriction that the difference between total number of edges labeled by 1 and −1 is

less than equal to 1. We investigate some interesting result under the above labeling

scheme on some new type of complex graph. In this paper, we apply signed product

cordial labeling and total signed product cordial labeling on the graph obtained by

Cartesian product between balanced bipartite graphKn,n and path Pr. We have shown

that the time complexity of the algorithms is superlinear.

Keywords Cartesian product ⋅ Signed product ⋅ Cordial labeling ⋅ Total cordial

labeling ⋅ Balanced bipartite graph

1 Introduction

Graph labeling has so many different applications in real world. Gallian [1] has pub-

lished a productive survey on entire graph labeling and their different applications.

According to Hegde [2], graph labeling problem is described in such a way where

a set of values from which the labels are taken under a restricted environment and

a procedure by which each edge label by a value under some efficient condition.

Beineke and Hegde [3] explained graph labeling is an extreme limit between graphs

structure and number theory.
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The technique by which a graph is labeled can be applied on coding theory, missile

guidance code, etc., also the labeling techniques can be successfully applied on X-

ray crystallography and communication network also. Cahit [4, 5] has given the idea

of both graceful [6] and harmonious [7] labelings. Cahit [5] proved the followings:

tree is a cordial graph, Kn is cordial graph if and only if n ≤ 3, Km,n is cordial graph

∀m, n, friendship graph is also a cordial graph with some restrictions, all fans are

cordial, etc.

The main idea of signed product cordial labeling was initiated by Babujee and

Shobana [8] and he already proved that most of the graphs follow signed product

cordial labeling. This concept is explored by many researchers like Ulaganathan et

al. [9], Ho et al. [10], and Santhi [11]. The concept of cordial language and cordial

numbers introduced by Babujee and Shobana [8]. Most of the researchers pay their

attention in signed product cordial labeling on simple network as well as complex

network. We investigate some interesting result on the above labeling on some new

complex graphs.

As time goes, utilization of systems becomes very high, which experienced wider

and complex network structure. Connection of different types of network model plays

a vital role in real life, so the product of two existing network model gives a com-

plex network structure with the facility of single integrated network. Such complex

networks become more reliable (possibly at high cost). In this paper, we mainly con-

centrate on signed product and total signed product cordial labeling of Cartesian

product between balanced bipartite graph and path.

The remaining part of this paper is arranged in the following way. Section 2 con-

tains some important and related definitions, and Sect. 3 presents algorithms to label

Cartesian product between balanced bipartite graph and path, proof of correctness

of each algorithm, followed by conclusion.

2 Preliminaries

Definition 1 A vertex labeling of a graph G = (V ,E), where V denote the set of

vertices and E denote the set of edges. f be the function where f ∶ V → {1,−1}
with induced edge labeling f ∗ ∶ E → {1,−1} defined by f ∗(xy) = f (x)f (y) is called

a signed product cordial labeling if the difference between total number of vertices

labeled by 1 and total number of vertices labeled by −1 is less than equal to 1, and

the difference between total number of edges labeled by 1 and total number of edges

labeled by −1 is less than equal to 1, i.e., |vf (1)vf (−1)| ≤ 1 and |e∗f (1) − e∗f (−1)| ≤
1. f is called total signed product cordial labeling if |e∗f (−1) + vf (−1) − e∗f (1) −
vf (1)| ≤ 1, a graph which follows total signed product cordial labeling is known

as total signed product graph.

Definition 2 Cartesian product of two graphsG = (V ,E)with vertex setV and edge

set E and H = (V ′
,E′) with vertex set V ′

and edge set E′
is the Cartesian product

between two set of verticesV(G) × V ′(G′) denoted byG × H, where (u, u′) and (v, v′)
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are the order pair of the Cartesian product and will be adjacent in G × H if and only

if either

1. u = v and u′ and v′ are adjacent in G′
, or

2. u′ = v′ and u and v are adjacent in G.

Commutative law holds for the above graphs.

Definition 3 A graph G = (V ,E) with vertex set V and edge set E is called a com-
plete bipartite graph if its vertices can be divided into two subsets V1 and V2 such

that no end points are in the same set for each edge e ∈ E, and each vertex of V1(V2)
is connected with all vertices of V2(V1). Here V1 = {X11,X12,… ,X1m} contains m
vertices and V2 = {Y11,Y12,… ,Y1n} contains n vertices. A complete bipartite graph
with |V1| = m and |V2| = n is denoted by Km,n. When |V1| = |V2| then complete
bipartite graph is known as balanced bipartite graph and which is denoted by Kn,n.

Definition 4 A walk of length k in a graph G = (V ,E) is an alternating sequence

of vertices and edges, v0, e0, v1, e1, v2,… , vk−1, ek−1, vk which begins and ends with

vertices. If the graph is directed, then ei is a directed arc from vi to vi+1, and it may

form a trial if any edge is traversed at most once.

A trial is a path in which all vertices (except possibly the first and last) are distinct.

3 Labeling of Cartesian Product Between Balanced
Bipartite Graph and Path

3.1 Algorithm

We consider balanced bipartite graph Kn,n. Assuming that each Kn,n having two

set of vertices Xi and Yi for i = 1, 2, 3,… , r and |Xi| = |Yi| = n where the ver-

tices within the set are not connected but every vertex of Xi is connected with

every vertices of Yi. Already it is clear that Xi has n vertices and the vertices are

Xi = {xi1, xi2, xi3,… , xij,… , xin} similarly Yi = {yi1, yi2, yi3,… , yij,… , yin}.

Here we propose three algorithms, Algorithms 1 and 2 are for signed product cor-

dial labeling and total signed product cordial labeling of Cartesian product between

Kn,n × P3 and Kn,n × Pr, respectively (n is odd and r > 3), and Algorithm 3 is for

signed product cordial labeling of Cartesian product between Kn,n × Pr (n is even).

For Cartesian product between Kn,n × Pr we have to draw r copies of Kn,n. Algorithm

2 is working for path length r > 3 and it will label the graph obtained by Cartesian

product between Kn,n × Pr upto multiple of four copies of Kn,n and for rest of the

copies of Kn,n, we follow Algorithm 1. Algorithm 3 can be applied for any path

length r and even value of n.
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Throughout the algorithm, we consider f (vi) as label of the vertex vi. According

to the drawing of Cartesian product between Kn,n × Pr, it is clear that there will be r
copies of Kn,n. Basically, we have to label each copy of Kn,n by 0 and 1 starting from

1st, 2nd, 3rd, . . . upto rth copy.

3.2 Algorithm

3.2.1 The Proof of Correctness of the Algorithm 1 Is Given Below

Theorem 1 Algorithm 1 correctly labels the graph Kn,n × P3 by signed product and
total signed product cordial labeling.

Proof Considering the graphG = Kn,n × P3 when n is odd, whereG has total number

of vertices is equal to 6n and total number of edges is equal to 3n2 + 4n. According to

Algorithm 1, total number of vertices label by −1 is 3n and total number of vertices

label by 1 is 3n, i.e., Vf (−1) = Vf (1) = 3n. So |Vf (−1) − Vf (1)| = |3n − 3n| = 0 ≤

1. Now total number of edges label by−1 is
(3n2+4n−1)

2
and total number of edges label

by 1 is
(3n2+4n+1)

2
, i.e., |ef ∗ (−1) − ef ∗ (1)| = |

(3n2+4n−1)
2

− (3n2+4n+1)
2

| = 1 ≤ 1, which

follow the restriction of signed product cordial labeling. Now |ef ∗ (−1) + vf (−1) −

Algorithm 1 Algorithm for signed product and total signed product cordial labeling

of cartesian product between Kn,n × P3 (SPTSPCLBP3)

Input: A Cartesian product between Kn,n and P3 i.e., G = (Kn,n × P3), where n is odd.

Output: Signed product and total signed product cordial labeling of the graph G = (Kn,n × P3).
Step 1 for i = 1 to 3
Step 2 if i = 1(mod 2) then

Step 3 for j = 1 to n

1. f (xij) = −1 if sum(i, j) = 0(mod 2).
2. f (yij) = 1 if sum(i, j) = 0(mod 2).
3. f (xij) = 1 if sum(i, j) = 1(mod 2).
4. f (yij) = −1 if sum(i, j) = 1(mod 2).

end of loop.

Step 4 if i = 0(mod 2) then

Step 5 for j = 1 to (n − 1)

1. f (xij) = 1 if sum(i, j) = 0(mod 2).
2. f (yij) = 1 if sum(i, j) = 0(mod 2).
3. f (xij) = −1 if sum(i, j) = 1(mod 2).
4. f (yij) = −1 if sum(i, j) = 1(mod 2).

end of loop.

Step 6 f (xin) = −1 and f (yin) = 1
end of loop.

Stop.
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ef ∗ (1) − vf (1)| = |
(3n2+4n−1)

2
+ 3n − (3n2+4n+1)

2
− 3n| = 1 ≤ 1 follows the restriction

of total signed product cordial labeling.

3.3 Algorithm

3.3.1 The Proof of Correctness of the Algorithm 2 Is Given Below

Theorem 2 Algorithm 2 correctly labels the graph Kn,n × Pr (where n is odd) by
signed product and total signed product cordial labeling.

Algorithm 2 Algorithm for signed product and total signed product cordial labeling

of cartesian product between Kn,n × Pr (SPTSPCLBP(O))

In this algorithm we consider the graph obtained by the Cartesian product between balanced bipar-

tite graph Kn,n with Pr where n is odd and r > 3. Here we first check the value r, then calculate

r ≡ q(mod 4) and t = (r − q).
Input: A Cartesian product between Kn,n and Pr i.e., G = (Kn,n × Pr), where n is odd.

Output: Signed product and total signed product cordial labeling of the graph G = (Kn,n × Pr).
Step 1 for i = 1 to t
Step 2 if i = 1(mod 2) then

Step 3 for j = 1 to (n − 1)

1. f (xij) = −1 if sum(i, j) = 0(mod 2).
2. f (yij) = 1 if sum(i, j) = 0(mod 2).
3. f (xij) = 1 if sum(i, j) = 1(mod 2).
4. f (yij) = −1 if sum(i, j) = 1(mod 2).

end of loop.

Step 4 f (xin) = −1 and f (yin) = 1.

Step 5 else if i = 0(mod 4) then

Step 6 for j = 1 to n

1. f (xij) = 1 if sum(i, j) = 0(mod 2).
2. f (yij) = 1 if sum(i, j) = 0(mod 2).
3. f (xij) = −1 if sum(i, j) = 1(mod 2).
4. f (yij) = −1 if sum(i, j) = 1(mod 2).

end of loop.

Step 7 else

Step 8 for j = 1 to n

1. f (xij) = −1 if sum(i, j) = 0(mod 2).
2. f (yij) = −1 if sum(i, j) = 0(mod 2).
3. f (xij) = 1 if sum(i, j) = 1(mod 2).
4. f (yij) = 1 if sum(i, j) = 1(mod 2).

end of loop.

end of loop.

Step 9 For rest of the copy of Kn,n call Algorithm 1 Stop.
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Table 1 Vertex label matrix of K5,5 × P7

−1 1 1 1 −1 1 −1 −1 −1 1 −1 −1 −1 1

1 −1 −1 −1 1 −1 1 1 1 −1 1 1 1 −1

−1 1 1 1 −1 1 −1 −1 −1 1 −1 −1 −1 1

1 −1 −1 −1 1 −1 1 1 1 −1 1 1 1 −1

−1 1 1 1 −1 1 −1 −1 −1 1 −1 −1 −1 1

Table 2 Some edge label matrix of K5,5 × P7

−1 1 −1 1 −1 −1 1 1 −1 1 −1 1 −1 1

1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 −1 1

−1 1 −1 1 −1 −1 1 1 −1 1 −1 1 −1 1

1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 −1 1

−1 1 −1 1 −1 −1 1 1 −1 1 −1 1 −1 1

Proof Considering the graph G = Kn,n × Pr when n is odd, where G has total num-

ber of vertices is equal to 2nr and total number of edges is equal to n2r + 2nr − 2n.

According to Algorithm 2, total number of vertices label by −1 is nr and total num-

ber of vertices label by 1 is nr, i.e., Vf (−1) = Vf (1) = nr. So |Vf (−1) − Vf (1)| =
|nr − nr| = 0 ≤ 1. Now for r is odd total number of edges label by 1 is

(n2r+2nr−2n−1)
2

and total number of edges label by −1 is
(n2r+2nr−2n+1)

2
, i.e., |ef ∗ (1) − ef ∗ (−1)| =

|
(n2r+2nr−2n−1)

2
− (n2r+2nr−2n+1)

2
| = 1 ≤ 1, which follow the restriction of signed prod-

uct cordial labeling. Now |ef ∗ (−1) + vf (−1) − ef ∗ (1) − vf (1)| = |
(n2r+2nr−2n+1)

2
+ nr

− (n2r+2nr−2n−1)
2

− nr| = 1 ≤ 1 follows the restriction of total signed product cordial

labeling. For r is even total number of edges label by 1 is
(n2r+2nr−2n)

2
and total

number of edges label by −1 is
(n2r+2nr−2n)

2
, i.e., |ef ∗ (1) − ef ∗ (−1)| = |

(n2r+2nr−2n)
2

−
(n2r+2nr−2n)

2
| = 0 ≤ 1, which follow the restriction of signed product cordial labeling.

Now |ef ∗ (−1) + vf (−1) − ef ∗ (1) − vf (1)| = |
(n2r+2nr−2n)

2
+ nr − (n2r+2nr−2n)

2
− nr| = 1

≤ 1 follows the restriction of total signed product cordial labeling (Tables 1 and 2).

3.4 Algorithm

3.4.1 The Proof of Correctness of the Algorithm 3 Is Given Below

Theorem 3 Algorithm 3 correctly labels the graph Kn,n × Pr (where n is even) by
signed product and total signed product cordial labeling.
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Algorithm 3 Algorithm for signed product and total signed product cordial labeling

of cartesian product between Kn,n × Pr (SPTSPCLBP(E))

Input: A Cartesian product between Kn,n and Pr i.e. G = (Kn,n × Pr), where n is even.

Output: Signed product and total signed product cordial labeling of the graph G = (Kn,n × Pr).

Step 1 for i = 1 to r
Step 2 if i = 1(mod 2) then

for j = 1 to n

1. f (xij) = 1 if sum(i, j) = 0(mod 2).
2. f (xij) = −1 if sum(i, j) = 1(mod 2).
3. f (yij) = −1 if sum(i, j) = 0(mod 2).
4. f (yij) = 1 if sum(i, j) = 1(mod 2).

end of loop.

Step 3 if i = 0(mod 2) then

for j = 1 to n

1. f (xij) = −1 if sum(i, j) = 1(mod 2).
2. f (xij) = 1 if sum(i, j) = 0(mod 2).
3. f (yij) = −1 if sum(i, j) = 1(mod 2).
4. f (yij) = 1 if sum(i, j) = 0(mod 2).

end of loop.

end of loop.

Stop.

Proof Considering the graph G = Kn,n × Pr when n is even, where G has total num-

ber of vertices is equal to 2nr and total number of edges is equal to n2r + 2nr −
2n. According to Algorithm 3, total number of vertices label by −1 is nr and

total number of vertices label by 1 is nr, i.e., Vf (−1) = Vf (1) = nr. So |Vf (−1) −
Vf (1)| = |nr − nr| = 0 ≤ 1. For any value of r total number of edges label by 1
is

(n2r+2nr−2n)
2

and total number of edges label by −1 is
(n2r+2nr−2n)

2
, i.e., |ef ∗ (1) −

ef ∗ (−1)| = |
(n2r+2nr−2n)

2
− (n2r+2nr−2n)

2
| = 0 ≤ 1, which follow the restriction of signed

product cordial labeling. Now |e∗f (−1) + vf (−1) − e∗f (1) − vf (1)| = |
(n2r+2nr−2n)

2
+ nr

− (n2r+2nr−2n)
2

− nr| = 1 ≤ 1 follows the restriction of total signed product cordial

labeling.

4 Conclusion

In this article, we have developed three algorithms of signed product and total signed

product cordial labeling of the graph obtained by Cartesian product between bal-

anced bipartite graph and path. All the above algorithms will work successfully. We

have also analyze time complexity of the above algorithms and time complexity of

the signed product and total signed product cordial labeling of the graph obtained by
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the Cartesian product between Kn,n × Pr, i.e., balanced bipartite and path is ○(nr).
Labeling of a complex graph like Cartesian product between two graphs is an inter-

esting job, so for the researcher, it is a challenge to label more complex graph with a

less time complexity which indeed gives more flexibility in communication system

or frequency assignment. Researchers may also incorporate the above algorithms in

computer memory by writing computer programming to analyze the time complex-

ity more efficiently. It is really a challenging work for us to label a complex graph by

cordial, signed product cordial, total signed product cordial, prime cordial, etc.
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A Survey on Detection and Mitigation
of Interest Flooding Attack in Named
Data Networking

Sandesh Rai and Dependra Dhakal

Abstract Named Data Networking (NDN) is an instantiation of Content-Centric
Networking (CCN) that focuses on the limitation of the current working IP-based
Internet architecture. Like any other networks, NDN suffers from many threats that
include denial-of-service attack (DoS) or distributed Dos (DDoS). To exhaust the
NDN router resources or content provider, DDoS attack can be triggered. This
survey paper addresses the interest flooding attack that is one of the DDoS attack
types in NDN which tries to overflow the Pending Interest Table of the NDN router
and exponentially decreases the NDN router performance.

Keywords CCN ⋅ NDN ⋅ DDOS ⋅ Pending interest table

1 Introduction

There are many limitations and challenges of the current working Internet archi-
tecture, and there are many challenges that Internet is coming across. So for sup-
porting the increasing demands of the current Internet in the field of security,
mobility, reliability, performance, etc., it has become much more difficult than when
it used to be. Recently, there are going numbers of research on the networking
architecture field to design next-generation Internet architecture to overcome the
abovementioned challenges. And one the ongoing research is Named Data Net-
working (NDN) that focuses on the limitation of the IP-based Internet architecture.
NDN works on the concept of the Content-Centric-Networking (CCN) where data
are focuses much more than the location. Content plays a key role in this architecture.
In NDN approach, each and every piece of packet is named. NDN is funded by the
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United State National Science Foundation (NSF) under the Future Internet Archi-
tecture Program (IFA). NDN focuses on the twomajor aspects of the networking, i.e.,
security and privacy. As the time fly’s, distributed denial-of-service (DDOS) attack
has become common and more dangerous than it used to be, and it becomes most
dangerous threats on the Internet. They are very difficult to detect to avoid and to
mitigate. For any new architecture, it should able to detection and mitigation of the
DDoS attack or at least minimize the effectiveness is the must. NDN is very efficient
for providing content for the legit user but remain inefficient to the malicious user.

DDOS attack in NDN uses various number of host computers and various
number of Internet connections. It is distributed across the whole wide world. There
is not much difference between a DoS attack versus a DDOS attack. In DoS, the
victim computer will be overflooded by thousands number of resources requests. In
the DDoS attacks process, the malicious node in the network sends interest request,
a very large number of zombie request for the attack to take place. A malicious
node attacks the network by requesting resources in a high frequency, in the form of
interest packets with spoofed names or without spoofed name. These
high-frequency numbers of interest overload the bandwidth of the network ham-
pering the performance and exhaust the router’s resources. This type of attack is
known as Interest Flooding Attack (IFA) and this paper exclusively focuses on this
problem and their proposed countermeasures.

2 Interest Flooding Attacks

An NDN router route the content by looking up the Pending Interest
Table (PIT) information. PIT contains all the pending interest request and it
interface that I came from. The adversary node uses the state information of the PIT
to perform DDoS in the router. An adversary node can perform DDoS attack in
three different ways. (1) Static DDoS, (2) Dynamic DDoS, and (3) Non-existing
DDoS. Static DDoS is least dangerous attack the three different types of attack.
Basically, it tries to attack the network infrastructure. It is limit so Content Store
provide and mitigation method. On the hand, Dynamic DDoS is very dangerous.
The attack request is dynamic. It tries to deplete the network performance band-
width and state of the PIT. The entire request tries to reach the content provider. So
the Content Store is not enough to provide countermeasure to it. Non-existing
DDoS as the name implies, the entire request is not satisfiable. Since it does not exit
the entire request that router forward will roam around the network until it expires
and hence depleting the network bandwidth, performance, and router resources.
A build in cache cannot provide a countermeasure. All abovementioned different
types of DDoS attack are distributed in nature and attacker send a very huge
number of fake interest request in the network. The malicious user uses PIT feature
to perform interest flooding attack in router. The malicious user issues a huge set of
fake interest packet with spoof name of the content in the network. Its main aims
are to overwhelm the PIT entries in router and to slough the content provider. Since
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the entire interest request will be fake, the router will not be able to satisfy the
request and that interest will be added to the PIT. Since the request is in huge
number, it quickly overwhelms the limited router PIT space. This happens until the
PIT is full.

And if the PIT is full, all legit incoming interest request will be dropped as all the
PIT space is used up by fake interest request of the attacker. The interest will remain
in the PIT for as much as possible, which will definitely exhaust the router memory
and router resources on routers. This is the goal of interest flooding attack (Fig. 1).

3 Architecture

Named data networking is an ongoing research architecture that is for future whose
intention is to mix the current Internet architecture and its usages. However, the
architecture design and principles of the NDN are the derivation from of today’s
Internet architecture [1].

The current growth of the Internet is due to the thin waist of the architecture that
is shown in Fig. 2 of hourglass architecture that allows both the upper and bottom
layer to provide services independently.

The NDN architecture uses the same hourglass shape as shown in Fig. 2, but
changes the thin waist by using data directly rather than its location.

Node in NDN uses two different packets for communication, i.e., interest packet
and data packet. A node sends interest packet for asking resources in the network

Fig. 1 Example of interest flooding attack
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and any node that has those resources send back a data packet. A satisfying node
can be a simple node or can be a router. Different fields of a data packet [2].

Any node that either is a simple NDN node or router having the requesting data
that satisfies it, a data packet is issued by the satisfied router [3] or a node. An NDN
router maintain three different data structure and one forwarding policies for interest
packet and data packet forwarding (Fig. 3).

(i) Content Store (CS): Recently used data are store.
(ii) Forward Information Base (FIB): Routing table of name of the data and it

guides interests toward data producers.
(iii) Pending Interest Table (PIT): Store unsatisfied data request. It records the

requested data name.

Fig. 2 NDN hourglass architectures [1]

Fig. 3 NDN packet
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Whenever an NDN router receives an interest packet form a node and if it is not
in its Content Store (CS) and there are no pending interests entry for the same
interest request in its PIT, then that interest is added in PIT and looking to FIB it
forwards that interest. For each and every interest, in PIT, NDN router stores
information, like the interest name and the interface name from which it arrived. If
the PIT already contains the same interest, than the router drops that interest and
stores only the interface from which it was arrived. And when the data packet
arrives in the router, it forward that data packet from which that interest came from
by looking into PIT. After that, the interest request is deleted from PIT and that data
is cache in CS.

4 Objectives

The main objective of this paper is to presents an NDN focused detailed overview
of DDOS attack in the NDN architecture and how to deal with attacks. It offers a
literature review of different papers and then a summary comparing the different
approaches present currently.

5 Related Works

In this part, a number of detection and mitigation countermeasures of interest
flooding are discussed and analyzed. It is aimed for providing a good understanding
for the readers.

Gasti et al. [4] explained the DoS and DDoS attack in the Named Data Net-
working. Basically, the authors explained the attack resilience and two different
types of DDoS, i.e., (1) interest flooding and (2) cache poisoning attack. Gasti also
proposed two different detection and mitigation methods, i.e., (1) router statistics
and (2) pushback approach.

Afanasyev et al. [5] also explained different types of DDoS attack in Named Data
networking. The paper presents the feasibility of interest flooding attack and the
requirement for the attack to be performed. The authors proposed a token bucket
mitigation approach for detection and mitigation of attack. It further modifies the
token bucketmitigation approach into three different approaches, i.e., (a) token bucket
with per interface fairness, (b) satisfaction-based pushback, and (c) satisfaction-based
interest acceptance. For detection andmitigation of attack, all three approaches exploit
its own state information. Among the three proposed approaches, satisfaction-based
pushback mechanism effectively stops the attack in the victim router.

Campagno et al. [6] explained the interest flooding attack in the context of
non-existing type of interest attack. The authors strictly focus on mitigation
approaches only for non-existing type of interest flooding attack in NDN. The
proposed approach is based on frequency of the interest request. The approach is
called Poseidon.
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Dai et al. [7] explained the interest flooding attack, their effect, and their
requirements. The authors proposed a solution based on combination of router state
and content provider. The solution is known as interest trace back. For every PIT
entries, the algorithm generates a spoof data packet to satisfy the interest and to
trace the interest originator. Due to generation of the spoof data packet, the algo-
rithm generates overhead and traffic in the network causing depletion of bandwidth
and performance. The limitation of the algorithm is that it takes the interest which is
longest among PIT entries as malicious request. Any router running the interest
traceback algorithm drops any long interest request to the router.

Choi et al. [8] provide an overview of the attack which is of non-existing type of
attack. The authors explained clearly about the impact of the attack in the network
performance and in the quality of service in Named Data Networking (NDN).

Karami et al. [9] proposed a hybrid proactive and intelligent algorithm for
detection and mitigation of interest flooding attack. The algorithm is divided into
two phases, i.e., (1) detection and (2) reaction. Multiobjective evolutionary opti-
mization and Radial Basis function is used by algorithm for detection purpose. And
for mitigating, an adaptive reaction mechanism is used.

Vassilakis et al. [10] proposed an IFA mitigation mechanism. The algorithm is
based on anomalous user behavior. The algorithm classifies the router into two
types, i.e., (1) Edge router: Router that is directly connected to user. (2) Core
routers: Router that is directly connected to other router. The mechanism are divide
into three phases, i.e., (1) attack detection phase: Here the edge router tries to detect
any anomalous behavior of the node and classify as suspicious or attacker. (2) Rate
reduction and blocking phase: Here the edge router block the identify attacker and
reduces the interest request rate in the interface. (3) Attack notification: Here the
edge router notifies other edge routers.

Wang et al. [11] proposed a cooperative-filter mechanism to detect and mitigate
the interest flooding attack. Every NDN router running cooperative-filter mecha-
nism detects IFA based on fuzzy logic and mitigate by filtering the entire incoming
interest request between the cooperative routers using pushback message.

Ding et al. [12] proposed a cooperative detection and protection mechanism for
interest flooding attack. The mechanism maintains a vector space model to obtain
the spatial distance for every router and Markov transition is applied to compute the
interest state for determining whether to forward such interest or not.

Salah et al. [13] proposed a lightweight coordinated defense mechanism against
the IFA in NDN. This mechanism has three major components, i.e., (1) Domain
Controller (DC): It maintains all the packet and corresponding state information
from all the router. (2) NDN Router (NRs): It is normal NDN routers. (3) Moni-
toring Routers (MRs): This router monitors the NDN routers. It checks the interest
satisfaction ratio per name-space and name-prefix of the NDN routers. And peri-
odically, this state information is given to DC which return a feedback whether
there is attack or not. The attack detection is carried out in two levels: (1) in a wide
range, it is done by DC based on the satisfaction ratio, and (2) at MR observing the
satisfaction ratio of the interest.
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6 Analysis of Survey

The following table shows the analysis of the all the paper and comparison related
only to the project. The table is a comparison of different papers which are written
by well-known publishers. The analysis tries to provide a possible research gap that
is present in the paper (Table 1).

Table 1 Comparison of different NDN-related papers

Approach Detection Trigger Mitigation Percentage Topology
tested

Token bucket with
per interface
fairness

In router Token
threshold

Round-robin
in all interface

15–20% ISP topology

Satisfaction-based
acceptance

Per
interface

Ratio of
interest and
data

Limit the
interest

15–25% ISP topology

Satisfaction-based
pushback

Per
interface

Ratio of
interest and
data

Distributed
pushback

30–100% ISP topology

Interest traceback In router PIT size
threshold

Downstream
traceback

– Rocket fuel
topology

Poseidon local Per
interface

Ratio of
interest and
data

Limit the
interest and
send alert
message

More than
80%

AT&T
topology

Poseidon
distributed

Per
interface

Ratio of
interest and
data

Limit the
interest and
send alert
message

More than
80%

AT&T
topology

Hybrid
multiobjective
RBF-PSO method

In router Proactive
prediction

Limit the
interface for
adversary

80–90% DFN-like
topology

IFA mitigation
mechanism

In router Anomalous
user
behavior

Rate
reduction and
blocking
interface

More than
80%

Randomly
generated
network
topology

Cooperative-filter In router Prediction
based on
fuzzy logic

Pushback
alert message

– Large-scale
network
topology

Cooperative
detection and
protection
mechanism

In router Prediction
with
granularity

Discard the
packet

More than
80%

Small-scale
tree topology,
rocket fuel’s
AT&T
topology

Lightweight
coordinated
defense
mechanism

In router Satisfaction
interest ratio

Discard the
packet and
exchange
attack
information

More than
78%

AS-3967
topology
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7 Conclusion

In this paper, we try to explain for both a comparable analysis of countermeasures
of interest flooding. In future work, we will investigate the explained approaches
more deeply and also try to argue the future work of those approaches. Furthermore,
we will extend our analysis, to cover more complex application scenarios and also
to complement simulations by long-range real-world experiments.
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An Integrated TOPSIS Approach
to MADM with Interval-Valued
Intuitionistic Fuzzy Settings

Animesh Biswas and Samir Kumar

Abstract In this paper, the three-parameter characterization of intuitionistic fuzzy
sets and normalized hamming distance are employed to develop mathematical
programming-based TOPSIS techniques in interval-valued intuitionistic fuzzy set-
tings. A pair of linear fractional programming models are generated which are
simplified for producing intervals to measure relative closeness coefficients of
alternatives. Possibility degree matrix is obtained by pairwise comparisons of
closeness coefficients and optimal degrees are estimated for final ranking of alter-
natives. The proposed approach is illustrated through a numerical example.

Keywords Intuitionistic fuzzy sets ⋅ Interval-valued intuitionistic fuzzy numbers
TOPSIS ⋅ Mathematical programming ⋅ Possibility measure

1 Introduction

Hwang and Yoon [10] developed a technique for order preference by similarity to
ideal solution (TOPSIS) technique as a very prominent multiple attribute
decision-making (MADM) method. The fundamental idea of the TOPSIS is that the
chosen alternative should have the shortest distance from the positive ideal solution
(PIS) and the longest distance from the negative ideal solution (NIS). Chen [7]
utilized the concepts of fuzzy set theory [19] to extend the TOPSIS in fuzzy settings.
Atanassov [1] introduced intuitionistic fuzzy (IF) sets (IFSs) as a generalization of
fuzzy set theory [2–6, 13]. Atanassov and Gargov [2] advanced the concepts of
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interval-valued IFSs (IVIFSs) as a further generalization of IFSs. Chen [8] extended
the TOPSIS in interval-valued IF (IVIF) settings by employing the concepts of
inclusion comparison possibilities to develop an index for an inclusion-based
closeness coefficient for ranking the alternatives. Zhao [21] developed an opti-
mization model for determination of criteria weights and presented a TOPSIS
method for solving MADM problems in IVIF environment using weighted hamming
distance between each alternative and PIS and NIS. Zeng and Xiao [20] presented a
hybrid IF ordered weighted averaging weighted averaging (OWAWA) distance
TOPSIS method for IF multiple-criteria decision-making problems. Szmidt and
Kacprzyk [14] proposed the four basic distances between the IFSs by taking into
account the three-parameter characterization of IFS, which were the hamming dis-
tance, the normalized hamming distance, the Euclidean distance and the normalized
Euclidean distance. Li [12] developed a linear programming approach to solve
MADM problems in IVIF settings by defining weighted absolute distance between
two IFSs with respect to IF weights employing two-parameter characterization of
IFS. Szmidt and Kacprzyk [14] established that any extension of fuzzy distance
measure in the IF settings should contain all the three parameters membership,
non-membership and hesitancy degrees.

Clearly, there is no scope for hesitation in Zadeh’s fuzzy sets [19] binding the
decision makers between dual choices of membership and non-membership while
the three-parameter characterization of an IFS A assigns to each element x ∈ X a
membership degree μA xð Þ, a non-membership degree νA xð Þ and a hesitancy degree
πA xð Þ [14, 17] giving more freedom to decision makers for better formation of
opinions regarding a given decision situation. The points ⟨1, 0, 0⟩, ⟨0, 1, 0⟩ and
⟨0, 0, 1⟩ correspond, respectively, to full acceptance, full rejection and absolute
hesitation regarding the choice of a decision maker.

In this paper, the normalized hamming distance [14] between two IFSs is utilized
to develop a mathematical programming-based TOPSIS technique by employing
the three-parameter characterization of IFS to solve MADM problems in IVIF
settings.

2 Preliminaries

The notion of IVIFSs and the possibility degree measures for comparing two IVIF
numbers (IVIFNs) are briefly revisited in this section.

Definition 2.1 [2]. An IVIFS, A, on a universe of discourse X ≠ ∅ð Þ is defined
as a set A= ⟨x, μA xð Þ, νA xð Þ⟩: x∈Xf g satisfying the condition 0≤ sup μA xð Þ+
sup νA xð Þ ≤ 1, for each x ∈ X, where μA:X → D 0, 1½ � and νA:X → D 0, 1½ �,
respectively, represent membership and non-membership functions and D 0, 1½ �
denotes the set of all closed subintervals of [0, 1].
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The values μA xð Þ and νA xð Þ denote, respectively, the interval degree of mem-
bership and non-membership to the set A for each element x ∈ Xð Þ. For simplicity,
let μlA xð Þ, μuA xð Þ and νlA xð Þ, νuA xð Þ be, respectively, the infimum and supremum of
μA xð Þ and νA xð Þ, for each x ∈ X. Hence, the IVIFS A becomes
A= ⟨x, μlA xð Þ, μuA xð Þ� �

, νlA xð Þ, νuA xð Þ� �
⟩: x ∈ X

� �
with 0 ≤ μuA xð Þ+ νuA xð Þ ≤ 1,

μlA xð Þ ≥ 0 and νlA xð Þ ≥ 0.

Definition 2.2 [2]. Let IVIFS Xð Þ denote the set of all IVIFSs in X. Let
A,B ∈ IVIFS Xð Þ. Then A⊆B if and only if μlA xð Þ ≤ μlB xð Þ, μuA xð Þ ≤ μuB xð Þ and
νlA xð Þ ≥ νlB xð Þ, νuA xð Þ ≥ νuB xð Þ, ∀x ∈ X.

An associated function πA:X → D 0, 1½ � for IVIFS A in X is also defined by

πA xð Þ=1− μA xð Þ− νA xð Þ= πlA xð Þ, πuA xð Þ� �
= 1− μuA xð Þ− νuA xð Þ, 1− μlA xð Þ− νlA xð Þ� �

, ∀x ∈ X

Here, πA xð Þ represents the interval hesitancy degree of the element x in A.
Xu and Yager [17] called the ordered triple α= ⟨μα, να, πα⟩ an intuitionistic

fuzzy number (IFN), where μα ∈ 0, 1½ �, να ∈ 0, 1½ �, πα ∈ 0, 1½ � satisfying
0 ≤ μα + να ≤ 1, and πα =1− μα − να. Thus the greatest and smallest IFNs are,
respectively, given by α+ = ⟨1, 0, 0⟩ and α− = ⟨0, 1, 0⟩.

Definition 2.3 [16]. Assume that A= ⟨x, μA xð Þ, νA xð Þ⟩: x ∈ Xf g be an IVIFS. Then,
the ordered pair ⟨μA xð Þ, νA xð Þ⟩, for each x ∈ X, is called an IVIFN.

For ease of computation, let αj = ⟨ alj, a
u
j

h i
, blj, b

u
j

h i
⟩ denote an IVIFN. The basic

operations for combining the two IVIFNs are given by the following definition.

Definition 2.4 [16]. Suppose that αj = ⟨ alj, a
u
j

h i
, blj, b

u
j

h i
⟩ j=1, 2ð Þ be two IVIFNs

and λ>0. Then,

α1 + α2 = ⟨ al1 + al2 − al1a
l
2, a

u
1 + au2 − au1a

u
2

� �
, bl1b

l
2, b

u
1b

u
2

� �
⟩

λα1 = ⟨ 1− 1− al1
� �λ

, 1− 1− au1
� �λh i

, bl1
� �λ

, bu1
� �λh i

⟩

Xu and Yager [17] also called the ordered triple ⟨μA xð Þ, νA xð Þ, πA xð Þ⟩ an IVIFN
for each x ∈ X. For convenience, an IVIFN is denoted by A= ⟨μA, νA, πA⟩.

It is found that A+ = ⟨ 1, 1½ �, 0, 0½ �, 0, 0½ �⟩ and A− = 0, 0½ �, 1, 1½ �, 0, 0½ �ð Þ repre-
sent the greatest and smallest IVIFNs, respectively.

Definition 2.5 [9]. For two interval numbers a= al, au
� �

and b= bl, bu
� �

having
interval lengths L að Þ= au − al and L bð Þ= bu − bl, respectively, the possibility

degree of a ≥ b is defined as p a ≥ bð Þ=min max au − bl
L að Þ+ L bð Þ , 0
n o

, 1
n o

.
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Definition 2.6 [11]. Assume that αi = ⟨ ali, a
u
i

� �
, bli, b

u
i

� �
⟩= ⟨ai, bi⟩ i=1, 2ð Þ be two

IVIFNs and L aið Þ= aui − ali, L bið Þ= bui − bli be their interval lengths, then the degree
of possibility p α1 ≥ α2ð Þ of α1 ≥ α2 is defined as

p α1 ≥ α2ð Þ=min max
au1 − al2 + bu2 − bl1

L a1ð Þ+ L a2ð Þ+ L b1ð Þ+L b2ð Þ , 0
� 	

, 1
� 	

.

3 MADM Problems with Three-Parameter
Characterization of IVIFNs

Assume that A= ⟨μA xj
� �

, νA xj
� �

, πA xj
� �

⟩: xj ∈ X
� �

and B= ⟨μB xj
� �

, νB xj
� �

,
�

πB xj
� �

⟩: xj ∈ Xg be two IFSs in a universe of discourse X = x1, x2, . . . , xnf g rep-
resenting the weights of importance of all elements xj ∈ X. Then, the normalized
hamming distance [14] between IFSs A and B is defined as

d A,Bð Þ= 1
2n

∑
n

j=1
μA xj
� �

− μB xj
� �

 

+ νA xj

� �
− νB xj

� �

 

+ πA xj
� �

− πB xj
� �

 

� � ð1Þ

Let A= A1,A2, . . . ,Amf g be a set of alternatives which are evaluated on the set
of criteria X = X1,X2, . . . ,Xnf g by a decision maker generating IVIF decision

matrix D= dij
� �

m× n = ⟨ αlij, α
u
ij

h i
, βlij, β

u
ij

h i
, γlij, γ

u
ij

h i
⟩m× n, where 0 ≤ αlij ≤ αuij ≤ 1,

0 ≤ βlij ≤ βuij ≤ 1, 0 ≤ γlij ≤ γuij ≤ 1 with αuij + βuij ≤ 1. Now, let the decision maker

evaluates criteria assigning the IVIFN weight wj = ⟨ ωl
j,ω

u
j

h i
, ρlj, ρ

u
j

h i
, σlj, σ

u
j

h i
⟩ to

the jth criterion Xj ∈ X, where 0≤ωl
j ≤ωu

j ≤ 1, 0≤ ρlj ≤ ρuj ≤ 1, 0≤ σlj ≤ σuj ≤ 1 with
ωu
j + ρuj ≤ 1. Thus, the IVIF criteria weight vector becomes

τ= τ1, τ2, . . . , τnð Þ= τj
� �

1× n = ⟨ ωl
j,ω

u
j

h i
, ρlj, ρ

u
j

h i
, σlj, σ

u
j

h i
⟩

� �
1× n

.

Using Definition 2.6 and Eq. (11), let the crisp weights of criteria be
w= w1,w2, . . . ,wnð Þ.

Using Definition 2.4, the weighted IVIF decision matrix is generated as

Dw = dwij
� �

m× n
= ⟨ μlij, μ

u
ij

h i
, νlij, ν

u
ij

h i
, πlij, π

u
ij

h i
⟩

� �
m× n

where dwij =wjdij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ, πlij =1− μuij − νuij and
πuij =1− μlij − νlij.
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4 TOPSIS Approach to Solve MADM Problems in IVIF
Settings with Three-Parameter Characterization of IFSs

Without loss of generality, letXB = X1,X2, . . . ,Xrf g andXC = Xr+1,Xr+2, . . . ,Xnf g,
respectively, represent sets of benefit criteria and cost criteria. Then, the IVIF PIS
(IVIFPIS), A+ , and IVIF NIS (IVIFNIS), A− , may be considered as

A+ = A+
1 ,A+

2 , . . . ,A+
n

� �
,

where

A+
j =

⟨ 1, 1½ �, 0, 0½ �, 0, 0½ �⟩, for j=1, 2, . . . , r

⟨ 0, 0½ �, 1, 1½ �, 0, 0½ �⟩, for j= r+1, r+2, . . . , n

�
A− = A−

1 ,A−
2 , . . . ,A−

n

� �
,

where

A−
j =

⟨ 0, 0½ �, 1, 1½ �, 0, 0½ �⟩, for j=1, 2, . . . , r
⟨ 1, 1½ �, 0, 0½ �, 0, 0½ �⟩, for j= r+1, r+2, . . . , n

�

Let μij ∈ μlij, μ
u
ij

h i
, νij ∈ νlij, ν

u
ij

h i
, πij ∈ πlij, π

u
ij

h i
, then using Eq. (1), the nor-

malized hamming distance between an alternative Ai ∈ A i=1, 2, . . . ,mð Þ and the
IVIFPIS A+ with respect to all the criteria Xj ∈ X j=1, 2, . . . , nð Þ, may be
expressed as

d Ai,A+ð Þ= 1
2n

∑
r

j=1
1− μij
� �

+ νij + πij
� �

+ ∑
n

j= r+1
μij + ð1− νij
� �

+ πij
� � !

=
1
n

∑
r

j=1
1− μij
� �

+ ∑
n

j= r+1
ð1− νijÞ

 !
Since πij =1− μij − νij
� � ð2Þ

Similarly, using Eq. (1), the normalized hamming distance between an alter-
native Ai ∈ A i=1, 2, . . . ,mð Þ and the IVIFNIS A− with respect to all the criteria
Xj ∈ X j=1, 2, . . . , nð Þ becomes

d Ai,A−ð Þ= 1
2n

∑
r

j=1
μij + ð1− νij
� �

+ πij�+ ∑
n

j= r+1
1− μij
� �

+ νij + πij
� � !

=
1
n

∑
r

j=1
1− νij
� �

+ ∑
n

j= r+1
ð1− μijÞ

 !
Since πij =1− μij − νij
� � ð3Þ
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Using Eqs. (2) and (3), the relative closeness coefficients of alternatives
Ai ∈ A i=1, 2, . . . ,mð Þ is given by

Ci μij, νij, πij
� �

=
d Ai,A−ð Þ

d Ai,A+ð Þ+ d Ai,A−ð Þ , for i=1, 2, . . . ,m

i.e.

Ci μij, νij, πij
� �

=
1
n ∑r

j=1 1− νij
� �

+ ∑n
j= r+1ð1− μijÞ

� �
1
n ∑r

j=1 1− μij
� �

+ ∑n
j= r+1ð1− νijÞ

� �
+ 1

n ∑r
j=1 1− νij
� �

+ ∑n
j= r +1ð1− μijÞ

� �

=
∑r

j=1 1− νij
� �

+ ∑n
j= r+1ð1− μijÞ

∑n
j=1 1+ πij
� � As πij =1− μij − νij

� �

=
Mi

Ni
sayð Þ, for i=1, 2, . . . ,m ð4Þ

Thus from Eq. (4),

logCi = logMi − logNi ð5Þ

Using Eq. (5), it can be shown that Ci μij, νij, πij
� �

is a monotonically increasing
function with respect to μij j=1, 2, . . . , rð Þ and monotonically decreasing function
with respect to μij j= r+1, r+2, . . . , nð Þ. Also Ci μij, νij, πij

� �
is a monotonically

decreasing function with respect to νij j=1, 2, . . . , rð Þ and monotonically increasing
function with respect to νij j= r+1, r+2, . . . , nð Þ, as logCi and Ci possess identical
monotonic behaviour.

As the values of Ci μij, νij, πij
� �

or Ci depend on the values μij ∈ μlij, μ
u
ij

h i
,

νij ∈ νlij, ν
u
ij

h i
, πij ∈ πlij, π

u
ij

h i
, therefore Ci should be an interval Cl

i ,C
u
i

� �
, where

Cl
i and Cu

i represent infimum and supremum of Ci, respectively. The values of
Cl
i and Cu

i may be estimated using the following linear fractional programming
models:

Cu
i =max

∑r
j=1 1− νij
� �

+ ∑n
j= r+1ð1− μijÞ

∑n
j=1 1 + πij
� �

( )

subject to
μlij ≤ μij ≤ μuij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ
νlij ≤ νij ≤ νuij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ
πlij ≤ πij ≤ πuij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ

8><
>: ð6Þ
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and

Cl
i =min

∑r
j=1 1− νij
� �

+ ∑n
j= r+1 1− μij

� �
∑n

j=1 1+ πij
� �

( )

subject to
μlij ≤ μij ≤ μuij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ
νlij ≤ νij ≤ νuij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ
πlij ≤ πij ≤ πuij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ

8><
>: ð7Þ

Solving (6) and (7) it can be found that

Cu
i =

∑r
j=1 1− νlij

� �
+ ∑n

j= r+1 1− μlij

� �
∑r

j=1 2− μuij − νlij

� �
+ ∑n

j= r+1 2− μlij − νuij

� � ð8Þ

Cl
i =

∑r
j=1 1− νuij

� �
+ ∑n

j= r+1 1− μuij

� �
∑r

j=1 2− μlij − νuij

� �
+ ∑n

j= r+1 2− μuij − νlij

� � ð9Þ

Thus, the intervals of relative closeness coefficients of m alternatives
Ai i=1, 2, . . . ,mð Þ are obtained as Ci = Cl

i ,C
u
i

� �
. ‘Alternative Ai is not inferior to

Ak’ is denoted by Ai ≽Ak whose possibility degree can be measured by that of
Ci ≥Ck, Ci and Ck being intervals of relative closeness coefficients of alternatives Ai

and Ak i, k=1, 2, . . . ,mð Þ, respectively. Thus, the possibility degree of Ai ≽Ak,
using Definition 2.5, is given by

pik = p Ai ≽Akð Þ= p Ci ≥ Ckð Þ=min max
Cu
i −Cl

k

L Cið Þ+L Ckð Þ , 0
� 	

, 1
� 	

ð10Þ

where Ci = Cl
i ,C

u
i

� �
, Ck = Cl

k,C
u
k

� �
, L Cið Þ=Cu

i −Cl
i and L Ckð Þ=Cu

k −Cl
k .

The possibility degree matrix obtained by pairwise comparison of relative
closeness coefficients Ci takes the form P= pij

� �
m×m which is an additive reciprocal

fuzzy matrix.
Xu and Da [15] proposed the optimal degree formula to estimate crisp criteria

weights or performance values of alternatives using possibility degree matrix P as

ξi =
1

m m− 1ð Þ ∑
n

k=1
pik +

m
2
− 1

 �
, for i=1, 2, . . . ,m ð11Þ
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4.1 IVIF TOPSIS Method

Based on the previous deductions, the TOPSIS techniques for solving the MADM
problems in IVIF settings are outlined as follows:
Step 1. By Definition 2.6, the additive reciprocal fuzzy preference relation
P= p τi ≥ τj

� �� �
n× n = pij

� �
n× n from IVIF criteria weight vector

τ= τ1, τ2, . . . , τnð Þ= τj
� �

1× n is generated.
The crisp weight wj for the IVIFN weight τj j=1, 2, . . . , nð Þ may be obtained by

the optimal degree formula given by Eq. (11).
Thus, the crisp criteria weight vector w= w1,w2, . . . ,wnð Þ with wj ∈ 0, 1½ � and

∑n
j=1 wj =1 is obtained.

Step 2. For an IVIF decision matrix D= dij
� �

m× n = ⟨ αlij, α
u
ij

h i
, βlij, β

u
ij

h i
,

γlij, γ
u
ij

h i
⟩m× n, the weighted IVIF decision matrix is obtained using Definition 2.4 as

Dw = dwij
� �

m× n
, where dwij =wjdij i=1, 2, . . . ,m; j=1, 2, . . . , nð Þ. Let Dw =

dwij
� �

m× n
= ⟨ μlij, μ

u
ij

h i
, νlij, ν

u
ij

h i
, πlij, π

u
ij

h i
⟩

� �
m× n

, where πlij =1− μuij − νuij and

πuij =1− μlij − νlij.
Step 3. Using Eqs. (8) and (9), the intervals of relative closeness coefficients of
m alternatives Ai i=1, 2, . . . ,mð Þ are given by Ci = Cl

i ,C
u
i

� �
.

Step 4. Using Eq. (10), the possibility degree matrix for pairwise comparison of
intervals of relative closeness coefficients Ci of alternatives Ai i=1, 2, . . . ,mð Þ is
obtained as P= pij

� �
m×m.

Step 5. The performance scores as optimal degrees ξi for alternatives
Ai i=1, 2, . . . ,mð Þ are evaluated using Eq. (11).
Step 6. The alternatives Ai i=1, 2, . . . ,mð Þ are ranked in decreasing order of the
optimal degrees ξi.

5 Illustrative Example

In this section, an example has been adapted from Li [12] which also is an adap-
tation of Ye [18] for an MADM problem for illustrating the application of the
proposed IVIF TOPSIS. The problem is related to an investment company which
wishes to invest the capital in the four companies (alternatives) A1 (car company),
A2 (food company), A3 (computer company), and A4 (arms company). An expert
evaluates these alternatives relative to three criteria X1 (risk analysis), X2 (growth
analysis), and X3 (environmental impact analysis) generating IVIF decision matrix
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D=

X1 X2 X3

A1

A2

A3

A4

⟨ 0.4, 0.5½ �, 0.3, 0.4½ �, 0.1, 0.3½ �⟩
⟨ 0.6, 0.7½ �, 0.2, 0.3½ �, 0.0, 0.2½ �⟩
⟨ 0.3, 0.6½ �, 0.3, 0.4½ �, 0.0, 0.4½ �⟩
⟨ 0.7, 0.8½ �, 0.1, 0.2½ �, 0.0, 0.2½ �⟩

0
BBB@

⟨ 0.4, 0.6½ �, 0.2, 0.4½ �, 0.0, 0.4½ �⟩
⟨ 0.6, 0.7½ �, 0.2, 0.3½ �, 0.0, 0.2½ �⟩
⟨ 0.5, 0.6½ �, 0.3, 0.4½ �, 0.0, 0.2½ �⟩
⟨ 0.6, 0.7½ �, 0.1, 0.3½ �, 0.0, 0.3½ �⟩

⟨ 0.1, 0.3½ �, 0.5, 0.6½ �, 0.1, 0.4½ �⟩
⟨ 0.4, 0.7½ �, 0.1, 0.2½ �, 0.1, 0.5½ �⟩
⟨ 0.5, 0.6½ �, 0.1, 0.3½ �, 0.1, 0.4½ �⟩
⟨ 0.3, 0.4½ �, 0.1, 0.2½ �, 0.4, 0.6½ �⟩

1
CCCA

The IVIFN criteria weight vector is

τ= ⟨ 0.1, 0.4½ �, 0.2, 0.55½ �, 0.05, 0.7½ �⟩, ⟨ 0.2, 0.5½ �, 0.15, 0.45½ �, 0.05, 0.65½ �⟩,ð
⟨ 0.25, 0.6½ �, 0.15, 0.38½ �, 0.02, 0.6½ �⟩Þ

Using Definition 2.6, the possibility degree matrix obtained by pairwise com-
parison of criteria is

P= p τi ≥ τj
� �� �

3× 3 =

τ1 τ2 τ3
τ1
τ2
τ3

0.5
0.64
0.73

0
@ 0.36

0.5
0.59

0.27
0.41
0.5

1
A

Using Eq. (11), the crisp criteria weight vector becomes w= w1,w2,w3ð Þ=
0.27, 0.34, 0.39ð Þ.
Using Definition 2.4, the weighted IVIF decision matrix is obtained as

Dw = dwij
� �

4× 3
=

X1 X2 X3

A1

A2

A3

A4

⟨ 0.129, 0.171½ �, 0.722, 0.781½ �⟩
⟨ 0.219, 0.278½ �, 0.648, 0.722½ �⟩
⟨ 0.092, 0.219½ �, 0.722, 0.781½ �⟩
⟨ 0.278, 0.352½ �, 0.537, 0.648½ �⟩

0
BBB@

⟨ 0.159, 0.268½ �, 0.579, 0.732½ �⟩
⟨ 0.268, 0.336½ �, 0.579, 0.664½ �⟩
⟨ 0.210, 0.268½ �, 0.664, 0.732½ �⟩
⟨ 0.268, 0.336½ �, 0.457, 0.664½ �⟩

⟨ 0.040, 0.130½ �, 0.763, 0.819½ �⟩
⟨ 0.181, 0.375½ �, 0.407, 0.534½ �⟩
⟨ 0.237, 0.300½ �, 0.407, 0.625½ �⟩
⟨ 0.130, 0.181½ �, 0.407, 0.534½ �⟩

1
CCCA

where the third parameter as interval-valued πlij, π
u
ij

h i
is given by πlij =1− μuij − νuij

and πuij =1− μlij − νlij i=1, 2, 3, 4; j=1, 2, 3ð Þ.
Case 1. Let XB = X1,X2,X3f g, i.e. All criteria are benefit criteria.
Using Eqs. (8) and (9), the intervals of relative closeness coefficients of alter-

natives are obtained as

C1 = 0.200, 0.278½ �,C2 = 0.317, 0.405½ �
C3 = 0.259, 0.353½ �,C4 = 0.332, 0.429½ �

Using Eq. (10), the possibility degree matrix for pairwise comparison of alter-
natives is

P= pij
� �

4× 4 =

A1 A2 A3 A4
A1

A2

A3

A4

0.5
1

0.8895
1

0
BB@

0
0.5

0.1978
0.6054

0.1105
0.8022
0.5

0.8901

0
0.3946
0.1099
0.5

1
CCA
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Using Eq. (11), the performance scores of alternatives Ai i=1, 2, 3, 4ð Þ as opti-
mal degrees ξi are estimated as ξ1 = 0.134, ξ2 = 0.308, ξ3 = 0.225, ξ4 = 0.333.

Thus, the ranking of alternatives becomes A4 ≻A2 ≻A3 ≻A1.
Case 2. Let XB = X2f g and XC = X1,X3f g. Risk and environmental impact

analyses can be considered as cost criteria while growth analysis as benefit
criteria.

Using Eqs. (8) and (9), the intervals of relative closeness coefficients of alter-
natives are obtained as

C1 = 0.592, 0.665½ �,C2 = 0.501, 0.695½ �
C3 = 0.513, 0.602½ �,C4 = 0.502, 0.590½ �

Using Eqs. (10) and (11), the ranking of alternatives becomes A1 ≻A2 ≻A3 ≻A4.

Remark 5.1 In the above illustrative example, it is found that the choices of criteria
in the proposed TOPSIS approach have great impact on the ranking of alternatives.
Li [12] did not distinguish the nature of criteria and ranked the alternatives as
A2 ≻A4 ≻A3 ≻A1 which has some resemblance with the ranking A4 ≻A2 ≻A3 ≻A1

under Case 1 based on the proposed approach. The deviations could be further
explained by the fact that the advanced method followed three-parameter charac-
terization of IFS in contrast with two-parameter characterization by Li [12]. Also,
weighted distance in Li [12] is a pseudo-metric while normalized hamming distance
[14] is a metric.

6 Concluding Remarks

Szmidt and Kacprzyk [14] demonstrated that the third parameter π (intuitionistic
index) does have an influence on distance measure in IF settings. So, normalized
hamming distance containing three parameters is used in this study. Mathematical
programming-based TOPSIS technique is presented for solving MADM problems
in IVIF environment providing a pair of linear fractional programming models
resulting in intervals for closeness coefficients of alternatives. The possibility
degree matrix for pairwise comparisons of closeness coefficients is generated and
optimal degrees are estimated for ranking of alternatives. The ranking order of
alternatives resulted from the proposed model has some resemblance with that of Li
[12] and the deviations are explained. The simple calculations involved in the
proposed model makes it worth for many applications. Hence, the advanced
approach has the power to model imprecision and uncertainty of real-life situations
in more reliable and effective manner transforming it into more realistic model. For
future study, the weighted absolute distance between IFSs in three-parameter for-
mulation can be used to extend TOPSIS in IVIF ambience extensively.
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Bounding Stability in Formal
Concept Analysis

Bikram P. Bhuyan, Arindam Karmakar and Shyamanta M. Hazarika

Abstract In Formal Concept Analysis, stability is an important utility measure to

rank concepts. However, computation of stability is considered to be a hard prob-

lem. Efficient algorithms having good bounds to estimate stability holds promise. In

this paper, an effective graph-based technique is proposed to estimate stability. Our

estimation algorithm has a polynomial time complexity of O(|A|2) where |A| is the

number of vertices.

Keywords Formal concept analysis ⋅ Algorithms ⋅ Graph algorithm ⋅ Estimation

algorithm ⋅ Combinatorial problem

1 Introduction

Formal Concept Analysis (FCA) acquires grouping called formal concepts from

Boolean data comprising objects and attributes [1]. A formal concept is a pair com-

prising a. extent—containing the objects which belong to the concept, and b. intent—

include all the properties and meanings which apply to all objects in the extent [2].

The set of all formal concepts of a given context forms a complete lattice, called the

concept lattice. However, such approaches using concept lattices often encounter

the problem of the exponential growth rate of concepts in the lattice with the size of
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the context [3, 4]. A measure to rank concepts is often used; thereby only relevant

concepts are retained.

In this regard, ‘stability’ was introduced as one such ranking measure [1]. How-

ever, the computation of stability is proven to be an NP-complete problem [5, 6].

One of the best known algorithms was proposed by Obiedkov et. al [7] whose com-

plexity is itself quadratic to the size of the lattice. Therefore, efficient algorithms to

estimate stability hold promise. Although there exist many algorithms to estimate

stability in literature [5, 8, 9], there lacks an efficient method having good bounds

to estimate stability index. In this paper, a new technique is proposed to estimate

the stability of a formal concept exploiting results on bounds for counting cliques in

spectral graphs.

2 Terminology and Main Definitions

2.1 Formal Concept Analysis

Formal Concept Analysis was first developed by Wille [10] and is implemented in

many fields like psychology, sociology, anthropology, medicine, biology, linguistics,

computer sciences, mathematics and industrial engineering [11]. Here we briefly

present some basic definitions of FCA [10, 12]. The root of FCA is a formal context

from which concepts are generated and are organized in a hierarchical order in the

form of a lattice. Formal context is a triple (G,M, I) where G denotes the set of

objects, M is the set of attributes and I is a binary relation between G and M, i.e.

I ⊆ G ×M. (g,m) ∈ I indicates that object g has the property (attribute) m. If A ⊆ G
and B ⊆ M, then the following derivation operators produce the Galois connection:

A′ = {m ∈ M|(g,m) ∈ I,∀g ∈ A} (1)

(the set of attributes common to the object set in A)

B′ = {g ∈ G|(g,m) ∈ I,∀m ∈ B} (2)

(the set of objects common to the attribute set in B)

A formal concept of the formal context (G,M, I) is a pair (A,B) where A ⊆ G and

B ⊆ M, satisfying A′ = B and B′ = A. We also have a property A′′ = A and B′′ = B
where (.)′′ is the closure operator. Thus, a formal concept consists of a set A (extent

of the concept) and a set B (intent of the concept) such that all the objects in A share

a common attribute set B.

A partial order relation ≤, showing the subconcept–superconcept hierarchy is

present in the set 𝛽(G,M, I) = {(A,B)|A′ = B andB′ = A}. It is defined by (A1,B1) ≤
(A2,B2) iff A1 ⊆ A2 and B2 ⊆ B1. A complete lattice is formed by 𝛽(G,M, I) satisfy-

ing ≤.
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2.2 Stability

Stability was first introduced in [5, 6], it was later revised in [7, 13] and is defined

as follows:

Definition 1 Let 𝛤 = (G,M, I) be a formal context and (A,B) be a formal concept

of 𝛤 ; then the stability of the concept 𝛾(A,B) is defined as

𝛾(A,B) = ∣ {X ⊆ A|X′ = B} ∣
2|A|

(3)

Stability measures how much a concept intent depends on objects (extent) of the

concept. It is to be noticed that stability index is between 0 and 1.

As enumerating stability is an NP-complete problem, estimation to compute sta-

bility was done by Buzmakov et al. in their paper [8]. They obtained an estimated

lower bound and upper bound on the value of the stability index and merged both

together. This amalgamation was termed is ‘bounding method’. But the tightness of

the bound cannot be ensured. Monte Carlo approximation was first discussed in [9]

but it was found to be less efficient than the bounding method.

It is to be mentioned that the state of art methods exploit the ordering property

of the lattice where the lattice is created at the outset, and then the stability of a

superconcept is estimated with the help of the subconcepts. It would be better if only

the stable concepts are projected at the onset, and only then, the lattice is generated

with only those stable concepts.

Our approach to estimate stability involves the reduction of the stability function,

i.e. the set {X ⊆ A|X′ = B} of a concept (A, B) to a graph problem to estimate the

stability index of that concept without taking the subconcepts into consideration.

3 Our Approach to Estimate Stability

The stability index is mapped to a graph F. A reduced graph F of F is taken by

deleting some particular vertices and edges. More than one connected component

could be a result of the action. Our goal is now to find the total number of cliques

in each connected component and finally summing them to get the total number of

cliques in F.

Before proceeding, we would like to give symbols which we will be frequently

using. For a given concept (A,B) in a context 𝛾 = (G,M, I):

1. A is a set of objects {a1, a2,… , an} and Ak is the subset of k objects of A.

2. |A| denotes the cardinality of A.

3. 2A denotes the power set of A.

4. B is the set of attributes/properties common to the set A.
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Fig. 1 Mapping of the

stability index of concept

({1,2,3} {a,b,g}) of the

context ‘Living Beings and

Water’ [12] to a graph is

shown, where ‘solid circles’

represent Vstb,

‘dashed-circles’ represent

Vstb, ‘solid lines’ represent

Estb and ‘dashed-lines’

represent Estb

1

2 3

Lemma 1 Let 𝛤 = (G,M, I) be a formal context and (A,B) be a formal concept of
𝛤 ; then the stability of the concept (A, B); can also be expressed as

𝛾(A,B) = 1 − ∣ {X ⊆ A|X′ ≠ B} ∣
2|A|

(4)

We now map our problem of computing the stability of a concept (A, B) to a

graph problem.

Let F = (V ,E) be a graph having the ordered pair (V ,E) as the set of vertices and

edges, respectively. For any concept (A,B), each object ai of A correspond to a vertex

V of the graph F. Therefore vertex set of F is V = {a1, a2,… , an}. All the vertices

of F are mutually connected to form a complete graph.

We now have the following definitions:

Definition 2 A vertex ai ∈ Vstb, iff a′i = B. If a′i ≠ B then ai ∈ Vstb (refer Fig. 1).

Definition 3 An edge (ai, aj) ∈ Estb, iff {ai, aj}′ = B, i ≠ j. Otherwise; (ai, aj) ∈
Estb (refer Fig. 1).

The set of Vstb vertices can further be classified into two sets- Vstbe and Vstbn . Vstbe
are incident to at least one Estb edge. And Vstbn are the Vstb vertices which are not

adjacent to any Estb edge.

We state a proposition from Hui-lai Zhi et al. in [14].

Proposition 1 [14] Let 𝛤 = (G, M, I) be a context, and (A, B) be a concept of the
𝛤 . For any s ⊆ A, if s′ = B then g′ = B for all s ⊆ g ⊆ A.

Observation 1 Edges between a Vstb vertex and any other vertex are always Estb
edge.

It should be noted that an Estb edge may also exist between two Vstb vertices.

The vertices and edges can also be termed as 1-cliques and 2-cliques, respectively.

A clique can be defined as a maximal complete subgraph of a given graph [15].

A clique of size k is called a k-clique. 1-cliques corresponds to vertices, 2-cliques to

edges and 3-cliques to 3-cycles (triangles).
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Observation 2 Let (A, B) be a concept of 𝛤 and Ak is a subset of k objects of A. If
there is at least one Estb edge in the k-clique formed from Ak, then A′

k = B.

Observation 3 Let the graph F be reduced to F by deleting all Vstb vertices and Estb
edges. For any subset Ak of the reduced graph, A′

k ≠ B.

Observation 4 After deletion of Vstb vertices and Estb edges; the stability index com-
puted from the reduced graph F ⊆ F will be same as the stability index calculated
from the complete graph.

Now, in the subgraph F consisting of Vstb and Estb as the set of vertices and edges,

respectively, there could be more than one connected components. A connected com-
ponent of an undirected graph is a subgraph, satisfying the criteria where edges con-

nect any two vertices of the subgraph and the same is not connected to any other

vertices belonging to the supergraph.

There is a linear time algorithm to compute the connected components in a

graph [16]. And for each concept, we have to find the Vstb vertices and Estb edges

which will form one or more connected components graph and for each such compo-

nent, we have to find the total number of cliques which will finally result in the total

number of cliques in the whole graph. But finding the total number of cliques in a

graph takes exponential time [15]. Bollobás and Nikiforov [17], Nikiforov [18] have

provided an estimate of the largest eigenvalue of the adjacency matrix of a graph

based on the number of cliques using the idea of number of walks.

We have the following result by Nikiforov [17]:

Result 1 [17] Let F be a graph, where ̂Zi denote the count of all i-cliques of F and
𝜆 be the largest eigenvalue of the adjacency matrix of F. Then for every graph F and
r ≥ 2

𝜆

r+1
≤ (r + 1) ̂Zr+1 +

r∑

s=2
(s − 1) ̂Zs𝜆r+1−s (5)

Lemma 2 Given any formal context 𝛤 = (G, M, I) where (A, B) is a concept of
the 𝛤 , then the set ({X ⊆ A|X′ ≠ B}) of the concept (A, B) can always be reduced
to a unique graph which will consist of one or many n-vertex, connected component
graph.

Theorem 1 Given any formal context 𝛤 = (G, M, I) and (A, B) is a concept of the
𝛤 ; the stability index 𝛾(A,B) is at most 1 − {| ̂Z(min)|+|Vstbn |+1}

2|A|
where | ̂Z(min)| is the

minimum number of cliques of the graph F.

Theorem 2 Given any formal context 𝛤 = (G, M, I) and (A, B) is a concept of the
𝛤 ; the stability index 𝛾(A,B) is at least 1 − {| ̂Z(max)|+|Vstbn |+1}

2|A|
where | ̂Z(max)| is the

maximum number of cliques of the graph F.

Theorems 1 and 2 give new upper and lower bounds to the stability index. We

now present the procedure formally in Algorithm 1.
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Algorithm 1 Stability Index

Compute stability indexes of all concepts of a given formal context 𝛤 = (G,M, I)
Input: Formal Context

Output: Stability Indexes of all concepts

1: procedure CALCULATE–STABILITY

2: for each concept ∈ 𝛤 do
3: Find the set of Vstb (Vstbe and Vstbn ) and Estb at the generation time of each concept.

4: Find the connected components (CC) of the graph taking Vstbe and Estb as the set of

vertices and edges, respectively [16].

5: for each connected component (CC) do
6: Create adjacency matrix D of the vertices.

7: Compute 𝜆.

8: Compute ̂Z(maxi) and ̂Z(mini)
9: end for

10: Compute ̂Z(max) and ̂Z(min)
11: Compute the upper bound and lower bound of stability index as in Theorems 1 and 2.

12: end for
13: end procedure

4 Time Complexity and Performance Analysis

The asymptotic time complexity of creating a lattice of formal concepts using

FCA algorithms like Fast Close by One (FCbO) is O(|G|2|M|L) [19], where |G|
is the number of objects, |M| is the number of attributes and L is the number

of concepts. The time complexity of finding connected components in a graph is

O(|V| + |E|) [16]. Also, the time complexity of finding the largest eigenvalue of an

adjacency matrix is O(|V|2) where |V| and |E| are the number of vertices and edges

in a (V, E)-graph.

Thus, our proposed method has a time complexity (finding the stability of all

concepts in the lattice) of O(|G|2|M|L + L|A|2) where |A| is the number of vertices

in the reduced graph F of a concept. And the time complexity of finding stability of

a single concept is O(|A|2).
The bounds were tested (Figs. 2 and 3) against the ‘bounding method’ [8] dis-

cussed earlier. It was found that our algorithm results in stricter bounds in case of

small concepts having high stability whereas the bounding method is not giving good

estimation. With the increase in the number of concepts (large concepts), it is seen

that both bounds are portraying relatively similar results. But in case of concepts

having very low stability or as in our case after the graph formation, the eigenvalue

is large (𝜆 = n − 1) being a complete graph (Kn); our bounds do not give good results

(because of the characteristic polynomial). So if (𝜆 = n − 1), we do not compute the

stability, as it will be a very low and of little use.
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Fig. 2 Lower bound and upper bound comparison of the context ‘Living Beings and Water’ [12]
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Fig. 3 Lower bound and upper bound comparison of the context ‘Tea Ladies’ [20]

5 Conclusion

Estimation of stability index for a formal concept is a hard problem. We have put

forward an algorithm exploiting results from spectral graph theory to estimate sta-

bility. Its strength lies in the fact that it does not take the ordering property of the

lattice into consideration and each concept is treated individually. Our algorithm has

a polynomial time complexity of O(|A|2) where |A| is the number of vertices in the

reduced graph F of a concept.

As the estimation of the stability index is found to be dependent on the estimation

of total clique counts, so in future, better estimation of the latter will result in even

better bounds for stability.
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Feature Extraction Using Fuzzy
Generalized Two-Dimensional
Inverse LDA with Gaussian
Probabilistic Distribution and Face
Recognition

Aniruddha Dey, Shiladitya Chowdhury and Jamuna Kanta Sing

Abstract This paper proposes a feature extraction technique called Gaussian
probabilistic fuzzy generalized two-dimensional Fisher’s inverse linear discriminant
analysis (GPFG-2DILDA) method based on fuzzy set theory, Gaussian probabilistic
distribution information and inverse LDA. Like the FG-2DLDA, the proposed
GPFG-2DILDA method also maximizes class separability along x- and y-axes
directions simultaneously. The proposed method first calculates fuzzy membership
matrix by fuzzy k-nearest neighbour (Fk-NN) algorithm. These values are combined
with the training samples to obtain the global mean and class-wise mean training
images. Thereafter, fuzzy membership values are integrated into intra-class and
inter-class scatter matrices along both (x- and y-) directions. Similarly, Gaussian
probabilistic distribution information is incorporated into the intra-class scatter
matrices. Finally, by solving the eigenvalue problems of these scatter matrices, we
find the optimal Gaussian-fuzzy inverse projection vectors, which actually used to
generate more discriminant features and to solve the binary classification problem.
The GPFG-2DILDA method has been evaluated on the AT&T face database to
demonstrate the efficacy of the proposed method over some state-of-the-art face
recognition methods.
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1 Introduction

The feature extraction and face recognition technique has emerged as an active
research area in the last couple of decades in the field of computer vision, pattern
recognition and biometrics [1, 2]. Face recognition problem can be expressed as the
classification of one or more test images by comparing with faces stored in data-
bases [1]. The face recognition task is still very challenging under uncontrolled
environment and different issues related to human face, i.e. facial expression (un-
happiness, happiness) and facial pose, occlusion (wearing beards, moustaches and
glasses), illumination variance, etc. The subspace-based methods, like principal
component analysis (PCA), linear discriminant analysis (LDA) or Fisher’s linear
discriminant (FLD) and their variants, which use eigenfaces and/or Fisherfaces to
compute features, fall under this category. In particular, LDA has been proposed as
a better alternative to the PCA to provide class discrimination information [3, 4].
The main objective of the LDA is to find best discrimination of vectors among
the classes by maximizing the between-class differences and minimizing the
within-class ones [3]. The disadvantage of LDA technique is that it suffers from the
‘small sample size (SSS)’ problem [4]. The aforementioned problem mainly occurs
in case of few numbers of samples than the sample dimension. The dimension of
face images is generally very high which leads the singular within-class scatter
matrix, which makes the FLD method infeasible. The SSS problem in LDA can be
solved by sampling down the face images into smaller size. Two-dimensional FLD
(2DFLD) method maximizes the class separability in one direction (row or column)
at a time [4, 5]. The significant characteristic of 2DFLD method is that it directly
works on the 2D image matrices. This method is more efficient feature extraction
and face recognition technique than PCA and 2DPCA methods [2]. The projection
vectors are extracted from both directions of the training face images simultane-
ously, by the G-2DFLD method [4]. The discriminant feature matrices are found by
linearly projecting a face image matrix on both directions mentioned above.
Therefore, the discriminative information is maximized by this method among the
classes while minimizing it within a class [4, 5].

Recently, researchers proposed fuzzy-based approaches, such as fuzzy k-nearest
neighbour (Fk-NN), fuzzy Fisherface, fuzzy two-dimensional Fisher’s linear dis-
crimination (F-2DFLD) and fuzzy two-dimensional principal component analysis
(F-2DPCA) for facial feature extraction and face recognition [4–10]. Keller et al. [6]
presented the fuzzy k-nearest neighbour (Fk-NN) approach, which fuzzifies the
class assignment. The well-established Fisherface method was further extended by
combining fuzzy logic which produces a significant result in face recognition
technique [5]. The fuzzy 2DFLD (F-2DFLD) is an extension of the fuzzy Fisherface
[5]. The scatter matrices were redefined by introducing membership values into
each training sample. Yang et al. proposed feature extraction using fuzzy inverse
FDA [7]. The Fk-NN was also incorporated into fuzzy inverse FDA for calculating
membership degree matrices. Recently, the Gaussian probability distribution is
incorporated into the definition of intra- and inter-class scatter matrices [8].
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In this study, we have introduced a GPFG-2DILDA method where the Gaussian
membership grades of the training samples are incorporated. More, specifically, the
proposed method is influenced or extended from our previously presented method
FG-2DLDA. In this context, it may be noted that the membership grades of the
training samples are obtained by means of the fuzzy k-NN method. Thereafter,
the mean training image matrices (global and class-wise) are calculated using the
membership values. The intra- and inter-class scatter matrices are found distinctly
from x- and y-directions from the face image. Gaussian PDF information is
incorporated into the intra-class scatter matrices. Finally, inverse LDA is calculated
to solve binary classification problem which is existed for overlapping sample. In
this regard, the above scatter matrices are more influenced by each training sample.

The rest of the paper is organized as follows. Section 2 defines the review of
FG-2DLDA method. We proposed the idea and described proposed
GPFG-2DILDA method in Sect. 3. The empirical results on the face database
(ORL) and comparing with other methods are given in Sect. 4. Finally, concluding
remarks are summarized in Sect. 5.

2 Fuzzy G-2DLDA Method

The FG-2DLDA method assumes that the face image can be a part of several
classes with varying membership values. The fuzzy k-NN [6] method is used to
obtain the membership values which is contributed to spawn the fuzzy class-wise
mean images and fuzzy global mean image [4]. Then, the scatter matrices (inter-
and intra-class) along x- and y-axes to find the mean image. The projective matrices
are then found by evaluating the aforementioned scatter matrices.

The scatter matrices are then redefined by integrating the fuzzy membership
ðMFÞ with the training images [4]. The eigenvalue problems of these scatter
matrices are solved to generate the optimal fuzzy projection vectors. So, the fuzzy
membership matrix MFð Þ using the Fk-NN [6] can be illustrated as given below:

MF = νci½ �; c=1, 2, 3, . . . ,C; i=1, 2, 3, . . . ,N ð1Þ

Let the training set contains N images of C classes (subjects) and each one is
denoted as Xi i=1, 2, 3 . . . ,Nð Þ having dimension as r × s. The cth class Cc, has
total Nc images and satisfies ∑C

c=1 Nc =N. For an image X, the FG-2DLDA-based
features in the form of 2D matrix of size u× v are generated by projecting it onto the
optimal fuzzy projection matrices and can be achieved by the following linear
transformation [4]:

Y f = P f
opt

� �T
X Q f

opt

� �
ð2Þ
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Step 1: Compute the global mean training image ψð Þ and class-wise mean training
image ψcð Þ. The fuzzy membership degrees are incorporated into the
training images to obtain the global- and class-wise mean images [4].

Step 2: Calculate the fuzzy image scatter matrices, i.e. intra-class and inter-class,

along row ξ frb, ξ
f
rw

� �
and column ξ fcb, ξ

f
cw

� �
directions with dimensions

r × r and s × s, respectively [4].
Step 3: Compute two Fisher’s criteria (objective function) along row J f Pð Þ� �

and
column J f Qð Þ� �

directions [4].
Step 4: Normalize the eigenvalues ξ frb ξ frw

� �− 1
� �

and eigenvectors ξ fcb ξ fcw
� �− 1

� �

to find the optimal projection vectors, P f
opt and Q f

opt [4].
Step 5: Sort the eigenvalues in descending order. The eigenvectors are rearranged

according to the eigenvalues [4].

3 Gaussian Probabilistic Fuzzy G-2DILDA Method

Human faces are highly variable in nature, especially under different environmental
conditions, such as illumination, pose, etc. As a result, sometimes, images of a
person may look alike to that of a different person. In addition, variability among
the images of a person may rise quite significantly. Therefore, fuzzy class assign-
ment for the training images may be suitable instead of binary class assignment.
The proposed GPFG-2DILDA method is basically based on the concept of fuzzy
class assignment, where a face image belongs to different classes as characterized
by its fuzzy membership values. The idea of fuzzification using fuzzy k-nearest
neighbour (Fk-NN) was conceived by Keller et al. [6] and found to be more
effective. In the present study, the fuzzy membership values are incorporated into
the training images to obtain global- and class-wise mean images, which in turn
used to form fuzzy between-class and fuzzy within-class scatter matrices. Gaus-
sian PDF information is incorporated into the intra-class scatter matrices. Therefore,
these scatter matrices yield useful information regarding the association of each
training image into several classes. The optimal Gaussian-fuzzy 2D projections
vectors are obtained by evaluating the eigenvalue problems of these scatter
matrices. Inverse LDA is calculated to solve binary classification problem. Finally,
the GPFG-2DILDA-based features are extracted by projecting a face image onto
these optimal Gaussian-fuzzy 2D inverse projection vectors. The different steps of
the GPFG-2DILDA method are presented in detail in the following subsections.
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3.1 Creation of Membership Matrix Using Gaussian
Probability Density Function

The proposed method, for each class, generates the membership values are obtained
using the Gaussian probability density function (PDF). The training set can be
redefined as follows:

Let, X= Xif g i=1, 2, . . . ,Nð Þ represents the training set where N is the number
of total images of C different classes Ccf g c=1, 2, . . . ,Cð Þ. The cth class Cc, has
total Nc images and satisfies ∑C

c=1 Nc =N. Moreover, the mean image for class Cc

can be represented as νc = 1
Nc
∑N

i=1jXi ∈Cc
Xi. As discussed earlier, the membership

grades are calculated by the underlying Gaussian PDF [8],

ζci =
1ffiffiffiffiffi
2π

p
σc

e
−

Xi − νck k2
2σ2c ð3Þ

where ζci represents the membership grade of the image Xið Þ; σc denotes the mean
of Euclidean distance (inter) between the images of Cc class.

The Gaussian membership matrix ðGMÞ finally is obtained by means of mem-
bership values every sample for all classes [8]. The equation can be expressed as
follows:

GM = ζci½ �; c=1, 2, . . . ,C, i=1, 2, . . . ,N ð4Þ

3.2 Creation of Membership Matrix Using Fk-NN

Fk-NN-based decision algorithm has been performed for assigning membership
values (degree) to the training images [5, 6]. This method redefines the membership
values of the labelled face images. When, all of the neighbours belong to the ith
class which is equal to the class of jth image under consideration, then nij = k and μij
returns 1, making membership values for the other classes as zero. So, the fuzzy
membership matrix FM using the Fk-NN can be illustrated as given below:

FM = μci½ �; c=1, 2, 3, . . . ,C; i=1, 2, 3, . . . ,N ð5Þ

3.3 GPFG-2DILDA Algorithm

The next step of the proposed GPFG-2DILDA method is to integrate the fuzzy
membership values with the training images and redefine the scatter matrices along
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x- and y-axes directions. Finally, generate the optimal fuzzy projection vectors by
solving the eigenvalue problems of these scatter matrices.

Let the training set contains N images of C classes (subjects) and each one is
denoted as Xi i=1, 2, 3 . . . ,Nð Þ having dimension as r × s. The cth class Cc, has
total Nc images and satisfies ∑C

c=1 Nc =N. Let τ ̄ is the global mean image and τ ̄c is
the mean image of the cth class. Fuzzy membership degrees are incorporated into
the training images to get global mean image and class-wise mean images, which
are defined as follows [4]:

τ c̄ =
∑N

i=1 μciXi

∑N
i=1 μci

; c=1, 2, 3, . . . ,C ð6Þ

τ ̄=
∑C

c=1 ∑
N
i=1 μciXi

∑C
c=1 ∑

N
i=1 μci

ð7Þ

Calculate the Gaussian-fuzzy image scatter matrices, i.e. intra-class and
inter-class, along row FSgprb ,FS

gp
rw

� �
and column FSgpcb ,FS

gp
cw

� �
directions with

dimensions r × r and s × s, respectively. The Gaussian probabilistic membership
values are integrated within row- and column-wise fuzzy image scatter matrices
ðFSgprw,FSgpcwÞ. These Gaussian-fuzzy scatter matrices FSgprb ,FS

gp
rw,FS

gp
cb ,FS

gp
cw

� �
are

expressed as follows:

FSgprb =
1
N
∑
C

c
N f
c τ ̄c − τ ̄ð Þ τ ̄c − τ ̄ð ÞT ð8Þ

FSgprw =
1
N
∑
C

c
∑
N

i∈ c
ζci Xi − τ ̄cð Þ Xi − τ ̄cð ÞT ð9Þ

FSgpcb =
1
N
∑
C

c
N f
c τ ̄c − τ ̄ð ÞT τ ̄c − τ ̄ð Þ ð10Þ

FSgpcw =
1
N
∑
C

c
∑
N

i∈ c
ζci Xi − τ ̄cð ÞT Xi − τ ̄cð Þ ð11Þ

The inverse Fisher’s criteria (objective function) JgpFG− 2DILDA Pð Þ and
JgpFG− 2DILDA Qð Þ along x- and y-axes directions are defined as follows:

JgpFG− 2DILDA Pð Þ= argmin
Pgp
f

ðPgp
f ÞTFSgprwPgp

f

���
���

ðPgp
f ÞTFSgprbPgp

f

���
���

ð12Þ
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and

JgpFG− 2DILDA Qð Þ= argmin
Qgp

f

ðQgp
f ÞTFSgpcwQgp

f

���
���

ðQgp
f ÞTFSgpcbQgp

f

���
���

ð13Þ

The ratio is maximized in the above two Eqs. (12) and (13) when the column

vectors of the projection matrix Pgp
f andQgp

f are the eigenvectors of FSgprw FSgprb
� �− 1

and FSgpcw FSgpcb
� �− 1, respectively.

For an image X, the GPFG-2DILDA-based features in the form of 2D matrix of
size u× v is generated by projecting it onto the optimal Gaussian-fuzzy projection
matrices and can be achieved by the following linear transformation:

Y0 = FPgp
opt

� �T
X FQgp

opt

� �
ð14Þ

4 Empirical Results

The performance of the GPFG-2DILDA method has been evaluated over the AT&T
face databases [11]. The average recognition rate of the proposed method is
compared with some competent methods to demonstrate its superiority. Further-
more, we have tested the performance of the proposed method on the ORL face
database [11]. The database includes the images of 40 different individuals each
having 10 dissimilar images with 400 images in total. In our study, we have
selected the s images randomly from the image pool for each individual to generate
the training set and the rest of the images were taken for creating test set. Therefore,
the training and test set comprises completely distinct set of images. The values of
s are taken as 4, 5, and 6 form different pairs of training and test sets. Figure 1
represents the face images of an individual.

Furthermore, the proposed GPFG-2DILDA method is also evaluated for s = 4,
5, and 6 by varying feature matrices shown in Fig. 2 on the AT&T face database
using RBF-NN [3]. The proposed method yields the best average recognition rates
of 96.03%, 98.12%, and 98.88% for s = 4, 5, and 6, respectively.

The GPFG-2DILDA method is compared with the FG-2DLDA [4], FLDE [9],
G-2DFLD [4], C-FLDA [10], RF-LDA [10], 2DFLD [4] and 2DPCA [4] methods.
Table 1 illustrates the best average recognition rates achieved by this algorithm for

Fig. 1 Image samples of an individual from the AT&T database
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different combinations of training and test set on the AT&T face database. The
results demonstrate that the GPFG-2DILDA method outperforms the other
methods.

5 Conclusion

This study intended to propose a new feature extraction method, namely, the
Gaussian probabilistic fuzzy generalized two-dimensional Fisher’s inverse linear
discriminant analysis (GPFG-2DILDA) method. This method is based on the fuzzy
set theory, Gaussian probabilistic distribution information and inverse LDA. Like
FG-2DLDA, the GPFG-2DILDA methods maximize class separability along hor-
izontal and vertical directions, simultaneously. The membership values are obtained
by the fuzzy k-nearest neighbour (Fk-NN) algorithm and the values are combined
with the training samples to obtain the global mean and class-wise mean training
images. The fuzzy membership values and Gaussian PDF information are inte-
grated into intra-class and inter-class scatter matrices along both (x- and y-axes)
directions. The eigenvalue problems of these scatter matrices are then solved to find
the optimal Gaussian-fuzzy inverse projection vectors, which actually used to
generate more discriminant features and solve binary classification problem.
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Fig. 2 Average recognition
rates of the GPFG-2DILDA
method on the AT&T
database by varying the
feature matrices for different
values of s

Table 1 Comparison in
terms of average recognition
rates (%) on the AT&T
database

Method Avg. recognition rates (%)
s = 4 s = 5 s = 6

GPFG-2DILDA 96.03 98.12 98.88
FG-2DLDA [4] – 98 –

FLDE [9] 93.8 95.5 98.1
G-2DFLD [4] 95.94 97.68 98.72
C-FLDA [10] 92.77 96.5 98.81
RF-LDA [10] 92.5 96.47 98.62
2DFLD [4] 95.08 97.50 98.26

2DPCA [4] 94.33 96.83 97.72
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The GPFG-2DILDA method is validated on the ORL face database. In this regard,
the proposed method outperforms some state-of-the-art face recognition methods.
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Secure and Efficient Data Sharing
with User Revocation in Cloud

Nalini Sri Mallela and Nagaraju Devarakonda

Abstract In the recent trends, secure and efficient plan is required to get the access
control of shared data in distributed systems. Different ABE schemes are provided
for secure data sharing but, in CP-ABE scheme, a set of attributes are associated
with each user the data on to user was encrypted based on access structure formed
from the set of attributes. Any user who satisfies the access structure of the
encrypted text they can only the decrypt the encrypted text. In data outsourcing
environment, if you use this attribute-based encryption (ABE) results some chal-
lenges in case of attribute and user revocation. In smart grid provides sensitive data
sharing policies and schemes because it has to deal with sensitive information and
maintains flexibility for giving information about the policies used for the data
protection or authentication details of data owner and receiver. A movement toward
secure and efficient data sharing with fine grain access control. We propose a
scheme that enables the “secure data sharing and key distribution” with commu-
nication channels, and the users can obtain their secret keys from the “key gener-
ation center (KGC)” and our scheme can accomplish “fine grain access control” and
the user in the users’ list can use the data available in the cloud and restricted access
is only allowed for the revoked users. Our proposed scheme enables the secure user
revocation, key distribution, data confidentiality, and fine grain access control in
cloud.
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1 Introduction

In the recent trends, we live in the information world. The data may be personal
data or organizational data people are interested to store the data on the centralized
servers may be easy usage or cost reduction. People always wish to make their data
as private and accessible only to the trusted users. The security issues are playing
more important role in current trend of information world and become more urgent
in the cloud computing where users, organizations, and business may outsource
their data including the different types of data and personal data or any sensitive
information to obtain the security of data from the cloud providers and other nodes
in the network different security techniques are needed. To achieve the better
security we can use any security service depending on the requirement.

In the recent trends in addition to the storage, the outsourcing requires effective
security for the data with access control techniques that are cryptographically
efficient [1, 2]. The attribute-based encryption (ABE) is able reach these require-
ments [3–6]. ABE can able to perform the access control over encrypted text using
different access policies and set of attributes. Ciphertext-policy ABE (CP-ABE) is
capable in ascendable way of data encryption that encryptor fixes the set of attri-
butes and then the decryptor needs to have these attributes to decrypt the encrypted
text [5]. To share the private information secretly, smart grids use the x.509 cer-
tificates for the proper identification and authentication checking process [2]. It
requires more time and processing for updating the keys securely or revoke the
users. For revoked users also keys should be provided.

For achieving the fine grain access control, cryptographic technique available is
attribute-based encryption (ABE) [2–4, 7]. CP-ABE (ciphertext-policy
attribute-based encryption) enables the sender to fix the set of attributes in the
attributes list. The receiver should contain these selected set of attributes to decrypt
the encrypted text [3].

2 Related Work

Yu et al. [8] introduced a new encrypted access control scheme. In attribute-based
encryption (ABE) scheme, the user key and encrypted text are associated with set of
attributes. Only if at least some attributes matched between the user key and the
encrypted text, then the user can decrypt the encrypted text. The successive works
are focused on the multiparty communication. Hur and Noh [1] considered the
issues in data outsourcing. But secure data outsourcing requires proper authenti-
cation verification by the defined policies and updates in the policies are also
required. The simple ABE scheme achieves the fine grain access control by the dual
encryption mechanism with group key distribution in each attribute group. Hur [2]
introduced secure data sharing among smart grids with hidden policies. Smart grids
always take the sensitive information to share between different parties with proper
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authentication by using the tokens, which are still a problem in sharing the
encrypted data. Huang et al. [5] proposed a multiparty access control model for
distributing encrypted text and provided the propagator to update the policy of
encrypted text if the existing policy attributes are satisfied. Nowadays, mainly
organizations’ (government or private) data is outsourced by using a cloud.
Samanthula et al. [6] proposed a method for outsourcing the data with proper
identity which achieves confidentiality. CP-ABE partial decryption of the ciphertext
with the token is allowed in this scheme and the result is stored in the storage center
and sends to the receiver. With help of secret key of the receiver, the partially
decrypted text will convert to plain text which can be readable by the receiver. Here
we are concentrating against data protection in cloud. But we get out the decrypted
data, since data is not in our protection scope. In this paper, our scheme provides
secure and efficient data sharing and it achieves anti-collusion, fine grain access
control, secure user key revocation, and secure key distribution in cloud.

3 System Model and Design Goals

Contributions of our scheme

• Secure communication channels are used for the distribution of keys. The user
can securely get their keys from the key generation center with approval of
authentication server.

• The registered data owners can easily upload their data in encrypted form into
the cloud and we can obtain the fine grain access control with data owners list in
server. Only registered data owners are included in the list.

• The user can obtain corresponding private keys from the key generation center.
By using these keys user can able to retrieve decrypted data from cloud.

• If the user revocation is required then user approaches the revocation center and
produces proper ID and request for user revocation key.

• This information updates in server and then data owner list is updated.
• Then, the above procedure was repeated for secure data upload and retrieval for

revoked user.

3.1 System Model

System model includes six entities: user, cloud, data owner, authentication server,
key generation center, and user revocation center (Fig. 1).

• Cloud supervised by the service providers, provides storage space for data
owners to load their files on pay as you way. But cloud is untrusted because
cloud providers may be compromised and will attempt to take the content of the
files.
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• User set of registered users access the data from the cloud and may be share
with the others.

• Data owner who upload the data files into the cloud with endorsement of the
authentication server.

• Key Generation Center generates the keys for user and the data owner by
considering approval from the authentication server.

• Authentication server checks the user and data owner authentication details for
key generation and generation of revocation ids.

• User revocation center generates the revocation ids for users who need the
revocation by checking all the details.

3.2 Design Goals

Our proposed scheme includes fine grain access control, collusion attack, and
secure user revocation scheme.

• Fine grain access control, any user in the user list can utilize the source in the
cloud and cloud will not provide access privilege for the revoked users.

Fig. 1 System model
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• Collusion attack, original data files will not reveal to the revoked users even
they contrive with the untrusted cloud because they all stored in the secret form.

• Secure user revocation scheme, it provides the flexibility for users will not
update their keys even new user added to the list or a user revoked from the list.

4 The Proposed Scheme

4.1 Scheme Description

Our scheme includes existing user registration, key generation, data owner uploads
the data file, user revocation, new user registration, and data file download (Fig. 2).

4.1.1 Existing User Registration and Key Generation

First user sends IDu, Ru, Nu, AC, Tu as request to the authentication. By the
approval of AS, the KGC generates the Tgtu and (Pu, Qu) and sends to the user and
cloud. All the details of user store in the cloud as a user list UL. By carrying
attributes like ticket, identity of user and IDu, Tgtu, Ru and Qu user request for the
file access from the cloud if these attributes satisfies the cloud allowed for data file
access (Fig. 3).

Fig. 2 Notations used in our scheme
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4.1.2 Data Owner Uploads the Data File

Data owner sends IDdw and Rdw to the authentication server and gets approval
from AS in form of ticket (Tgtdw) and sends approval message to the KGC and
then KGC generates a key Sdw to the data owner. The data file is encrypted with
the secret key by the data owner. The encrypted data file was uploaded into the
cloud (Fig. 4).

4.1.3 User Revocation

User approaches the revocation center by producing its IDu and Ru. These details
were forwarded to the authentication Server and checks authenticity details and
lifetime of the user includes in the revocation list RL and update in user list UL. It
sends approval to KGC and revocation center. User was assigned by unique
revocation Id (RIDu). By producing this id user request the revocation center for
revocation token (RTu). By carrying this token user request KGC and obtain the
key for accessing data file. Here, by unique token and unique revocation id, we can
able to avoid the collusion attack between the revoked users (Fig. 5).

Fig. 3 Registration for existing user

Fig. 4 Uploading the data file
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4.1.4 New User Registration

New users Registered with their identity IDu+1 in cloud. Same actions are per-
formed as existing user registration. The users’ list was updated and sent to the
KGC, which is illustrated in Fig. 6.

4.1.5 Data File Download

User downloads the data files from the cloud. Data owner encrypted the file with the
key (Qu) (from KGC) and uploaded into the cloud. User wants download the file
user produces the key (from KGC) and the cloud checks key and time stamp in the
user list if it is available cloud provides the file in the encrypted form to the user.
User decrypts file with his key (Pu) (Fig. 7).

Fig. 5 User revocation

Fig. 6 Registration of new user

Secure and Efficient Data Sharing with User Revocation in Cloud 569



5 Security Analysis

In this section, we prove the security of our scheme in terms of key distribution,
data confidentiality, and fine grain access control.

5.1 Key Distribution

In the proposed scheme, corresponding keys are generated by the KGC (key
generation center) and communicated securely through the secure channels. Data
owner keys, user keys, and revocation keys all are generated by the KGC only.

In registration process, user sends IDu, Ru, Nu, and Ru € Z*. The KGC computes
the corresponding values or keys Pu, Qu by verifying the details of the user. Pu is the
public key for the user, and Qu is the private key for the user. These two keys
securely distributed to the users

Pu = f IDu, Ru, Nu, Tuð Þ

Qu = f IDu, Ru, Nu, Tuð Þ.

The attacker bypassed the authentication checking process then also he would
not get the data. Because he needs the value Random number Ru but Ru is unique
to the particular user. For other people same random number was not generated. So
the attacker unable to get the keys. If attacker tries to learn anything, it has other
network address. So attacker unable to get the keys

5.2 Data Confidentiality

Our proposed scheme provides “data confidentiality”. The cloud was incapable to
learn the content of data file because the encrypted file was uploaded and key was
not given to the cloud.

Fig. 7 File download

570 N. S. Mallela and N. Devarakonda



DF=Encry DF∥Kdwð Þ

The cloud was incapable to learn the content of data file because the data file
which is loaded by the data owner is in encrypted form. The data file was encrypted
by data owner keys. The keys are secure not known by the cloud so unable to get
the file

DF=Encry DFð Þ ∥Kdw∥IDdw∥Tdw

If the collusion occurs in that case also the cloud was unable to read the content
of data files. When the user is revoked, the authentication server updates the user
list and prepares newly revoked users’ list RL. Both lists are updated in the cloud.
When the user is revoked new revocation token was assigned to the user with that
token user gets the key from the KGC and data file encrypted and stored in the
cloud. The key is given to the user only not the cloud. So cloud was unable to learn
the content of data file. With the help of unique token and revocation ID no
collusion was happened

DF=Encry DFð Þ ∥ Kru∥ Kdw∥Tu∥ RIDu∥Tokenru

5.3 Fine Grain Access Control

The proposed scheme achieves “fine grain access control” with clear differentiation
between data owners, users, and revocation users.

Data owners are having unique identity and the keys; with these attributes, data
owners upload the file securely in encrypted form. The encryption keys are obtained
from the KGC. Users are having unique identity and keys from the KGC and
unique random number so the keys of users are secure and no third party person
will not the data. Authenticated users only access the data files. All the authenti-
cation details will be verified by the authentication server (AS). So finally, our
scheme achieves fine grain access control
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5.4 Comparative Analysis

Our proposed scheme achieves protected key distribution, data confidentiality, Fine
grain access control, User revocation for understanding clearly the advantages and
security of our proposed scheme all details were mentioned in the (Table 1). The √
in the blank means the scheme can achieve the corresponding goal.

6 Conclusion

In this paper, we proposed a secure and efficient data sharing and anti-collusion in
cloud. In our proposed scheme, users obtain the secret keys securely from the key
generation center and authentication approval from the authentication server. Our
scheme supports the user revocation and anti-collusion in cloud. New users added
to the users’ revocation list were updated and existing users’ keys are not affected.
Our scheme accomplish secure user revocation and revoked cannot able to get the
data in cloud even with the compromised cloud.

Table 1 Comparative analysis

Key
distribution

Access
control

User
revocation

Anti-collusion
attack

Data
confidentiality

ABE √
ABEDO √ √ √
Our
scheme

√ √ √
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An Adaptive Cluster-Based Ensemble
Learner for Computational Biology

Niti Jain and Ambar Maini

Abstract In quantitative biology, discovering a class when presented with a large

bimolecular dataset poses a big problem. However, ensemble learning approach has

been helpful in various complex areas of decision-making. So, in this paper, we

propose a cluster-based ensemble learner called adaptive cluster-based ensemble

learner (ACEL) which incorporates the prior knowledge of the datasets into the clus-

ter ensemble framework. ACEL computes the cluster boundaries using three diverse

clustering algorithms to obtain clusters for classification decision. ACEL learns by

transforming the obtained clusters into rules and performing adaptive rule tuning

to optimize the classification decision. The cluster-based classification results are

then processed using majority voting algorithm. The proposed approach is compared

with other supervised benchmark algorithms using seven problems from the field of

biology. The experiments performed on benchmark datasets show that ACEL works

effectively in classifying datasets.

Keywords Clustering ⋅ Adaptive learner ⋅ Ensemble ⋅ Supervised ⋅ Classification

1 Introduction

Adaptive learning is more effective than traditional non-adaptive learning algorithms

and is better suitable for large-scale data [3]. In any expert system, before arriving at

a conclusion, opinions from all the experts are taken into consideration and then the

final decision is made. This is the principle behind ensemble learning [7]. In appli-

cations where the size of data is too large for a single classifier to analyse, ensemble
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systems partition the data into subsets where each classifier works on a subset of

dataset and further combines the results using the existing approaches like major-

ity voting, weighted majority voting, etc. [5]. There are two ways of combining the

classifiers: classifier fusion and classifier selection [6]. In classifier fusion approach,

all individual classifiers are trained on the whole dataset. Examples of this include

bagging predictors and boosting [8]. In classifier selection approach, each individual

classifier performs its best in some part of total dataset. There are two major com-

ponents of any ensemble system. The first component is making a diverse ensem-

ble. The second component is used to combine the output of decisions of the single

classifiers.

In the real world, data consist of classes with overlapping boundaries. Excessive

training will help solve this problem, but it will result in overfitting which will lead

to misclassifications of testing data. Whereas learning generalized boundaries will

not lead to overfitting but it will misclassify the overlapping patterns. Therefore,

we opt to use clustering. Clustering makes it easy to learn the decision boundaries.

Organization of data into groups is one of the fundamental methods of learning.

For each problem, let x = {x1, x2 … xn} be a set of input vector in Rp
and

y = {y1, y2 … yn}, for a system given by S, where S transmutes x to y

y = S(x) (1)

Here, x = {x1, x2 … xp} ∈ Rp
is an input vector and y = {y1, y2 … yr} ∈ Rr

is the

output vector of a system. The purpose of our experiment is to identify a classification

system that builds S to explain the given input–output data (x, y).
We present adaptive cluster-based ensemble learner (ACEL) in the following

sections. Section 2 gives the literature review. Section 3 gives the description about

proposed approach. Section 4 summarizes the experimental setup. Section 5 sum-

marizes the results. Section 6 presents the conclusions and the future work in this

field.

2 Literature Review

Clusters are dense regions which are separated by low-density regions in feature

space. Several Bayesian approaches are used for data clustering like undirected

graphical model. Ensemble classifier combines the result of various diverse base

classifiers [13]. Diversity is a property used to define ensemble classifiers. Greater

diversity is observed when incorrect decisions made by one of the classifiers are

handled by the other classifiers. This results in uniform distribution of errors. To

combine the results of base classifiers, various methods have been proposed includ-

ing majority voting, weighted majority and decision template. Among the several



An Adaptive Cluster-Based Ensemble Learner . . . 577

existing approaches for ensemble learning, boosting and bagging have been used to

a greater extent [9, 10]. In bagging, the base classifiers learn on data subsets drawn

randomly from entire training set, and the results are combined by majority voting

[2]. In boosting, re-sampling of data instances is performed. The new learners work

on the instances that are difficult to classify by the previous number of the ensemble.

This mechanism encourages the construction of complementary learners.

Lately novel cluster ensemble technique, CE-GMDH was brought forward that

comprises three parts: one initial approach, one conveying function and one external

condition [11]. Experimentations were performed by CE-GMDH on artificial and

real data. Yu et al. [14] has suggested a feature assortment oriented semi-supervised

cluster ensembling technique for clustering of tumour obtained from instances of

biomolecular datasets. A progressive semi-supervised clustering ensemble technique

with arbitrary subspace method, limitation propagation and progressive ensemble

member selection technique was brought forward by [15]. Alves et al. [1] has devel-

oped a methodology of ensembling by using multiple particle swarm optimization

and demonstrated its ability to solve problems of computation biology.

3 Proposed Approach

In our proposed approach, we have performed homogeneous clustering for partition-

ing the patterns belonging to a single class only. Fixed number of rules for each class

(here, one rule for each class) is used. Every class is represented by a combination of

rules. To generate initial rule base, the training data are clustered using three different

categories of clustering method k-means, fuzzy c-means (FCM) and particle swarm

optimization (PSO) based clustering algorithm [4]. In order to catch each aspect of

data learning process, three different varieties of clustering algorithms which are of

different nature and can cluster using different approaches have been used.

Every single cluster represents a thick region in the input dataset which is depicted

by the related cluster centroid. Every individual cluster is thereafter transformed

into a rule, after which we perform adaptive rule tuning process to minimize the

error function. The proposed cluster-based classification produces three diverse base

classifiers. These base classifier’s results are joined using majority voting algorithm

which is used for class prediction. Majority voting technique is used to predict the

ultimate classification decision. The majority voting algorithm can be represented as

T∑

t=1
dt,J(x) = maxj=1,2,…,c

T∑

t=1
dt,j (2)
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End
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yes

1 fold

no

Fig. 1 Proposed approach

In situations where individual classifier decisions are not dependent on each other,

it can be observed that majority voting combination technique will lead to a perfor-

mance and accuracy improvement. The classification results are compared with other

standard algorithms J48, Adaboost, SMO, Naive Bayes and Random Forest. Figure 1

depicts the proposed approach.

Adaptive learning should be stopped when the training error (or misclassification)

reaches an acceptable level. The main goal of rule tuning is to remove irrelevant

data associated with the cluster and to include the data which belong to the cluster.

Rule tuning potentially increases the predictive power of the rule, helping to avoid

overfitting to the training data. As soon as the misclassification reaches to zero or

maximum iteration gets completed, the construction of the final rule, i.e. the rule

tuning procedure completes.



An Adaptive Cluster-Based Ensemble Learner . . . 579

The strategy for the rule tuning procedure is based on the concept of best centroid

for minimizing sum of squared error (SSE), and it can be obtained by the mean of

the points in the cluster.

SSE =
K∑

i=1

∑

x∈Ci

(ci − x)2 (3)

Let Ci be the ith cluster, x is a point in Ci and ci is the mean of the ith cluster. In order

to find the best centroid which minimizes sum of squared error(SSE) to zero can be

performed by the following differentiation for kth centroid ck. mk is the number of

objects in kth cluster

𝛿

𝛿ck
SSE = 𝛿

𝛿ck

K∑
i=1

∑
x∈Ci

(ci − x)2

𝛿

𝛿ck
SSE =

K∑
i=1

∑
x∈Ci

𝛿

𝛿ck
(ci − x)2

𝛿

𝛿ck
SSE =

∑
x∈ck

2 ∗ (ck − xk)

(4)

Equating sum of squared error (SSE) to zero,

𝛿

𝛿ck
SSE = 0 (5)

Now combining (4) and (5)

∑

x∈ck

2 ∗ (ck − xk) = 0 (6)

mkck =
∑

x∈ck

xk (7)

ck =
1
mk

∑

x∈ck

xk (8)

Hence, it can be observed that the best centroid for minimizing the SSE of a cluster

is mean of all the points in a cluster.
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We have followed the same principle and tuned centre accordingly in order to

minimize the misclassification accuracy. The training and prediction methodology

of rule tuning for adaptive learning is presented in Algorithm 1.

1 Algorithm: Rule Tuning(C,N) ;

input : Centres obtained from diverse clustering algorithm C, Number

of features in the training set N

output: Rule Tuned Centers

2 // Tuning process is repeated until
classification error is satisfactory for
each feature of training set

3 for i ← 1 to N do
4 Compute mean mi and standard deviation sdi corresponding to ith

feature of training set;

5 Choose tuning parameter nm;

6 Set initial value Iv to Minimum (mi-sdi,ci) and Max to (m+sdi);
7 Compute the error Ex

0 and misclassification Mx
0 for initial rule;

8 while (Iv < Max) do
9 Iv = Iv + nm;

10 Compute the error for the new rule base;

11 if Ex
t > Ex

t−1 then
12 Rt←Rt−1 // since the error is increased,

we restore the values corresponding
to the base rule

13 end
14 if Mx

t = 0 or Ex
t ≈ 0 then

15 Stop

16 end
17 t ← t + 1 ;

18 end
19 end

Algorithm 1: Rule tuning

4 Experimental Setup

In order to validate the proposed approach, the experiments were conducted on the

benchmark datasets obtained from the UCI machine learning repository [12]. The

ACEL algorithm has been applied on seven benchmark datasets. The datasets used

are Iris, Thyroid, Balance Scale, Vertebral Column, Haberman’s Survival, Liver Dis-

order and Diabetes.
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Table 1 Datasets used

Dataset Instances Attributes Classes

Iris 150 4 3

Thyroid 215 5 3

Balance Scale 625 4 3

Vertebral Column 310 6 3

Haberman’s Survival 306 6 2

Liver Disorder 345 6 2

Diabetes 768 8 2

The result of the proposed approach has been compared with benchmark algo-

rithms like J48, Adaboost, SMO, Naive Bayes and Random Forest. Table 1 gives a

summary of datasets. The experiment was performed in MATLAB.

5 Results and Discussion

We have trained our learner ACEL on seven biological datasets taken from UCI

machine learning repository [12]. To test cluster-based ensemble learner, we com-

pare the classification results by ACEL and by other standard algorithms J48,

Adaboost, SMO, Naive Bayes and Random Forest. Table 2 gives the accuracy cor-

responding to each dataset.

For the Thyroid dataset, ACEL gives 93.46 accuracy, performing similar to other

state-of-art algorithms J48, Adaboost and outperforming SMO by almost 5%. For

the Iris dataset, ACEL outperformed other algorithms and performed similar to SMO

with an accuracy of 96.67. For the dataset Liver disorder, ACEL performs better than

Naive Bayes and SMO by at least 15%. Haberman’s Survival dataset using ACEL

achieved 72.84 accuracy performing better than Random Forest by at least 8%. The

algorithm gives an accuracy of 84.83 for the dataset Vertebral Column, which is

Table 2 Results in terms of classification accuracy

Algorithm Thyroid Iris Liver

disorder

Haberman’s

survival

Diabetes Vertebral

column

Balance

scale

ACEL 93.46 96.67 66.6 72.84 69.91 84.83 79.04

J48 92.09 95.33 68.4 72.87 73.83 81.61 76.64

Adaboost 93.48 97.33 66.66 75.16 74.35 77.42 72.32

RF 95.35 94 74.49 66.99 74.349 84.19 81.6

NB 96.74 95.33 54.2 74.5 76.3 83.22 90.4

SMO 89.76 96.67 57.97 73.53 77.34 74.52 87.68
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Fig. 2 Confusion matrices

better than Adaboost by almost 9% and SMO by more than 12%. In Balance Scale

dataset, our proposed learner performs better than J48 and Adaboost algorithm.

The results obtained after performing ACEL algorithm suggest that applying

clustering on the datasets and transforming the cluster to rules followed by adap-

tive tuning on these clusters optimizes the classification decision. The experiments

performed on benchmark datasets show that ACEL works effectively in classifying

datasets.

Figure 2 shows the confusion matrix when proposed ACEL algorithm is applied

to each dataset. The actual and predicted labels give the number of instances that are

correctly classified or misclassified. Confusion matrix can be used to describe the

performance of a classification model. In confusion matrix, the count of true positive

and true negative indicates how well a classification model works. In the figure, we

can see that count of TP and TN is high for Iris, Thyroid, Balance Scale, Haberman’s

Survival and Vertebral Column suggesting high performance of ACEL.
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6 Conclusions and Future Work

We have presented a novel cluster-based ensemble learner (ACEL) based on the

principle of cluster ensemble learning along with rule tuning, which gives better

adaptability and improved accuracy. The proposed algorithm has been evaluated on

biological experimental datasets. The results of the experiments have shown that

our ensemble approach has given comparable results to individual learners. The evi-

dences from the experimental results show that adaptive cluster ensemble learning

process using tuning improves accuracy to a greater extent. In our future research,

we would like to focus on finding the optimal number of clusters and other critical

issues in ensemble classification like integration mechanism and robustness.
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Text Document Analysis Using
Map-Reduce Framework

K. V. Kanimozhi, P. Prabhavathy and M. Venkatesan

Abstract Due to the advance Internet and increasing globalization, the electronics
forms of information grow in a rapid manner. Extracting the useful hidden infor-
mation from those multiple documents is a recent challenge. Hence, efficient and
automated clustering algorithm which is effective in identifying topics plays the
main role in information retrieval. In this paper, the analysis regarding the large
unstructured text document corpus using our proposed map-reduce algorithm has
been performed, and the results show the advantage of the proposed method by
detecting clusters of document features within less computation time and provides
premier solution for increasing the precision rate of retrieval in information
extraction.

Keywords Text documents ⋅ Similarity ⋅ Map-reduce ⋅ Text clustering

1 Introduction

Due to the fast Internet growth and advancement of digital technology, a huge
amount of data is generated every day from various sources. Nowadays, analyzing
the unstructured text data is a new field and it is a challenge to mine meaningful
information from it. Since nature of the text is unstructured and massive in size, the
traditional techniques and algorithm will not be applicable. Hence, parallelizing the
existing algorithms using the big data tools and new automatic model is required to
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mine the valuable information from unstructured text. Today, World Wide Web and
social networks produce huge amounts of data daily. The social networks datas are
like chat messages, twitter dataset, newsfeeds, forum messages, reviews about the
products, movies, books, and news articles. Traditional machine learning
algorithms are not scalable for these huge datasets. Finding documents by match-
ing, clustering, and finding topics on this unstructured text pose latest challenges in
various applications like pattern recognition, information retrieval, recommendation
systems, intrusion detection, text summarization, and social media data analysis.
The paper is ordered as follows: Sect. 2 provides the outline of some existing works
regarding text mining and the topic modeling. Section 3 includes the problem
statement and the proposed solution for topic modeling by our combined approach
algorithm for unstructured text documents in big text datasets using map-reduce
framework. In Sect. 4, the experiments are done on real-world data and evaluate the
results of the algorithm and describe the explanations of proposed algorithm result
compared with existing methodologies. Finally, the conclusion is discussed in
Sect. 5.

2 Background Study

Topicmodeling and the clustering of document corpus aremutually associated to each
other. Topic modeling can project documents into a topic space which make easy and
effective document clustering. Wei et al. [1] used a latent semantic indexing-based
MLDCmethod to perform the clustering ofmultilingual documents, even though they
achieve the satisfactory result but not able to handle the document management
problems. Clifton et al. [2] infer the topics from the documents based on frequent item
mining concept but cannot find the new knowledge when new information or new
items found in a dataset is added to the topic, so scalability problem occurs and also
performance is affected with incremental mining. Blei et al. [3] use LDA model for
allocation of thewords in a document to topics, and hence,many tomany relationships
are performed between topics and words and also between document and topics.
Nagwani [4] again used k-means and LDAmethod for summarizing the text and topic
modeling based on map-reduce framework. Kontostathis et al. [5] presented the
performance of latent semantic indexing for the search and retrieval application. Xie
et al. [6] proposed a multigrain clustering topic model (MGCTM) which integrates
document clustering and topic modeling into a unified framework and jointly per-
forms the two tasks to achieve the overall best performance andmodel tightly couples
two components: a mixture component used for discovering latent groups in docu-
ment collection and a topic model component used for mining multigrain topics
including local topics specific to each cluster and global topics shared across clusters.
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And they proved that topic modeling-based clustering methods including LDA +
K-means, LDA + Naive, CTM, and MGCTM are generally better than K-means,
normalized cut and factorization-based methods. This corroborates our assumption
that topic modeling can promote document clustering. Ferrara et al. [7] clustering
framework adopts a novel pre-clustering procedure, namely, protomeme detection,
aimed at identifying atomic tokens of information inside tweets. Due to its efficiency,
this strategy should be particularly well suited to work in streaming scenarios.
Goldszmidt et al. [8] uses probabilistic-based framework for information retrieval and
proved that the results are superior to other information retrieval methods. Aggarwal
[9] discussed the various clustering algorithms used for document clustering. Beng-
habrit [10] proposed algorithm selects iteratively relevant features and performs
clustering until convergence and results show that the good performance. Zhao et al.
[11] mainly discussed the challenge of using the EM algorithm and the Map-Reduce
framework to train PLSA model using map-reduce technique. Tripathy et al. [12],
Tang et al. [13], and Sadeghian et al. [14] discussed the algorithm for various real-time
data; Kanimozhi and Venkatesan [15–18] discussed various text clustering using
map-reduce programming. Generally, in English like languages to discover the
meaning of documents is a problem since each word represents multiple meanings so
techniques like latent semantic analysis called latent semantic indexing method face
difficulties in handlingmultiplemeanings for oneword because it ismeant for only the
direct mapping like one word to one meaning. Even though this method reduces the
dimension, it is not probabilistic and fails to handle noise. But probabilistic latent
semantic analysis method is used for analyzing documents to discover the underlying
meaning or concepts of those documents. Hence, we use probabilistic-based latent
semantic analysis model is used to solve this type of problem and to perform better
topic modeling since it handles polysemy. It allows for the estimation under cir-
cumstances of uncertainty. And also, this method provides a uniform system for
integrating and reasoning over heterogeneous information. But probabilistic latent
semantic analysis method is also computationally expensive if we model the docu-
ments directly to millions of documents. The time required by increases significantly
with increase in the number of documents. Hence, we combine cosine similarity with
probabilistic latent semantic analysis method to solve the problem.

3 Problem Statement and Proposed Solution

The main problems faced by text processing are, namely, the huge volume of
documents and the large size of text documents features. To enhance the efficiency
of clustering and to reduce the time and space complexity a topic modeling is
proposed by cosine similarity-based probabilistic latent semantic analysis and
implemented using map-reduce techniques. The proposed system is divided into
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two phases: In the first phase the input as search, query terms are compared with the
document corpus and cosine similarity is calculated. After the calculation is per-
formed, the similar documents are obtained. In the second phase, the similar doc-
uments are taken as an input, and PLSA technique is applied to the similar
documents and the topics are generated. Then, the documents are ranked
accordingly.

3.1 Map-Reduce Framework

To manage the large text documents and to solve the scalability problem we use the
map-reduce programming. The proposed method works in parallel manner at dif-
ferent stages with less computation speed and reduces the huge dimensionality
hence algorithm works in different levels and clusters many documents in parallel
manner, which leads to reduced computation speed and huge dimensionality
reduction.

3.2 Text Preprocessing

Data preprocessing is an important method in data mining which converts involves
transforming unprocessed data into an understandable format. Since the real-time
data is often incomplete, inconsistent, and noisy, we need to solve those issues by
data preprocessing and convert to processed format to yield efficient and accurate
result. The preprocessing contains the following functions. Here we perform two
main preprocessing steps for preparing dataset like tokenization and stop word
removal method in our implementation. Using the map-reduce programming our
algorithm does the preprocessing step for tokenization and stop words removal for
our dataset collection. The first step is called tokenization which divides the every
line of text document into individual words called tokens. Next is stop words
removal where the words which do not contain important significant information or
occur so often that in text collection are removed. In this paper, stop word list are
stored in a separate file and it is verified with all the text documents using the stop
word removal method, and thus, those unnecessary stop words are eliminated from
those documents.
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3.3 Proposed Methodology

Topic modeling using probabilistic approach is used to discover the latent
semantics from large text collection. Whenever this probabilistic-based approach is
used for topic modeling it is computationally expensive, so whenever number of
document increases, time required to process those documents are also increases.
Therefore in order to reduce the computational time, we proposed cosine
similarity-based probabilistic latent semantic analysis approach to compute the
similarity between those documents and the input search terms and then once the
similar documents are found we applied probabilistic latent semantic analysis on
those limited number of documents that need to be processed and also ranked the
documents according to their similarity with the incoming search term.

3.3.1 Cosine Similarity PLSA-Based Text Analysis

In Stage 1: The inputs as search query terms are compared with the document
corpus and cosine similarity is calculated. After the calculation is performed the
similar documents are obtained. In Stage 2, the similar documents are taken as an
input, and PLSA technique is applied to the similar documents and the topics are
generated. Then, the documents are ranked accordingly shown in Fig. 1.

Fig. 1 Cosine similarity PLSA-based text analysis
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frequency.
      End for

Step 3: Method to calculate cosine similarity between all the documents using  
term frequency inverse document vectors and output the similar documents.

Step 4: Method to remove the stop words from those documents 
Step 5: Train the list of documents using PLSA with maximum iteration

5.1 Train the list of documents using PLSA with maximum iteration by EM 
algorithm to estimate the parameters

5.2 Use E-step to calculate the posterior probability
(z|d,w,&),&is model params(p(z|d),p(w|z)) , 

p(z|d,w,&)=p(z|d)*p(w|z)/sum(p(z'|d)*p(w|z')), z' represent all possible topic.
5.3 Find document Topic Probabilities and document Term Topic Probabilities
5.4 Use M-step to update 

p(w|z),p(w|z)=sum(n(d',w)*p(z|d',w,&))/sum(sum(n(d',w')*p(z|d',w',&)))
d' represent all documents , w' represent all vocabulary

5.5 Find topic Term Probabilities 
5.6 Update p(z|d),p(z|d)=sum(n(d,w')*p(z|d,w'&))/sum(sum(n(d,w')*p(z'|d,w',&)))

where w' represent all  vocabularies and z' represent all topics
5.7 Update document Topic Probabilities
5.8  Return topic Term Probabilities and all words

Step 6: Return Topic Word Probabilities
End of the algorithm.

Algorithm for Topic Modeling Using Cosine PLSA Using Map-Reduce Framework:

Input: Document parser and search query terms from local system to hadoop file system.
Output: Topics 
Method: 
Begin of the Algorithm 
Step 1: For each document D in document set do

1.1 Method to read files and tokenize the input files into individual terms and store 
in termsDocsArray which hold all terms of each document in an array.

      End for
Step 2: Method to create term vector according to its term frequency inverse document 

frequency score.
For all string terms do

2.1 Calculate term frequency from doctermsArray and return term frequency.
2.2 Calculate inverse document frequency from termsDocsArray and terms and 

return inverse document frequency
2.3 Calculate term frequency inverse document frequency based term frequency  

and inverse document frequency and return term frequency inverse document 

In probabilistic latent semantic analysis, we aim to discover topics which are not
apparent, by considering different documents which may have words in common.
Our proposed algorithm works well when documents in the corpus are large. Using
the map-reduce paradigm we created a method which initially reads all the input
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documents and stored in an array format. And the first step of preprocessing is
tokenization is performed from all the input documents in which it produces the
output as individual terms and stored in an array variable called term document
array where it holds all terms of every document in an array. Then, the term
frequency is calculated from the array. Term frequency is the frequency of every
word occurred in each document is calculated. And inverse document frequency is
the measure of the rareness of a term and inverse document frequency helps to
identify what it is that makes a given document special. On a large document the
frequency of the terms will be much higher than the smaller ones, hence normalized
the document based on its size. Then, inverse document frequency is calculated
from term document array and terms by combining the above two like term fre-
quency and inverse document frequency term frequency-inverse document fre-
quency. Between all documents the cosine similarity between the query input and
all documents are calculated using the term frequency-inverse document vectors.
Once the similar documents are calculated the stop words are removed by stop word
removal method for all those documents. Hence, we get the output as similar
documents without stop word removal. Then, the probabilistic latent semantic
analysis algorithm is applied to those minimum documents instead of whole input
documents hence reduces the computation time, so time required by the algorithm
is very less. After calculating probability for all documents regarding all the
probable topics, highest probability words or terms occurred in the documents are
considered and the highest probable documents regarding every topic are ranked in
order of probability values.

4 Experiments and Results Analysis

In this section, we have implemented the algorithms of PLSA and cosine
similarity-based PLSA separately for twitter dataset and the performance evaluation
are performed in map-reduce parallel programming on a Hadoop environment.

From our experiment, we tested the scalability of proposed method by increasing
the number of documents with respect to the number of nodes, and we found that in
Fig. 2, the graph linearly increases to the number of text documents with maximum
number of nodes. Computational time decreases with respect to number of nodes is
shown in Fig. 3.

4.1 Comparison Between PLSA and Cosine PLSA

We have performed a comparative analysis on the performance of traditional
probabilistic latent semantic analysis with the combined system of cosine similarity
with probabilistic latent semantic analysis on the same Twitter Dataset. The time
required to run the twitter dataset for probabilistic latent semantic analysis is 11 min
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46 s and the time taken to run the same twitter dataset using our proposed cosine
similarity with probabilistic latent semantic analysis is 9 min 29 s. After performing
the comparative analysis between these two methods on same datasets, we conclude
that our proposed cosine similarity probabilistic latent semantic analysis performs
better by taking less time for execution of the same twitter dataset than PLSA and
the execution time between these two approaches is shown in Fig. 4.

5 Conclusion

In this paper, we have mainly implemented and analyzed the performance of PLSA
and cosine similarity-based PLSA on the same document corpus in a Hadoop
framework. We have seen a considerable difference regarding the computation time

Fig. 2 Scalability with
respect to the number of
nodes

Fig. 3 Computation time
decreases with respect to
number of nodes

Fig. 4 Run time of PLSA
and cosine PLSA
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of these two approaches that only PLSA algorithm for topic modeling takes more
computation time and as per our expectations, the approach where the combination
of the cosine similarity-based PLSA takes less computation time than the single
PLSA approach. And we thus reduce the huge dimensionality using our approach
and results in generating topics, which leads to effective clustering in large text
document corpus. Future work shall consider the possibility of search results by
ranking the documents.
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WAPiS: WhatsApp Pattern
Identification Algorithm Indicating
Social Connection

Sawan Kalra, Rahul Johari, Sonika Dahiya and Poonam Yadav

Abstract Today social networking has emerged as a prominent area of network-
ing. It provides a platform where people can exchange information, sentiments, and
expressions. Taking this as a core, the current research work was initiated wherein
WhatsApp chats of different individuals were taken and effort was made to identify
social inclination/pattern between them. The newly proposed WAPiS Algorithm:
WhatsApp Pattern Identification Algorithm indicating Social Connection has been
formulated to achieve this. The algorithm has been designed and developed using
C#–MongoDB combination and the results indicate the existence or identification
of the social contact between the WhatsApp text of the sampled individuals.

Keywords Big data ⋅ Data mining ⋅ MongoDB ⋅ WhatsApp

1 Introduction

Big data is the term for a collection of datasets that are large and complex and
therefore it becomes difficult to process using in hand database management tools
or traditional data processing applications. Nowadays, most of the tasks have been
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shifted to Internet-based solutions rather being manual. Whether it is bill payments,
food ordering, tax payment, online shopping, ticket booking, or some kind of
entertainment or social website. The data generated by the use of these services
provided on the Internet is increasing exponentially. Hence, many times this data
becomes difficult to manage. One such example of big data is the WhatsApp chats,
used in current research work to showcase how such large amounts of data can be
handled and information can be extracted.

The large number of social networks tools and applications, forums, online
marketplaces, and additional online resources publish content, which can be used
for understanding the mindset of the consumers and the common public on social
events like political movements, company policies, marketing strategies, product
choices. Such data can be analyzed using an amalgamation of data mining, deep
learning, web mining, and text mining techniques in a variety of real-life applica-
tions. The current research work aims to provide a case study that searches through
keywords in the WhatsApp chats and gives the information about the social
interests of different people. For instance, a teenager uses smileys or emoticons a lot
more than an adult. Also, the social interests can be of many types: politics, sports,
news, movies, festivals, etc. Taking chats of 4 different people, which may belong
to same social groups or may be random at all, which means having no kind of link
with each other, or may have some kind of social inclination toward each other
knowingly or unknowingly. With the time period of a week, the messages
exchanged between two people (referring to one chat) may be focused on only one
topic or may contain many topics, for instance, the chat may be focused on the
admission procedure in any school\college\university or the chat may be consisting
of various topics like recently released movie gossip, planning of a tour, any natural
calamity, political talk, any ongoing tournament like Indian Premier League or
Champions Trophy or Wimbledon Cup or may be the Olympics, doctor’s
appointment, which differs from person to person. This project tries to find con-
nections between these chats and devise a social inclination between the two per-
sons. To manage this huge data or big data various tools are available, two major
tools among them are MongoDB and MyHadoop.

MongoDB has been used as it is a cross-platform, open-source, document-driven
database which provides good performance, 24 × 7 availability, and thorough
scalability of data. It has no concept of table, schemas, SQL, or rows. It does not
possess transactions, ACID compliance, joins, foreign keys, or any of the other
property that serves as a reason to cause a lot of problems. To the best of our
knowledge and vision, this is a first of its kind of work in this direction.

This paper is organized in the following manner. In Sect. 2, we highlight pre-
viously done related work on social media data mining. In Sect. 3, we explain our
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motivation and in Sect. 4, we outline our methodology adopted, before we proceed
with a presentation of our algorithm formulation in Sect. 5. We present simulation
environment in Sect. 6. The simulation of the WAPiS is presented in Sect. 7.
Finally, conclusion and future work are in Sect. 8 followed by references.

2 Related Work

In [1], the author(s) have presented the detailed account of the benefits and
drawback of big data tools and techniques. In [2], the author(s) have designed a
workflow to integrate both qualitative analysis and data mining techniques. They
focused on students’ Twitter posts to explore the insights in their educational
experiences. In [3], the author(s) states that it is difficult for traditional databases
and architecture to modify, grill, and then structure the data that the Internet user
generating daily on chatting, liking, poking, tweeting on social media which has
become a vast source of unstructured data. In [4], the author(s) proposed a
framework in order to improve the throughput of the system. In this paper, two
issues related to fast access to real-time data are presented; the first issue is indexing
and second was handling of real-time content spikes. Based on these concepts,
RTSEs (Real-Time Search Engines) were analyzed. In [5], the author(s) explored an
unsupervised topic modeling approach. In [6], the author(s) have presented a review
paper of various fuzzy clustering algorithms. It includes description of FCM, IFCM,
T2FCM, DOFCM, KIFCM, FCM-sigma, KFCM, KT2FCM, etc. In this paper, the
author(s) have compared the performance of various algorithms on noise-free and
noisy data, also linearly and nonlinearly separable data.

3 Motivation

WhatsApp is a cross-platform instant messaging application and whether one uses
Android or BlackBerry or iOS. Hence, the motivation to mine the conversations
and figure out social interests as the better part of everyone’s life is now spent on
communicating via these messages.

The social conduct and the topics of interest and the gravity or the seriousness of
the topics provided viable information which helped to establish a finer under-
standing of the customer base, civilian base, or just the humans in general. This
could further mine more applications in the corporate world once chats are analyzed
for sentiment or social interests that bind a certain category of people together in

WAPiS: WhatsApp Pattern Identification Algorithm … 597



social groups, which could further lead to more applications. This unexplored area
motivated us to work in this direction and attain the plausible results.

4 Methodology Adopted

WhatsApp chats of 4 different persons over a week were taken. The chats were
received in text file format that is for 4 WhatsApp chats were stored in 4 different
text files. Now, these chats were imported into Microsoft Excel, and then separate
every single chat into different columns that were date, time, meridian, and mes-
sage. Then, we saved this file in CSV (Comma Separated Values delimited) file
format.

C#–MongoDB Connectivity program was written to connect to the database.
Now after saving the WhatsApp Chats in CSV file format, each file was

imported into the MongoDB database using the following command:

mongoimport -d database -c collection ––type csv ––file
filename .csv ––headerline

5 Algorithm Formulated

Text analytics (text mining) indicate the extraction of the information from textual
data. Information extraction (IE) techniques extract/fetch structured data from
unstructured text. WAPiS: WhatsApp Pattern indicating Social Connection—In this
a framework/strategy is presented and results are showcased that show how popular
social media tools like WhatsApp chat can relate two persons by their common
interest on the basis of words they used during the chat. These are the various steps
that are involved in the process of data mining from data collection to decision
making:

5.1 Working Steps of WAPiS: WhatsApp Pattern Indicating
Social Connection

1. To collect sample WhatsApp chat of 4 persons for a defined date and time, let us
say of 1 week.

2. Take first WhatsApp chat:

2:1. Start scanning from the first word to the EOF.
2:2. To ignore/eliminate sentence connecting words like: I, We, are, and, for, if,

etc.
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2:3. To ignore all the words whose word length (WL) ≤ 6.
2:4. Push the selected words into first stack.

3. Repeat step 2 for remaining three WhatsApp chats numbered 2–4.
4. At the end of step 3:

Now we have 4 stacks, one for each person that contain at least 10 unique words
whose length is greater than six.

5. From Stack 1, pick up the first word and search for its existence in Stack 2, 3,
and 4.

6. If suppose the word occurrence is not found in Stack 2 and 3 then in:

6:1. Pick up the second word from Stack 1 and search for its occurrence in Stack
4.

6:2. If 6.1 is successful then:
Choices/interest of WhatsApp chat of first person matches with fourth
person.
Else

Goto step 5, pick up second unique word from stack 1 and search for its
existence in Stack 2, 3, and 4.

7. To conclude, the objective is to determine social pattern amongst the selected
sample dataset: four WhatsApp chats.
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5.2 Mathematical Modeling of WAPiS Algorithm

Notations:
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6 Simulation Environment

6.1 Visual Studio

Visual Studio is Microsoft’s IDE tool for creating, documenting, designing, run-
ning, and debugging programs typed in C#. Visual Studio also provides editing
tools for manipulating numerous types of files. Visual Studio is an effective and
efficient tool for creating critical and noncritical applications.

6.2 MongoDB

It is a cross-platform, open-source, document-based database which provides, high
throughput, high availability, and easy scalability of data. It employs the concept of
collection and document. It has no concept of table, schemas, SQL, or rows. It does
not have transactions, ACID compliance, foreign keys, joins, or any of the other
database features that usually cause a lot of problems.

7 Simulation Performed

The WAPiS Algorithm was designed and developed by writing the code in C# (C
Sharp Programming Language) with database connectivity done with MongoDB.
Figures 1, 2, and 3 depict the same.

Fig. 1 Snapshot indicating the identification of the keyword in chat

WAPiS: WhatsApp Pattern Identification Algorithm … 601



Fig. 2 Snapshot indicating the searching of the keyword in other person’s chat

Fig. 3 WAPiS algorithm database connectivity to MongoDB
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8 Conclusion and Future Work

WhatsApp chats were imported in MongoDB, and for the future work it is proposed
to decrypt the newly encrypted chats directly rather than getting the WhatsApp
chats in the text files, import the chats obtained, and then apply the data mining
techniques with a more efficient algorithm which will reduce space and time
complexities.

Next step that we would be taking is to take the chats of more people based on
different criteria like people belonging different geographical regions, people with
different interests, people among same institution or company or job profile, etc.

This current research work can further be used to Twitter’s tweets dataset and
over Facebook’s posts dataset and it can be enhanced to apply opinion mining
techniques and sentiment analysis.

Acknowledgements and Submission We author(s) certify that due permission and consent was
taken from four different person(s), whose chat history/post has been taken as a sample for
carrying out the current research work. For the sake of ‘data privacy’, their names have been
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A New DNA Cryptography Based
Algorithm Involving the Fusion
of Symmetric-Key Techniques

Animesh Hazra, Soumya Ghosh and Sampad Jash

Abstract Today, with the increase in technology and computational power
everything is getting digitalized. More and more private data is being loaded into
our computers. These data are sent to various websites for suitable applications.
Now, the problem arises while transferring these data. Sending these data through
insecure channels like the Internet without using proper encryption methods can
lead to data loss or data hacking. In order to protect this data, various encryption
methods are being implemented. One such encryption methodology used in this
arena is DNA cryptography. This paper gives a brief overview of DNA cryptology
along with a new algorithm based on the fusion of symmetric-key cryptography,
DNA nucleotides, and XOR operation is proposed. This algorithm is very much
efficient and one main striking feature of the algorithm is the security which can be
set as per sender requirements.
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1 Introduction

Cryptography [1] can be described as the art of accomplishing security with the
help of encoding messages in order to make them non-readable. The technique of
decoding the non-readable messages into readable one is known as cryptanalysis
and it can be said that cryptology is defined as the combination of cryptography and
cryptanalysis. Before the age of computers, the art of cryptography was performed
by manual techniques. Some of the techniques involved are substitution technique
and transposition technique. A few examples of substitution cipher are Vigenere
cipher, modified version of Caesar cipher, monoalphabetic cipher, polygram sub-
stitution cipher. Some transposition techniques include rail-fence technique, simple
columnar transposition technique, Vernam cipher technique, etc. The introduction
of computer made it possible to use more complex cryptographic algorithms.
Technical terms like encryption and decryption came into existence. Encryption is
defined as the process involved in the encoding of plain text to cipher text and
decryption is the reverse process of encryption.

Encryption and decryption have two major aspects. One is the algorithm that is
involved in the encryption process and another one is the key used in the algorithm.
Key is the most important attribute on which the security of the encryption tech-
nique depends. It can be classified into two categories. When the same key is used
for both encryption and decryption then it is known as a symmetric key, whereas in
asymmetric key different keys are used for encryption and decryption algorithm.
There are various methods to implement these techniques like data encryption
standard (DES), international data encryption algorithm (IDEA), RC4, RC5,
Blowfish, advanced encryption standard (AES), RSA, ElGamal cryptography, etc.
There are some challenges involved in traditional cryptography. One such problem
is the sharing of the key because it may fall prey to attacks like eavesdropping or
man in the middle. It has been found out that the ultimate power of a cipher depends
on three important factors, i.e., the size of the key, the infrastructure on which the
key is running, and last one is the algorithm on which it is designed. Today the most
secure key length is 2028 bits. A famous symmetric key algorithm known as DES,
which uses a 5-bit key size is no more considered as safe. The increase in com-
putational power has compromised the safety of the traditional cryptographic
techniques. This problem is solved with the use of DNA cryptography.

2 DNA Cryptography

DNA computing can be defined as a new technique for securing information with
the help of biological structures. Adleman [2] can be considered as the pioneer of
the DNA computing. He used this in 1994 for solving complex algorithmic prob-
lems. Now, it is discovered that DNA can be used to store and transmit data.
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There are several advantages of DNA computing out of which a few of them are
discussed as follows:

a. Minimum storage requirement: In a compact volume large amount of data can
be stored. Calculations suggest that 1 g of DNA contains 108 terabytes of data.

b. Speed: DNA computing techniques are almost 100 times faster than the
modern-day fastest computer.

c. Minimum power requirements: DNA computing needs very less or no power at
all compared to modern-day computers.

The process of hiding data in terms of DNA sequence is known as DNA
cryptography. At present, the work in the field of DNA cryptography is focused on
the use of DNA sequences to encrypt binary data in some form or other. In the near
future, DNA computing will become as one of the leading techniques for securing
information. Some of the DNA cryptographic techniques based on which the
proposed algorithm is designed are discussed as follows.

2.1 DNA Digital Coding

It is the technique of mapping the 4 different bases of DNA that are A, C, T, and G
with 0 and 1. Plain text messages can be easily encoded using this scheme. There
are 24 such patterns possible but only 8 unique combinations are considered which
fit the complementary rule. This will be clear with the following example. Suppose
someone wants to send the number “97” using DNA encoding. He or she can
convert “97” to binary form by breaking 9 to 4-bit binary form 1001 and 7 is
converted into 0111. Then both the binary forms of 9 and 7 are joined together. The
resulting binary number will be 10010111.

Starting from the left-most bit, two consecutive binary digits are taken and
converted to corresponding DNA nucleotide bases by following the scheme
described in Table 1. In this way finally, the number “97” will be encoded as
“CTTG”. Now the encrypted message “CTTG” will be sent through a channel to
the receiver. The receiver then decodes it and extracts the original message.

Table 1 Conversion scheme
for binary form to DNA
nucleotide

Binary form DNA nucleotide

00 A
01 T
10 C

11 G
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2.2 Hao’s Permutation and Fractal Sequence

Hao et al. [3] designed and proposed a DNA fractal sequence representation
approach. A complete genome of length N is given which may be circular or a
linear DNA sequence composed of N letters from the alphabets A, C, G, and T. The
authors designed a mapping technique that maps the four letters A, C, G, and T to
the base-4 number system. α: {G, C, A, T} → {0, 1, 2, 3}. The coordinates for the
counter of the first K-string are calculated using (1) and (2).

x= ∑
k

i=1
2k− i α sið Þ ≫ 1½ � ð1Þ

y= ∑
k

i=1
2k − i α sið Þ&E½ � ð2Þ

In (1) and (2) E means a binary number 1, “≫ 1” indicates the right shift by one
bit, symbol “&” is bitwise AND operator and s stands for the chosen DNA
sequence. Here, α is a mapping function which converts the selected sequence into
its corresponding base-4 number system. This permutation approach is robust and
provides high security, particularly in image encryption. Using this approach
authors have proposed a new key generation process for image encryption [4].

2.3 Polymerase Chain Reaction (PCR)

PCR is a technique generally applied in the amplification of DNA with the help of
molecular biology. The steps followed in PCR operation are denaturation, which is
followed by primer annealing and primer extension. In denaturation, a two
single-stranded DNA is formed from a double-stranded molecule. This is done by
heating the sample at a very high temperature of about 94–96 °C. Then primer
annealing is done at about 50–65 °C, where the primers which are designed to
amplify the DNA regions are attached to the complementary sequences. Finally,
primer extension is performed. In this step, the temperature is again raised to about
72 °C. Here, nucleotides are added to the strand of a short primer on the base of
original DNA strand using polymerase enzyme.

3 Literature Survey

Several research papers are there which explore DNA-based cryptographic tech-
niques. In this section, the summaries of some of them are presented in a nutshell.
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Fu et al. [5] implemented a new DNA cryptographic algorithm. The method is
based on DNA fragment assembly. The authors have implemented the features of
DNA digital coding, DNA molecular key, and some software techniques in their
algorithm. This technique follows the concept of symmetric key cryptography. The
encryption mechanism is done here using DNA digital coding.

Verma et al. [6] have proposed an index-based DNA encryption algorithm. The
plain text messages are encrypted into DNA sequences with the help of index of
strings and block cipher. The sequences are given an index number which acts as
the ciphertext. It is very hard for an attacker to guess the real message.

In [7], authors have implemented a method which is based on the asymmetric
key. The algorithm uses PCR amplification along with DNA digital coding and
digital synthesis for encryption of the plain text. PCR amplification is added here to
provide security and safeguard during the communication phase. This encryption
scheme has high confidential strength.

Yupeng et al. [8] designed a method on index-based encryption algorithm which
follows symmetric-key cryptography. The proposed technique is based on the index
of string and block cipher. The plaintext is encrypted twice with the help of the key.
XOR operation is used after the key generation. The chaos mapping added in this
algorithm increases the mathematical security. Key generation ensures that the huge
key space is fully optimized and can prevent extensive attacks.

In [9], the authors have proposed a DNA-based encryption method using big
data. When a large amount of data is to be stored using big data then the use of this
encryption technique is suggested. The designed method uses PHP language and a
DNA encoding table for the encryption process. So far big data analysis is facing
many challenges. Therefore, this encryption process can be used to solve some of
the problems in big data analysis.

Reza et al. [10] have designed a new method to encrypt information with
DNA-based cryptography. It is performed on five main stages. Concepts of data
preprocessing and data post-processing are used in this technique. This algorithm is
very much secured since it has a double layer of security and is based on Vigenere
cipher.

Tanaka et al. [11] proposed a DNA cryptographic algorithm which is based on
the one-way public key. The two keys are generated using ODN mixture. One of
the public keys helps in encoding the plain text in a DNA sequence. In order to
decode the DNA sequence, PCR amplification with the help of a secret sequence is
implemented. This is an asymmetric method which has a high level of security but
very costly to implement.

In networking and data communication the main concern is security. Mobile
networks are becoming vulnerable day by day. In [12] the authors have proposed a
method to secure mobile networks through DNA-based cryptography. DNA
encoding, mRNA sequence, amino acid, and some mathematical concepts are used
for encryption procedure. The proposed technique is secured enough to endure the
brute force method as the permutations used in this methodology are very strong.
This process can be applied as a hardware solution.
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4 Proposed Methodology

This section gives an idea about the working mechanism of the proposed
methodology. The algorithm is based on symmetric-key technique which is
designed with the fusion of XOR operation and substitution method. It is described
below in detail.

4.1 Proposed Algorithm

Step 1: Initially the plaintext P which is to be sent is decided by the sender.
Step 2: P is converted to ASCII code and then to its corresponding 8-bit binary

value PB.
Step 3: Now, a DNA sequence D is randomly chosen which will act as the key.

D is converted to binary form using the conversion scheme sited in
Table 2 and named as DB.

Step 4: DB and PB are XOR-ed with each other and the resultant binary value is
termed as R.

R=DB ⊕PB ð3Þ

If DB and PB are not of the same size then extra 0 s are added to the left
side of DB or PB whichever is smaller in size. The number of zeros added
here is equal to the difference between the number of bits present in DB

and PB.
Step 5: Then DNA sequence D is complemented using Table 3 and named as K.

At the same time R is complemented using one’s complement operation
and the resulting value is titled as R̄.

Step 6: Then K is encrypted as per the rules explained in Sect. 4.2 and is termed
as KE.

Step 7: Now both R̄ and the encrypted DNA sequence KE are sent together to the
receiver through various insecure channels like Internet.

Step 8: To decrypt the message at the receiver end the reverse process of
encryption should be followed.

Table 2 Scheme for
converting DNA nucleotide
into corresponding binary
form

DNA nucleotide Binary form

A 00
T 01
C 10
G 11
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4.2 Encryption Scheme for Complemented DNA
Nucleotide (K)

Step 1: The total number of DNA nucleotides present in K is counted and then
divided by 3. If the remainder is zero then K remains unchanged,
otherwise “X” is added to the right side of K. The number of “X” added
is equal to the difference between 3 and the remainder.

Example 1 If K is ACTGACTAG, then there are 9 DNA nucleotides. Now dividing
the total number of nucleotides present in K by 3, we get 0 as remainder hence
nothing will be done with the DNA sequence.

Example 2 If K is ACTG, then there are 4 DNA nucleotides. Now dividing the total
number of nucleotides present in K by 3, 1 will be returned as remainder. Hence,
the new DNA sequence is ACTGXX (the number of X added is equal to the
difference between 3 and the remainder).

Step 2: Now, the DNA nucleotides of the chosen DNA sequence are to be
grouped in such a manner that each group has exactly three nucleotides.
The grouping starts from the leftmost side nucleotide. Then using
Table 5 decimal values are assigned to each group.

Example 3 If ACTGACGTGCXX is chosen as the DNA sequence then in the
following fashion the grouping will be done (Table 4).

Table 3 Rule for complementing the DNA sequence

Original DNA nucleotide (D) Complemented DNA nucleotide (K)

A T
T A
C G
G C

Table 4 Example for
explaining Step 2

Group
name

DNA nucleotides
present in the
group

Decimal values associated
with each group (from
Table 5)

Group 1 ACT 10
Group 2 GAC 66
Group 3 GTG 71
Group 4 CXX 59
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Step 3: After getting the decimal values for the corresponding groups, they are
concatenated sequentially from left to right to get an intermediate string.

However, this string represents a set of decimal numbers.

Example 4 After execution of step 3 using the DNA sequence in Example 3, the
string “10667159” will be generated by following the way described in Table 6.

Table 5 Permutation table for converting DNA nucleotides into decimal values

DNA
nucleotide

Decimal
value

DNA
nucleotide

Decimal
value

DNA
nucleotide

Decimal
value

DNA
nucleotide

Decimal
value

AAA 1 TAA 22 CAA 43 GAA 64

AAT 2 TAT 23 CAT 44 GAT 65

AAC 3 TAC 24 CAC 45 GAC 66

AAG 4 TAG 25 CAG 46 GAG 67

ATA 5 TTA 26 CTA 47 GTA 68

ATT 6 TTT 27 CTT 48 GTT 69

ATC 7 TTC 28 CTC 49 GTC 70

ATG 8 TTG 29 CTG 50 GTG 71

ACA 9 TCA 30 CCA 51 GCA 72

ACT 10 TCT 31 CCT 52 GCT 73

ACC 11 TCC 32 CCC 53 GCC 74

ACG 12 TCG 33 CCG 54 GCG 75

AGA 13 TGA 34 CGA 55 GGA 76

AGT 14 TGT 35 CGT 56 GGT 77

AGC 15 TGC 36 CGC 57 GGC 78

AGG 16 TGG 37 CGG 58 GGG 79

AXX 17 TXX 38 CXX 59 GXX 80

AAX 18 TAX 39 CAX 60 GAX 81

ATX 19 TTX 40 CTX 61 GTX 82

ACX 20 TCX 41 CCX 62 GCX 83

AGX 21 TGX 42 CGX 63 GGX 84

Table 6 Example for explaining Step 3

Group
name

DNA nucleotides
present in each group

Decimal values associated with
each group (from Table 5)

String after
concatenation

Group 1 ACT 10 10

Group 2 GAC 66 1066

Group 3 GTG 71 106671

Group 4 CXX 59 10667159
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Step 4: Now using the following substitution table the decimal values are sub-
stituted into binary values (KE) (Table 7).

Example 5 Finally, the DNA sequence K will be converted to the encrypted form
(KE) as follows.

10667159 → 1001− 0000− 0011− 0011− 0110− 1001− 0111− 0101

5 Discussion

5.1 Illustration of the Proposed Methodology

If sender wants to send the plaintext “B” with the following chosen DNA sequence
ACTGACTGA using this algorithm then the following steps should be followed.

Step 1: Initially the plaintext “B” is converted to ASCII value followed by its
binary value in the following way (Table 8).

Step 2: The chosen DNA sequence ACTGACTGA is converted into binary form
using Table 2, which generates the binary value 001001110010011100.

Step 3: Now, binary value of the DNA sequence and binary value of the
plaintext are XOR-ed with each other. After executing the above pro-
cedure as explained in step 4 of Sect. 4.1, R is generated as
001001110011011110.

Step 4: Next, the DNA sequence is complemented using Table 3, which pro-
duces the resulting sequence as TGACTGACT and it is called as K.
Simultaneously R is complemented into R̄ which is
110110001100100001.

Step 5: Then K is encrypted using the scheme described in Sect. 4.2 and its
value is 100000100111000010010000.

Step 6: Finally, both R̄ and KE will be sent through various unsecured channels
like Internet.

Table 7 Substitution table for conversion of decimal value to binary value

Decimal value 0 2 4 6 8 9 7 5 3 1

Binary value 0000 0001 0010 0011 0100 0101 0110 0111 1000 1001

Table 8 Example for converting the plain text to ASCII value and then to binary form

Plain text ASCII value Binary form

B 66 01000010
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Step 7: At the receiver end, initially the encrypted key KE is decrypted using
reverse steps, then with the help of the key R̄ is decrypted and hence the
original message is recovered.

This algorithm is implemented on Windows 10 operating system with 64-bit
platform using Java programming environment.

5.2 Security Analysis of the Proposed Methodology

• Two levels of security is implemented in this algorithm since two levels of
substitution is applied on the key.

• Depending on the number of nucleotides present in the selected DNA sequence
the security of the key varies. Calculations show that for trying 4x times only
once the key can be broken where x is the number of nucleotides. If the value of
x is more than 9 then the attacker would require a million chances to decode the
key. It can be concluded from the above fact that the algorithm is very much
secured from a dictionary attack.
Explanation: Four different nucleotides, i.e., A, T, C, and G can be chosen in
order to make the DNA sequence. Therefore, according to permutation rule if
six is the length of the DNA sequence then total number of possibilities of
forming the sequence will be 4 × 4× 4× 4× 4× 4=46. Therefore, for n
nucleotides the total number of permutations will be 4n i.e., the complexity of
permutation will be exponential in nature.

• Another level of security is incorporated in the encryption scheme during
substitution of decimal values of DNA sequence into the binary sequence as the
substitution occurs in an scrambled fashion. It is practically very hard for the
attacker to guess it, which would take 16 guesses to find the correct binary
sequence for one decimal value. Hence, for 10 different numbers, there will be
16P10, i.e., more than 29 billion chances are required to obtain the encrypted key
(KE).

• This algorithm is highly flexible because the sender can encrypt the plain text
using the same key for the whole message. On the other hand, the sender can
add enhanced security by encoding each word with different keys. But in that
case, the time complexity will increase rapidly. Depending on the requirement
of sender, the algorithm can be modified accordingly.

• The complement operations which are applied here also act as a layer of security
and making the algorithm even more difficult for the attacker to decipher the
message.
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6 Conclusion

The advantage of this algorithm is that it is a fusion of many encryption methods.
Substitution approach along with XOR operation provides an added security. The
permutation table, i.e., Table 5 is the backbone for encrypting the key of this
proposed methodology. Mathematical analysis shows that once in a million
attempts, the key can be deciphered. Additional advantages of this technique are its
user friendliness and effectiveness. Depending upon the need, sender can set the
security of the algorithm and adjust the time complexity accordingly. Implemen-
tation of the proposed algorithm on a DNA microchip will require very high tech
laboratories and is cost effective. Future work regarding this algorithm involves
analyzing and decreasing the time and space complexity in real time. This is a
symmetric-key algorithm, using the same logic new hybrid cryptographic models
can be designed and developed.

References

1. Kahate, A.: Cryptography and Network Security, 3rd edn. New Delhi (2016)
2. Adleman, L.M.: Molecular computation of solutions to combinatorial problems. Science 266

(5187), pp. 1021–1025 (1994)
3. Hao, L.B., Lee, H.C., Zhang, S.Y.: Fractals related to long DNA sequences and complete

genomes. Chaos Solitons Fractals 11, pp. 825–836 (2000)
4. Zhang, Q., Zhou, S., Wei, X.: An efficient approach for DNA fractal-based image encryption.

Appl. Math. Inf. Sci. 5(3), pp. 445–459 (2011)
5. Zhang, Y., Fu, B., Zhang, X.: DNA cryptography based on DNA fragment assembly.

Information Science and Digital Content Technology (ICICDT). In: IEEE International
Conference, vol. 1, pp. 179–182 (2012)

6. Verma, A.K., Dave, M., Joshi, R.C.: Securing ad hoc networks using DNA cryptography. In:
IEEE International Conference on Computers and Devices for Communication, pp. 781–786
(2006)

7. Cui, G., Qin, L., Wang, Y., Zhang, X.: An encryption scheme using DNA technology. In:
Bio-Inspired Computing: Theories and applications, IEEE International Conference,
pp. 37–42. Adelaide, SA, Australia (2008)

8. Yupeng, Z., Yu, Z., Zhong, W., Sinnot, R.O.: Index based symmetric DNA encryption
algorithm. In: IEEE, 4th International Congress on Image and Signal Processing, pp. 2290–
2294 (2011)

9. Kannadasan, R., Basha, M.S., Emerson, I.A.: Survey on molecular cryptographic network
DNA (MCND) using BIG DATA. In: 2nd International Symposium on Big Data and Cloud
Computing (ISBCC) Procedia Computer Science, vol. 50, pp. 3–9 (2015)

10. Reza, M., Torkaman, N., Kazazi, N.S.: A method to encrypt information with DNA-based
cryptography. Int. J. Cyber Secur. Digit. Forensics (IJCSDF) 4(3), pp. 417–426 (2015)

11. Tanaka, K., Okamoto, A., Saito, I.: Public-key system using DNA as a one-way function for
distribution. Biosystem 81(1), pp. 25–29 (2015)

12. Singh, H., Chugh, K., Dhaka, H., Verma, A.K.: DNA based cryptography: an approach to
secure mobile networks. Int. J. Comput. Appl. 1(19), pp. 77–80 (2010)

A New DNA Cryptography Based Algorithm … 615



Enhanced Surveillance Using Integration
of Gait Analysis with Iris Detection

Divya Abhilash and Divya Chirayil

Abstract The programmed way of establishing and validating the existing person
upon their corporal and observable characters are termed as biometric technology.
Due to the accuracy of the iris recognition, it becomes more dominant in the
available biometric techniques. The current study aims at a new technology for iris
recognition which helps us to identify a human by the iris from various places. This
method is more valid and protected when compared with the other biometric
technologies. In this biometric, the human characters are used which will not
change during the lifetime of that particular individual. The time taken for identi-
fication of individual human is very less. Iris recognition uses the uniqueness of the
eye and the information is stored in the iris database. The movement of the human
individual is recognized by the gait analysis and iris recognition is more liable in the
existing biometric systems. The study mainly focuses on the iris preprocessing,
edge detection, and feature extraction, finally gait and iris fusion classification
techniques in the research area. Without the help of a particular individual, we can
use the gait analysis for iris recognition. The security places such as banks, places
which are used in elections, military installations and even airport, where more
restriction to provide the details of the human use this biometric technology.

Keywords Human identification ⋅ Biometric recognition ⋅ Challenge–response
test ⋅ Iris image acquisition ⋅ Normalization ⋅ Feature extraction
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1 Introduction

For the various applications in the developing fields, the use of biometric systems
became more important. The technique such as fingerprint, palm print, hand
geometry is already used in applications. There are few drawbacks in these systems:
(1) Clarity of the image is very low when it is taken from a far distance. (2) A
collaboration with the individual is necessary for getting the correct results [1]. Gait
recognition aims essentially to address this problem by identifying people based on
the way they walk. Gait the way of walking, can be captured from a distance and
provide more efficient means of verification. In this, we propose a fusion of gait––a
behavioral trait and iris––a physiological trait for identity verification for
low-bandwidth video surveillance scenarios. To make feature extraction easier and
simpler in gait recognition process, variable 2-DPCA and Manhattan distance
classifier is used. The recognition performance of dynamic features extracted from
different parts of human body in an appearance based set up [2]. Iris verification and
the manipulation process easily converts the captured image into codes for the
present user. The major advantages are an easy and accurate prediction and less
negative results. At present, the human motion analysis and biometric are more
important for the security purpose such as military, banks, parks, airports, etc. For
this reason, this study becomes more important.

2 Related Work

Using different classifiers, gait recognition is improved which is studied by Nancy
[3]. The paper deals with the study of the gait recognition system with many
approaches. Correct Classification Rate (CCR) is resulted due to the application of
the MDA (Multilinear Discriminant Analysis) and LDA (Linear Discriminant
Analysis) technique. The image obtained by the gait pal and pal entropy uses the
principal component analysis and Support Vector Machine (SVM) for the gait
recognition Jeevan et al. [4].

The study of the gait recognition system done by the Robindeepkaur and Kakkar
[5] for the classification of the methods is based on the model-free and model-based
methods. The live human activities shown in the video format is applied in the
Design and Implementation of Gait Recognition System by the Alese et al. [6].

The Mixture of Gaussian model (MoG) and medial axis transformation tech-
niques are mostly used for the identification of the present methods. The gait
signature is obtained by the difference in the limbs, hands, and body posture.
Outermost Contour Principal Component Analysis (PCA) is the method followed
for the efficient gait recognition for the reduction of the dimension was studied by
the Liu et al. [7]. The MDA with ENN, BPNN, and SVM are the methods used for
the classification of the used signatures. Component analysis is the other technique
used for the gait recognition which is studied by the Ali et al. [8].
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A comparison study was done for the available gait recognition, PCA with the
proposed study. The three methods of walk styles are tested. They are slow, fast,
and with a ball. The combination of the width and shape of the binary silhouette is
used for the identification of the individual which is analyzed by the Bhuyan and
Jagan [9].

For the removing of the noise in the background, the filtering operation is done.
For the calculation of the background information, Gaussian Mixture Model is
used. The dimensionalities in the data are minimized by the PCA. PCA and LDA
are implemented for the gait recognition by Cheng et al. [10]. The measurements of
the two sequences are done by the Normalized Euclidean Distance (NED) and the
recognition is done by the K-nearest neighbor classification (KNN). Correct clas-
sification rates for the side view, oblique view, and frontal view are 65, 63.75, and
77.5% which has the NN and STC, 65, 66.25, and 85% with NN and NED, and 75,
81.25% with ENN and NED [11].

3 Proposed Work

3.1 Overview

The particular sole’s growth was characterized by the gait behavior. It depends on
the external structure of the individual. It mainly involves the human body struc-
ture, motion regulating system, behavioral and psychological activities during the
movement of a person. The present study detailed on the gait training set and testing
sample for the gait recognition which is compared with the iris recognition bio-
metrics. The training set and testing the particular samples are performed after the
loading of the training set and samples. Silhouette conversion is obtained from the
silhouette samples and iris recognition.

3.2 Gait Recognition

Gait will acquire the effective way for the recognition of the individual during the
motion. The current study is focused on the effective algorithm for the mass and
boundary-related studies of the individual. The variation in the gait cycle is mainly
due to the gait recognition of the individuals. The extraction of the correct
parameters of the gait recognition process is used as the substitute for the draw-
backs caused by these issues. Variable 2-DPCA and Manhattan distance classifiers
are used as a solution for this problem.
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3.3 V2DPCA Feature

Gait training set and testing sample utilized for the gait recognition are detailed in
this thesis. The samples are utilized for the study after the insertion of the training
set and testing samples for the processing. The silhouette samples are used for the
conversion of the silhouette in the area of the boundary (Fig. 1).

Different variable factors are used for the calculation of the V2DPCA for various
gait cycles. V2DPCA has low computational complexity, enhances the recognition
accuracy, and compresses the memory.

3.4 Manhattan Distance Classifier

The differences in the data points are important for the measurement of the distance.
The two images that have similar measurements are alike and different objects may
vary. The scope of the study is to calculate the distance between the images. The
distance in between the training set and the samples are calculated by the Manhattan
distance classifier. The distance that shows less difference between each other
shows the increased matching cycle.

Recognized Sample

Minimum Distance Index

Gait Training Set

Pre-processing

Area Boundary Computes

V2DPCA Features

Manhattan Distance Classifier

V2DPCA Features

Area Boundary Computes

Pre-processing

Gait Testing Sample

Fig. 1 Gait architecture
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3.5 Basic Steps in Iris Recognition

The iris recognition involves five steps: image acquisition, iris segmentation/
localization, iris normalization, feature extraction, and matching/classification. All
the steps are independent and affected by the individual activities. The separation is
more important as it may affect the consequent steps in iris recognition [12]
(Fig. 2).

3.5.1 Iris Image Acquisition

By acquiring the image of the particular person in the imaging system with the
cameras and the sensors are used. When capturing an iris image in unconstrained
conditions and without the cooperation of user, the image quality can be highly
degraded by poor focus, off-angle view, motion blur, specular reflection (SR), and
other artifacts. This will degrade the recognition accuracy. To overcome these
problems, K-means clustering algorithm and circular Hough transform was used to
localize iris boundary [13]. These cameras and sensors will have a visible light or
near-infrared light. The final images are stored on the computer hard disk or server
as a bitmap or jpeg format.

Image Acquisition

Iris Segmentation

Iris Normalization

Feature Extraction & Template Generation

Matching & Database

Hausdorff Distance
Based Recognition

Score

Accept

Fig. 2 Iris architecture
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3.5.2 Iris Segmentation

The process that refers to the complete identification of the boundaries of the iris
and the pupil of an iris in their eye images are shown in the iris segmentation. The
perfect information of the individual is identified by the extraction of the process.
The separation from the other region such as the parts outside the iris (eyelids,
eyelashes, and skin) is done in order to avoid the errors. The image clarity depends
on the eye image clarity. The main aim of the separation of the images is to find out
the iris boundaries and pupil boundaries and to make the template very clear. The
eye image is fitted to the iris region to identify the inside and outside borders
needed for the pupil and sclera. The middle point of the radius of the pupil and iris
was determined. By this occlusion can be neglected. Eyelids, eyelashes, and their
reflections are also identified. The work of separation starts at the Iris where the
image is very dark. A boundary is fixed for the iris and various techniques are
applied for the detection of the noises from various region of the iris part.

3.5.3 Iris Normalization

This method is very helpful in the determination of the iris region to neglect the
dimension and blur images.

3.5.4 Feature Extraction and Code Generation

The iris region and the codes for their features are extracted in the normal sites. The
algorithm is used for the template regions. The data that is inserted for the process is
reduced to the data that are represented as the final set. Using the human silhouette,
a boundary box is created for the complete size length. Gait sequence is segmented
into different cycles. The various cycles are calculated with the frame numbers in
two rest positions. The rest position that is available are person’s rest, left foot
forward, rest, right foot forward, rest which is known as gait cycle. The centroid is
developed due to segmentation of the central line in the silhouette. To calculate the
Hausdroff distance, we use

dH X,Yð Þ =max supxϵX infyϵY d x, yð Þ, infyϵY supxϵX d x, yð Þ� �

where X and Y are two nonempty subsets.

3.5.5 Fusion

Identification is done using iris template. The templates are used for the recognition
of the differences between the measurements of the two regions. The templates are
stored in the database. The present study will be proposed on the images of the
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individuals which are obtained from the gait database that already exists. The
general classification of the templates is Hausdorff distance, normalized correlation,
and Manhattan distance classifier (Fig. 3).

4 Result and Discussion

Table 1 shows the comparison of different gait recognition processes with the
proposed V2DPCA and Manhattan distance classifier method.

Accuracy sensitivity and specificity were used to evaluate the performance and
they were defined as the follows respectively:

Gait Recognition Iris Recognition

Matched Not Matched

Matched Matched

Fig. 3 Comparing the two recognition fusion scores

Table 1 Correlation of various methods

Method Recognition rate

Inter-valued type Good
Drawback: In this method, we must find axis of least inertia for
extracting features from the silhouettes

HMM Low
Drawback: This method cannot recognize gait with accuracy
using frontal view efficiently

Correlation analysis Low
The motion of two legs during the human walking process is
most important

Normalization, PCA,
Euclidean distance

Moderate
This technique recognizes a person by using gait motion capture
data

V2DPCA, Manhattan
distance

High accuracy
It requires less memory and increased efficiency given the
processes take place in smaller dimensions
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Accuracy=
TR+TL

TR+TL+FR+FLð Þ * 100,

Sensitivity =
TR

TR+FL
* 100,

Specificity =
TL

TL+FR
* 100,

where TR denotes the number of true right-side gait patterns that correctly iden-
tifies. FR is the number of false right-side gait patterns recognized. FL is the number
of identification of a left-side gait pattern as right-side, and TL is the number of true
left-side gait patterns.

Figure 4 shows the precise, specific, and liable classifier with the LDA and MLP
and SVM and V2DPCA Manhattan technique. In this, the V2DPCA Manhattan
showed more liable results.

5 Gait and Iris Dataset

CASIA Gait Database and CASIA IrisV4 are provided by The Institute of
Automation Chinese Academy of Sciences. CASIA Gait Dataset B is a large
multi-view dataset containing 124 subjects from 11 views and CASIA IrisV4
contains six subsets.

Fig. 4 Classification
techniques
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6 Conclusion

The development in the recent research works in the computer vision showed an
increased interest in the human identification. The main scope of the gait recog-
nition is to recognize the people while they are in movement. The present study
showed accuracy with the different gait cycles in the gait and iris recognition
system. The accuracy mainly depends on the different gait cycles. The present study
showed the gait and iris recognition using the V2DPCA and Manhattan distance
classifier for good results.
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Effect of Tapering on Swimming Efficiency
of Flagellated Microswimmer at Low
Reynolds Number

T. Sonamani Singh and R. D. S. Yadava

Abstract The swimming efficiency of a microswimmer composed of a rigid
spherical head fixed to an elastic filament with tapered cross section is analyzed in
Stokes flow regime. The small-amplitude harmonic base-angle actuation and linear
taperings are assumed. The formulation of elastohydrodynamic equations and
solution procedure are adapted from the theory of swimming developed by Lauga.
The numerical results on the propulsion speed and the energy efficiency of the
swimmer are presented as a function of the filament length and taper ratio. The
results demonstrate that by introducing a linear filament tapering both the propul-
sion speed and the energy efficiency can be enhanced with an appropriate trade-off
with the filament length.

Keywords Microswimming ⋅ Elastohydrodynamics ⋅ Tapered tail elastic
swimmer ⋅ Locomotion at low Reynolds number

1 Introduction

Artificial microswimming is a biomechanics-inspired interdisciplinary subject. It
deals with the self-propulsion and navigation of micron-scale objects in fluid media
at low Reynolds number. Besides understanding the navigation of microorganisms,
there is substantial research interest in this topic due to its significance for the
developments in micro/nanorobotics and smart drug delivery systems [1].
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The microorganisms with flagella (whip-like structure attached to the body) swim
by periodic lashing against the fluid medium. The flagellar waving causes the fluid
to exert propulsive thrust on the cell body due to viscous drag effects in Stokes
flow. The developments in this field are inspired mainly by the locomotion of
flagellar microorganisms at low Reynolds number [2, 3]. An artificial
microswimmer consists of an analogous structure: a long elastic filament analogous
to flagellum or tail is appended to a rigid body referred to as the head. In the
simplest form, the waving of the filament is actuated by an excitatory source at the
head–tail interface. This is known as boundary actuation [3]. In another actuation
mechanism, the tail is modeled as an active filament with a distributed mechanism
analogous to the tubular flagellum in some microorganisms. In this, a pair of
concentric biological tubules is connected via molecular motors (called dynein).
The back and forth motion of which cause the sliding of tubules past each other
resulting in bending motion of the flagellum [3].

Here, we consider the case of microswimming by boundary actuation. The
problem has two aspects to deal with: the elastohydrodynamics of the filament that
generates propulsive thrust due to viscous drag effects in the Stokes flow regime
and the kinematics of the head motion. The theoretical formulation of this problem
has been developed in [4, 5] by considering filament under small-amplitude
transverse boundary actuation with no twisting. The filaments are taken to be of a
homogeneous elastic material with the uniform cross section. The elastohydrody-
namic equations are solved for the shape of the filament as a function of position
and time, which is then used to calculate the thrust exerted by the fluid on the
filament. The swimming kinematics is worked under the force-free Stokes flow
condition. The swimmer speed and swimming efficiency are calculated to reveal the
dependencies on swimmer length and actuation frequency besides other intrinsic
parameters associated with filament material and fluid [5]. Also, in [5] scaling
arguments have been used to present a more generalized treatment that asserts that
both the elastohydrodynamic and the kinematic aspects must be solved simulta-
neously. This leads to an integro-differential equation instead of the usual hyper-
diffusion equation. The analyses led to the conclusion that there exist some optimal
dimensions for the swimmer head and the filament length that will yield large
swimming speed with optimal energy efficiency.

In this work, we explore another dimensional feature of the filament which
implements filament tapering. Adapting from the swimming theory in [5], we
analyze here the influence of cross-sectional variation in the swimmer speed and
energy efficiency. Recently, we analyzed a simpler case of tapered filament under
planar actuation (that is, motion confined to a plane) with filament dynamics and
swimmer kinematics done separately [6]. Here, we extend this work to a general-
ized 3D boundary actuation of the tapered filament based on the integro-differential
equation in [5] that accounts for the coupling between dynamical and kinematical
aspects.
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2 Theory of Microswimming

2.1 Microswimmer

The prototype microswimmer is composed of an elastic filament (tail) attached to a
spherical rigid body head as shown in Fig. 1. Lauga has developed the theory of
microswimming for this type of swimmer having a uniform cross section [5]. In the
present work, we consider the filament to be linearly tapered (cross section varying
linearly along the length) and analyze its effect on the propulsion speed and energy
efficiency. The spherical head in the present analysis makes a special case of the
swimmer in [5]. The swimming occurs due to hydrodynamic drag generated along
the filament length while flexural bending vibrations are actuated in the transverse
direction. This is implemented by embedding a periodic rotational actuation
mechanism in the swimmer body, which entails a periodic variation of the slope (or
the base angle) at the head–tail junction. The low Reynolds number swimming in
Stokes flow condition is assumed. The actuation at the head–tail junction generates
bending waves propagating down the filament length. The propulsion occurs by
longitudinal component of hydrodynamic drag distributed along the filament and
balanced at every point by the filament elasticity. In the analysis presented below,
we adapted the Lauga’s theoretical formulation and incorporate the effects of fila-
ment tapering. The influence of filament tapering on propulsion speed and energy
efficiency are numerically calculated and compared with the uniform cross-section
filament.

The swimmer dimensional parameters and the coordinate systems used are
defined in Fig. 1. The coordinate system fex̂, eŷ, eẑg is fixed at the head–tail junc-
tion, hence it moves with the swimmer body. The coordinate system fe1̂, e2̂, e3̂g is
fixed in the laboratory frame. The x-direction (e1̂ and e ̂x) is taken along the mean

1ê
2ê

3ê

s

xê

yê

zê
22r12r

L2a

2r(s)
12r

L2a

Fig. 1 Dimensional parameters and coordinate system for the elastic filament swimmer with
tapered cross section: fex̂, êy, êzgis fixed with the swimmer body and fê1, ê2, e3̂g is fixed in the
laboratory frame, r1 and r2 are respectively the head-end and the tail-end filament radii, s is the
curvilinear distance along the centerline from the head end, r2 ≤ rðsÞ≤ r1 is the filament radius at s,
a is the spherical head radius and L is the filament length (assumed to be inextensible for
small-amplitude oscillations)
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position of the filament pointing away from the head. The periodic base-angle
actuation occurs in (e ̂y, eẑ) plane, and is defined at angular frequency ω as

yð0, tÞ=0,
∂y
∂x

ð0, tÞ= ε cos ωt, ð1Þ

zð0, tÞ=0,
∂z
∂x

ð0, tÞ= δ ε sin ωt, ð2Þ

where ε denotes the slope amplitude in (ex̂, eŷ) plane and δε in the (e ̂x, eẑ) plane;
0≤ δ≤ 1 is a measure of the three dimensionality of the actuation. No twisting of
the filament is considered.

2.2 Dynamical Equations

The mathematical formulation is done first in the body-fixed frame, and then
transformed to the laboratory frame. Let r ⃗ðs, tÞ be the position vector of the cen-
terline of the filament with s being the arc length (0≤ s≤L) and L is the filament
length (assumed to be inextensible). The elastic energy of the tapered elastic fila-
ment associated with pure bending (no torsion) is given by [5]

G=
1
2

ZL

0

A
∂
2r ⃗
∂s2

� �2

+ σ
∂r ⃗
∂s

� �2
" #

ds, ð3Þ

where AðsÞ=EIðsÞ is the bending stiffness with E the Young’s modulus and I the
second moment of area, and σðs, tÞ is the Lagrangian multiplier enforcing the
condition of local inextensibility

∂

∂t
∂r ⃗
∂s

.
∂r ⃗
∂s

� �
=0 ð4Þ

The bending stiffness is now position dependent due to tapering. For a cylin-
drical filament with circular cross section, the bending stiffness is given by

AðsÞ= EπðrðsÞÞ4
4

. ð5Þ

Considering linear taper and cross-sectional radius at head end (s=0) to be r1
and at tail end (s= L) to be r2 the tapered radius of the filament can be written as
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rðsÞ= r1 +mls with ml =
r2 − r1ð Þ

L
. ð6Þ

From (3) the following elastohydrodynamic equation of motion is obtained by
applying the resistive-force theory (RFT) for the local viscous drag and by using the
calculus of variation [5]

½ξjjtt̂ +̂ ðI − tt̂Þ̂� ⋅ u ⃗= −
∂
2

∂s2
A
∂
2r ⃗
∂s2

� �
+

∂

∂s
σ
∂r ⃗
∂s

� �
ð7Þ

where u ⃗ is the local instantaneous velocity along the filament, t ̂ is the local tangent
unit vector ( t

⇀
= ∂r⇀ ̸∂s), I is the identity matrix, and ξjj and ξ⊥are the tangential and

the normal drag coefficients respectively. Equations (4) and (7) along with the
actuation and the boundary conditions define the filament swimming problem.

In Lauga’s paper, the base-angle actuation is visualized to be caused by the
rotation of the head around the head–tail junction as a hinge. This is intrinsically

associated with a three-dimensional translational velocity (U
⇀

) and a rotational

velocity (Ω
⇀

) of the head center of mass. Denoting the three-dimensional instanta-
neous velocities in components form as u ⃗= fux, uy, uzg, U ⃗ðtÞ= fUx,Uy,Uzg and
Ω ðtÞ= fΩx,Ωy,Ωzg the relation among the components are given as

ux =Ux + zΩy − yΩz, ð8Þ

uy =Uy +
∂y
∂t

+ xΩz − zΩx, ð9Þ

uz =Uz +
∂z
∂t

+ yΩx − xΩy. ð10Þ

To proceed further, the problem is simplified by making the small-slope
approximation for the filament displacements. This allows us to make approxi-
mations r⇀ðs, tÞ≈xex̂ + r⇀⊥, where r⇀⊥ = yðx, tÞeŷ + zðx, tÞeẑ and s≈ x. Then, by
retaining only the leading order terms the dynamical equations (4) and (7) yield the
following four coupled equations for components

ξjjux + ξjj − ξ⊥
� � ∂y

∂x
uy + ξjj − ξ⊥

� � ∂z
∂x

uz =
∂σ

∂x
ð11Þ

ξjj − ξ⊥
� � ∂y

∂x
ux + ξ⊥uy + ξjj − ξ⊥

� � ∂y
∂x

∂z
∂x

uz = −
∂
2

∂x2
A
∂
2y
∂x2

� �
+

∂

∂x
σ
∂y
∂x

� �
, ð12Þ

ξjj − ξ⊥
� � ∂z

∂x
ux + ξjj − ξ⊥

� � ∂y
∂x

∂z
∂x

uy + ξ⊥uz = −
∂
2

∂x2
A
∂
2z
∂x2

� �
+

∂

∂x
σ
∂z
∂x

� �
, ð13Þ
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∂
2σ
∂x2

− σ
ξjj
ξ⊥

� �
−

∂
3

∂x3
A
∂
2r ⃗
∂x2

� �
.
∂r ⃗
∂x

+ 1−
ξjj
ξ⊥

� �
∂
2

∂x2
A
∂
2r ⃗
∂x2

� �� �
.
∂
2r ⃗
∂x2

= 0. ð14Þ

These are analogous to the Eqs. (19a)–(19d) in [5], but modified in the terms
involving the position-dependent filament radius rðxÞ. In the case of no tapering,
these equations become identical to that in [5].

Under small-slope approximation, the boundary conditions at the two ends of the
filament also get somewhat simplified. Up to leading order terms these are stated as:
at s=0,

F ⃗ext =
∂

∂x
A
∂
2r ⃗⊥
∂x2

� �
− σ

∂r ⃗⊥
∂x

− σ e ̂x, Text, y =A
∂
2z
∂x2

, Text, z = −A
∂
2y
∂x2

ð15Þ

at s= L,

F ⃗ext = −
∂

∂x
A
∂
2r ⃗⊥
∂x2

� �
+ σ

∂r ⃗⊥
∂x

+ σ e ̂x, Text, y = −A
∂
2z
∂x2

, Text, z =A
∂
2y
∂x2

, ð16Þ

where F
⇀

ext and T ⃗ext are externally applied forces and torques.

2.3 Free Swimming

The free swimming of the filament means there are no external forces and torques
applied to the swimmer. The elastic forces and torques at the head–tail junction
must, therefore, be balanced by the hydrodynamic forces and the torques generated
on the head due to the intrinsic rotational actuation mechanism of the swimmer. The
latter calculated in the form of resistance matrices about the center of mass of the
head when transformed to the origin of the body-fixed frame (head–tail junction

point) make F
⇀

ext in (15). Since the tail end is free, the F
⇀

ext , Text, y and Text, z there will
be zero. Thus, we obtain the boundary equations (17a)–(17e) analogous to the
Eqs. (26a)–(26e) in [5] at s=0 (modified due to tapering), and Eq. (18) analogous
to the Eq. (27) in [5] at s=L:

RFU
jj UxðtÞ= σð0, tÞ ð17aÞ

RFU
⊥ UyðtÞ− aRFU

⊥ ΩzðtÞ= −
∂

∂x
A
∂
2y
∂x2

ð0, tÞ
� �

+ σð0, tÞ ∂y
∂x

ð0, tÞ ð17bÞ

− aRFU
⊥ UyðtÞ+ ðRLΩ

⊥ + a2RFU
⊥ ÞΩzðtÞ=A

∂
2y
∂x2

ð0, tÞ ð17cÞ
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RFU
⊥ UzðtÞ+ aRFU

⊥ ΩyðtÞ= −
∂

∂x
A
∂
2z
∂x2

ð0, tÞ
� �

+ σð0, tÞ ∂z
∂x

ð0, tÞ ð17dÞ

aRFU
⊥ UzðtÞ+ ðRLΩ

⊥ + a2RFU
⊥ ÞΩyðtÞ= −A

∂
2z
∂x2

ð0, tÞ ð17eÞ

∂
2y
∂x2

ðL, tÞ=0,
∂
3y
∂x3

ðL, tÞ=0,
∂
2z
∂x2

ðL, tÞ=0,
∂
3z
∂x3

ðL, tÞ=0, σðL, tÞ=0 ð18Þ

where (RFU
jj ,RFU

⊥ ) and (RLΩ
jj ,RLΩ

⊥ ), respectively, are the force–velocity and the tor-
que–rotation rate resistivities acting on the swimmer in the center of mass frame and
a is the distance of the center of mass from the point of actuation [5].

Next, the equations of motion (11)–(14) were non-dimensionalized following the
procedure in [5]. For this, the non-dimensionalized variables and coefficients were
defined as

x←x ̸lω, . . . y←y ̸lω, . . . z←z ̸lω, . . . t←tω− 1, . . .A′←A ̸Ao, . . .

Fext←Fext ̸ξ⊥l2ω ω, . . . Text←Text ̸ξ⊥l3ω ω, . . .R
FU←RFU ̸ξ⊥lω, . . .RLΩ←RLΩ ̸ξ⊥l3ω

ð19Þ

with

Ao =EIo =Eπ r41 ̸4, . . . lω = Ao ̸ωξ⊥ð Þ1 ̸4 ð20Þ

Note that (11) and (14) are Oðε2Þ and the leading order in (12) and (13) are OðεÞ.
Therefore, for calculations of the shape of the filament only the leading order terms
in (12) and (13) will be retained. In non-dimensionalized form, these become

∂y
∂t

+
∂
2

∂x2
A′ ∂

2y
∂x2

� �
= ðC1 + xC2Þ ∂

∂x
A′ ∂

2y
∂x2

� �� �
x=0

+ ðC3 + xC4Þ ∂
2y
∂x2

� �
x=0

ð21Þ

∂z
∂t

+
∂
2

∂x2
A′ ∂

2z
∂x2

� �
= ðC1 + xC2Þ ∂

∂x
A′ ∂

2z
∂x2

� �� �
x=0

+ ðC3 + xC4Þ ∂
2z
∂x2

� �
x=0

ð22Þ

with

C1 = −
RLΩ
⊥ + a2RFU

⊥
� �

RLΩ
⊥ RFU

⊥
, C2 =

a
RLΩ
⊥

, C3 = −
a

RLΩ
⊥

, C4 = −
1

RLΩ
⊥

ð23Þ

Assuming the solutions of (21) and (22) to be of the form yðx, tÞ= εRefe− itζðxÞg
and zðx, tÞ= δεRefie− itζðxÞg, we obtain the following differential equation for
ζðxÞ:
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− i+A′ d
4

dx4
+ 2

∂A′

∂x
d3

dx3
+

∂
2A′

∂x2
d2

dx2

� 	
ζ= ðC1 +C2xÞ A′ d

3ζ

dx3
+

∂A′

∂x
d2ζ
dx2

� �
x=0

+ ðC3 +C4xÞ d2ζ
dx2

� �
x=0

ð24Þ

The solution of (24) yields yðx, tÞ and zðx, tÞ. Making substitution of these in
(11), then integration and use of (17a) results in an explicit expression for Ux in
terms of ζðxÞ as

Ux = ⟨Ux⟩+U
0
x ð25Þ

where ⟨Ux⟩ represents the steady part and U
0
x represents the oscillating part of the

longitudinal motion calculated as

⟨Ux⟩=
ε2ð1+ δ2Þ
2ðL+RFU

jj ÞRe
Ωz

ε

ZL

0

ζ*dx+ ð1− γÞ
ZL

0

Aζxζ
*
xxxx +2Axζxζ

*
xxx +Axxζxζ

*
xx

� �
dx

8<
:

9=
;

ð26Þ

U′

x =
ε2ð1− δ2Þ
2ðL+RFU

jj ÞRe e− it Ωz

ε

ZL

0

ζdx+ ð1− γÞ
ZL

0

Aζxζxxxx +2Axζxζxxx +Axxζxζxxð Þdx
2
4

3
5

8<
:

9=
;

ð27Þ

In these equations, the subscripted A and ζ are the derivatives with respect to x,
where the number of times x has been used represent the order of derivative, and Ωz

is the z-component amplitude of the rotation rate.
Note that ⟨Ux⟩ in (25) gives the steady propulsion speed in the body-fixed frame.

As in [5], this result can be transformed to the laboratory frame as

⟨U1⟩= ⟨Ux⟩+
1
2
Im U ̂zΩ*

y +U ̂*
yΩz

n o
ð28Þ

Even though this expression appears similar to that for non-tapered filament in
[7] the expression for ⟨Ux⟩ given by (26) contains the effect of tapering.

The efficiency of the microswimmer is defined as the ratio of the useful work
(that is, the work necessary to move the entire swimmer at the steady speed ⟨U1⟩) to
the total work done by the swimmer. This is obtained as

η=
RFU
jj + L

γ


 �
⟨U1⟩

2

ε2ð1+ δ2ÞðRFU
⊥ U ̄y − aΩz

�� ��2 +RLΩ
⊥ Ωz
�� ��2 + I Þ

. ð29Þ
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where

I =
ZL

0

A2 ζxxxxj j2 + 4A2
x ζxxxj j2 +A2

xx ζxxj j2 + 4AAxζxxxxζ
*
xxx +2AAxxζxxxxζ

*
xx +4AxAxxζxxxζ

*
xx

n o
dx

ð30Þ

3 Results and Conclusion

The numerical calculations proceeded by first solving (24) for ζðxÞ subject to the
boundary conditions defined by (1), (2) and (18). This allowed calculations in (25)–
(27) which were then used to calculate the mean propulsion speed and the swim-
ming efficiency by using (28) and (29) respectively. The calculations were done in
MATLAB by discretizing the filament and using the function ‘bvp4c’ designed for
solving the boundary value problems. The filament and fluid parameters used in
numerical calculations are: E=1 MPa, μ=0.001 Pas, a=15 μm, ε=0.4 rad and
r1 = 0.2 μm. The dependencies on the filament length and the taper ratio were
analyzed by varying L and the tail-end radius r2. The results on the propulsion
speed and swimmer efficiency in the normalized forms are shown in Fig. 2 as
functions of Lwith r2 varied as a parameter. For comparison, the results for the
uniform cross section (no taper) are also included which are similar to that in
Luaga’s paper [5].

It can be noted from Fig. 2a that the propulsion speed is enhanced by tapering
almost in proportion to the taper ratio. As in the uniform filament case, there is an
optimum length for which the propulsion speed is optimal, and its value shifts
towards the lower side with increasing taper ratio.

The results on the energy efficiency of the swimmer shown in Fig. 2b are
qualitatively similar to that for the uniform filament. However, there are significant
quantitative differences. There are two length values for which the efficiency curves
show maxima. These maxima shift towards smaller lengths as the taper ratio is
increased. An interesting feature is that by introducing small tapering (r2 = 0.15 μm
curve) there is large enhancement in the efficiency for all the filament lengths
studied. This trend continues with increasing the taper ratio for large length fila-
ments (L>62 μm). However, for smaller length filaments the efficiency first
increases and then decreases as the tapering ratio is increased. Another interesting
aspect is that the difference between the two maxima reduces along with a simul-
taneous broadening of the peak at higher length.

Looking at both the results together one can notice that it is possible to trade-off
the filament length and the taper ratio for attaining optimal swimming speed and
efficiency. If a large propulsion speed is desired it can be achieved by the small
length filaments with large taper ratio, and if the energy efficiency is premium it can
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be achieved by the small length filaments with small taper ratio; and, if it is desired
to have both at moderately high level then the large filaments with large taper ratio
can be employed.
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Field Monitoring Using IoT: A Neural
Network Approach

Ram Krishna Jha, Santosh Kumar, Kireet Joshi
and Rajneesh Pandey

Abstract A healthy mind requires healthy body and healthy body needs healthy
food. Therefore, to provide healthy food to the rapidly growing population of a
country is a challenge within the limited fertile land. To fulfill the healthy food
demand requires the high production of yield. To achieve high production, it is
essential for the farmers to monitor the field from time to time for a good yield, as a
little miss can cause disaster and the entire efforts could go waste. The manual
monitoring of the field is quite tough and expensive. Therefore, in this paper
Internet of Things (IoT) applications are addressed to monitor the field. An Arduino
microcontroller board with the soil moisture, temperature, and humidity sensors is
used to collect the data from the remote field on the fly. The data once received is
analyzed by applying cascade forward and function fitting neural network. Further,
the data is tested against an already trained dataset of the field in normal conditions
collected over a period of 1 year. The test data, when applied to the trained data,
provides a dataset which is used for analysis of the ideal condition of the field. In
case of alarming changes in the field properties, a signal is generated and the farmer
is informed to take necessary action. A preventive action can be taken to save the
crop and also maintain the productivity of the field.
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1 Introduction

IoT empowers people to carry out routine activities using the Internet and thus spare
time and cost making them more productive. The development of IoT-based
infrastructure for precision agriculture is one such application. Agriculture is con-
sidered as the basis of life as it is the main source of food grains and other raw
material for human beings. In most part of the country, farmers use traditional ways
of farming. These traditional ways of farming are not helping them to increase the
yield of crops, on contrary, the yield is decreasing day by day as the resources
required like field and water are decreasing. Automation can help in improving the
ecological environment. As the global climate is changing, understanding of the
small-scale environment for crop growth is needed along with the wide range of
research and study of crop growth [1, 2]. A convenient move can be made if the
information is accessible on time.

Furthermore, it provides a thought to the agriculturist what action should be
taken. This paper focuses on the IoT-based field monitoring system, which would
help the farmer to monitor their fields remotely. The important part of this paper is
Zigbee-based remote monitoring system. Second, it has smart irrigation to control
the real field of the data. Third, it can monitor the temperature, soil moisture, and
humidity of the field. All the things are controlled by the remote device or PC
connected to the Internet and the operations have performed by interfacing sensors
(temperature, humidity, and soil moisture).

Rest of the paper is organized as follows: Sect. 2 describes the statement of the
problem, Sect. 3 describes the proposed solution, Sect. 4 explores implementation
and result analysis and finally, the work is concluded in Sect. 5.

2 Problem Statement

The main problem is monitoring of various parameters and their control using
Internet of Things (IoT). This is divided into the following subproblem as follows:

i. To monitor and control various parameters such as temperature, moisture, and
humidity using Arduino microcontroller and Internet of Things (IoT).

ii. To develop the neural network-based predictive system.

2.1 Objective

The main objective is to access the data from the remote field so that timely action if
required can be taken. It could be possible to skip the manual monitoring and thus
utilize the extra time for other fruitful things and keep an eye on the other important
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areas where needed. The collected data can be used to take decisions for alternate
crops. A field without altering its mineral content could also be utilized for plan-
tation, cutting down the use of fertilizers.

3 Proposed Solution

The arrangement of the irrigation system is to provide and keep up the perfect
condition as far as soil moisture and temperature for the ideal growth of the crops.
Utilizing electronic gadgets, for example, smartphones and remote PCs, the client
can sign into the cloud storage to fetch the sensor information. The client can
monitor the crops and control the water pump and fans in the control board of the
UI. There are a few points of interest that can be highlighted in this system. First, it
can save time and water as you do not need to go the farm to do the watering
(Fig. 1).

In the proposed diagram, temperature, humidity, and soil moisture sensors are
deployed on Arduino microcontroller board. The board through a radio model is
then connected to the system, where a code is written to store and monitor the data.
The architecture is such that with a click of a button a farmer should be able to not
only monitor the data but also take timely action. A farmer would himself be able to
check diverse parameters of the soil like salinity, acidity, and moisture from time to
time. By utilizing this system, they can not only switch on their pump manually [3]

Fig. 1 Block diagram of the proposed system
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sitting cozily in their homes but also the system would be able to automatically turn
on the pump if put on auto mode.

3.1 Conceptual Design

In Fig. 2, the proposed decision system works as follows: when power is on, the
microcontroller unit activates the peripherals for controlling, detecting, and estab-
lishing communication from the various connected devices as well as sensors to
collect soil moisture, temperature, and humidity from the field. Further, the col-
lected data is sent to the cloud server. The user can directly login from the PC or
mobile. A user interface has a decision system in which there is a probability of
where the irrigation is required or not. All the parameters are balanced back to the
permissible levels. It can be all balanced by the sensor. Then, again and again,
sensor measures the parameters repeatedly. After that, the process will end.

3.2 Hardware Description

Arduino modules play a vital role in the development of the wireless system in the
agriculture for measuring and checking of the fundamental quality soil parameters.
In Arduino, a wireless sensor module connects the soil moisture sensor and DHT11
sensor for capturing data such as temperature, humidity, and moisture of the soil.
The wireless communication module connects the base station as well as mobile
device/laptop for accepting, receiving, processing, and storing data [4–6]. Arduino
board is outfitted with powerful ATmega microcontrollers and normally, fills in as
the “mind” of the robot. To attach sensors with the board a shield board is used. The
shield board extends the capabilities of Arduino. The Arduino board is kept over a
shield board and according to the pins connected. The pins of the sensors are
plugged into the shield board. Once a proper connection of the sensors with the pins
of Arduino is established, the data acquisition process starts. To capture soil
moisture data, a soil moisture sensor is plugged into the soil. In moist soil, resis-
tance is less which has a good conductivity of current as compared with dry soil.
Therefore, it helps to detect the moisture contained in the soil.

To get humidity and temperature of the soil, DHT11 temperature and humidity
sensors are used in the present work. The aggregate sum of water vapor in the air is
characterized as a measure of humidity. The humidity of the soil varies relatively as
the temperature varies in the observation. The measure of water droplets in the air
increases after irrigation and has effects in temperature drop which results in more
humidity in the environment. So, an appropriate action could be initiated by the
farmer after receiving regular interval of temperature and humidity readings from
the crop field to increase the productivity of the crop.
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Fig. 2 Flowchart of the IoT
decision system
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4 Implementation and Result Analysis

Figure 3 shows sensors deployed in the field and then the results are carried out and
further analyzed in the form of temperature, moisture and humidity from the wheat
crop field. A prediction algorithm (ANN) is used to analyze the performance, error,
regression, and training state in the present work.

Figure 4 shows a plot of temperature received over 120 days at 09:00 AM,
02:00 PM, 06:00 PM, 09:00 PM, 12:00 Midnight, and 05:00 AM, respectively, on a

Fig. 3 Sensor deployed in the field

Fig. 4 Temperature monitoring of 120 days
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regular interval basis. It is clear from the plot how the temperature varies. The
temperate rises but remains more or less constant between 40 and 120 days

Figure 5 shows a plot of soil moisture data received over 120 days. The plot
shows the variations in the moisture. Values falling below 10 can be considered as
an alarm.

Figure 6 shows a plot of humidity of the site over 120 days. It is observed that as
the temperature increases the humidity decreases alarmingly. Near 110 days the
humidity falls down to around 35. An alert alarm could be sent to the farmer for
watering the fields. It could also be possible as the system can be in auto mode in
which the pump could start on its own. There are certain limitations of the sensors
considered for testing and the same might be replaced in real-time applications with
more robust sensors having Mil Grade standards. The current sensors may not work
properly due to heating of the sensor and airflow. At some time the sensor touched
100% humidity which may be due to ground conditions. The proposed neural
network is trained first on ideal conditions and then tested over the real-time data;
the network eliminates the discrepancies in the data collected and provides ideal
parameters for the region and climate.

In the present work temperature, moisture, humidity of 120 days are captured
from the wheat crop field and analysis is carried out to predict the soil conditions to
take necessary action by a farmer after generating an alarm. The workflow for the
neural network design process has seven primary steps and they are collect data,
create the network, configure the network, initialize the weights and biases, train the
network, validate the network, use the network from the training window. It gen-
erates four plots such as performance, training state, error histogram, and

Fig. 5 Soil moisture monitoring for 120 days
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regression. The performance plot demonstrates the estimation of the execution work
versus the emphasis number. It plots preparing, approval, and test exhibitions. The
training state plot demonstrates the advance of other training factors, for example,
the gradient magnitude, the quantity of approval checks, and so forth. The error
histogram plot demonstrates the distribution of the network mistakes. The regres-
sion plot demonstrates a relapse between network outputs and network targets.
Further, the function fitting neural network and cascade forward neural network is
applied. Function fitting is the way toward training a neural system on an
arrangement of contributions to request to create a related arrangement of the target
outputs. After that, a system is built with the coveted hidden layers and the training
algorithm. Once the neural system has fit the information, it shapes a speculation of
the information I/O relationship. The trained network then can be utilized to pro-
duce outputs for data sources. The function cascade forward net makes cascade
forward networks. These are like feed forward network yet incorporate a weight
association from the contribution to each layer, and from each layer to the pro-
gressive layers. For instance, a three-layer arrange has associations from layer 1 to
layer 2, layer 2 to layer 3, and layer 1 to layer 3. The three-layer organization
additionally has associations from the contribution to each of the three layers. The
extra associations may enhance the speed at which the network takes the desired
relationship. It is being trusted that a comprehension of the ideal models and their
application is fundamental to the agreeable and effective utilization of this toolkit.

Figure 7 shows that the tr.best_epoch, the iteration at which the validation
execution achieved a base information. The training proceeded for 6 more iterations

Fig. 6 Humidity monitoring for 120 days
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Fig. 7 Best validation performance

Fig. 8 Training state
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before the training stopped. This figure does not show any major issues with the
training. The validation and test bends are fundamentally the same. On the off
chance that the test bend had expanded fundamentally before the approval bend
expanded, at that point it is conceivable that some over-fitting may have happened.

Figure 8 shows that the subsequent stage in validating the network is to make a
regression plot, which demonstrates the connection between the outputs of the
network and the objectives. If that the training are best, the network outputs and the
objectives would be precisely equivalent, however, the relationship is once in a
while idealize in practice.

Figure 9 shows a normal condition where a close watch is required by the farmer
as the data is not very close to 45°. A signal can be sent to the farmer to closely
monitor the fields.

Fig. 9 Regression plot
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The outcome appears in the accompanying Fig. 10. The axes speak to the
training, validation and testing information. The blue bars represent the training
data, the green bars represent validation data and the red bars represent the testing
data. It is basically used in the verification of the network performance. In this case,
it is observed that while most error falls between −65.22 and 112. There is a
training plot which has training error 210.6, validation error −144 to −124.3 and
validation point error 13 and 6 respectively.

5 Conclusion

The test carried out using the proposed system provides us with up-to-date infor-
mation of the field. The trained dataset is created by collecting the data from the
field of 120 days. The current dataset which is collected by the proposed sensors in
the field is tested with the trained dataset and the resultant dataset gives us a fair
idea about the current position of the filed as compared with the same, a year back
during the same period. A timely action could be taken by the farmer for not only
saving the crop but also to increase the productivity of the crop. The results
received gives the near accurate position of the field to the farmer and also send a
signal to the farmer for necessary action.

In future to get a more accurate result, a dataset of more than 5 years could be
considered. The entire system can be integrated to build a solution to help the
farmers where field and crop could be closely monitored and the application is
connected with automatic sprinklers to maintain the water and moisture level of the
field and the crop.

Fig. 10 Error histogram (color figure online)
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Nature-Inspired Optimization Techniques
in VANETs and FANETs: A Survey

Parampreet Kaur and Ashima Singh

Abstract In recent years, Vehicular Ad hoc Networks (VANETs) and Flying Ad
hoc Networks (FANETs) are evolving rapidly. VANETs and FANETs are special
types of Mobile Ad hoc Networks (MANETs). VANET uses vehicles as mobile
nodes for the communication. VANET provide communication during emergency
situations like accidents to avoid its possibility by sending alert messages to the
drivers. FANET is a collection of unmanned aerial vehicles that communicate
without any predefined infrastructure. FANET being the most searched and
researched topic nowadays is finding its scope in flying objects like drones used for
military applications such as border surveillance and for civil applications such as
disaster management, traffic monitoring. In VANETs and FANETs, routing is
challenging when Quality of Service (QoS) parameters needs to be satisfied. In this
paper, VANETs and FANETs’ routing protocols implementing optimization tech-
niques (like Ant colony optimization, bee colony optimization, and particle swarm
optimization) are surveyed. The differences between VANETs and FANETs are
clarified first and then routing protocols for VANETs and FANETs are discussed.

Keywords VANET ⋅ FANET ⋅ Quality of service parameters
Routing protocols ⋅ Optimization techniques

1 Introduction

MANET is a basic category of a wireless ad hoc network. In MANET, mobile
nodes are connected to form a self-configured and dynamic network without any
predefined infrastructure. If the vehicles are used as nodes in MANET, it becomes
the advanced version, i.e., VANET. In VANETs, the vehicles communicate with

P. Kaur (✉) ⋅ A. Singh
Thapar University, Patiala, India
e-mail: parampreetkaur93@gmail.com

A. Singh
e-mail: ashima@thapar.edu

© Springer Nature Singapore Pte Ltd. 2018
S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Advances in Intelligent Systems and Computing 706,
https://doi.org/10.1007/978-981-10-8237-5_63

651

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_63&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_63&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_63&amp;domain=pdf


other vehicles on road called as Vehicle-to-Vehicle (V2 V) communication or with
the roadside units called as Vehicle to Infrastructure (V2I) communication [1]. The
other advancement in ad hoc networks is FANET. FANET uses Unmanned Aerial
Vehicles (UAV) as nodes and two-ray ground model or Nakagami-m model as
radio propagation model for communication [2]. Wi-Fi radio interface using
802.11n and IEEE 802.11b radio equipment mounted on UAVs are suitable in
FANETs’ environment [2]. FANET gained popularity because of its application in
military and in natural calamities like earthquake and flood-affected areas.
In FANET, UAVs fly independently without carrying any human personnel [2]. In
a wireless ad hoc network, the routing protocols are used to decide how the nodes
will route the packets from source to destination. For analyzing the performance of
routing protocols efficiently, it is necessary to consider QoS parameters. There is a
need to apply optimization techniques on routing to uncover the challenge of
satisfying QoS requirement. The effective optimization techniques reduce the delay,
increase the packet delivery ratio, and consider other QoS parameters when
working with routing protocols.

Nature-inspired optimization is a major area of research in a wireless ad hoc
network. Various optimization techniques are applied on routing protocols in
VANETs and FANETs. This paper presents a rigorous review of VANET and
FANET routing protocols implementing nature-inspired optimization techniques.

1.1 Motivation for Research

Optimization techniques are applied to routing protocols to enhance the perfor-
mance. This study focuses on optimization techniques applied to different routing
protocols in ad hoc networks. We identified the need for survey on optimization
techniques after viewing research in nature-inspired optimization techniques in
VANETs and FANETs. Accordingly, we have summarized the research which is
available on different techniques and routing protocols.

1.2 Difference Between VANET and FANET

Similar to VANET, nodes in FANET are mobile in nature and self-organized
during communication. Having these characteristics, still, FANET possess some
distinguishing characteristics and is considered as a particular class of MANET [2].

Node Mobility It makes a major difference between VANET and FANET as nodes
are road vehicles and aerial vehicles respectively (Fig. 1). In FANET, the nodes are
more mobile in nature than that of VANET.

Dynamic Topology Due to highly mobile nodes in FANET, the topology changes
frequently and there is a disconnection between nodes communication. In VANET,
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the network scenario depends on sparse and dense traffic. In sparse traffic, topology
is more dynamic than in dense traffic.

Node Density It is described as the average count of nodes for some particular
zone. In FANETs, the aerial vehicles are more dispersed than vehicles in VANET.
This results in much low node density in FANET than in VANET.

Mobility Model In VANET, vehicles either move on a highway or a road. As a
result, mobility models of VANETs are predicted easily. In FANET, if UAVs move
in a predefined path, the mobility model is regular. In some applications of FANET
because of the weather changes flight path is changed. Because of this various
FANET mobility models such as random waypoint, Gauss–Markov, etc., are
defined by Kumari et al. [3].

2 VANET

In this section, the various VANET routing protocols are discussed in detail and
optimization techniques used in VANETs are defined. Further, the survey of
existing VANET protocols proposed using optimization techniques is done.
Table 1 describes the comparison of VANET routing protocols on the basis of
optimization techniques and QoS parameters.

2.1 Routing Protocols in VANETs

In VANETs, there are following five types of protocols’ categorization: topology
routing, geo-cast routing, position routing, broadcast routing, and cluster routing
[4].

Topology Routing It uses link information to forward a packet from the origin
node to target. It is further divided into proactive (table-driven) and reactive

Fig. 1 VANET and FANET
[2]
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(on-demand) routing. Temporally Ordered Routing Protocol (TORA), Ad hoc
on-Demand Distance Vector (AODV) and Dynamic Source Routing (DSR), [5] are
examples of reactive routing protocols and Fisheye State Routing (FSR) [5] and
Global State Routing (GSR) [4] are examples of proactive protocols.

The topology routing protocols for VANETs are used for performance analysis
by the following authors. Kumar and Rani [6] experimentally analyzed
topology-based AODV, GSR, and DSR protocols in VANET using simulation tool
ns-2. The author experiments on various simulation parameters: packet delivery
rate, latency, bandwidth consumption, average number of hops. From the results, it
is concluded that AODV, GSR, and DSR perform differently with distance and
speed and no single routing protocol meet all traffic requirements. M. Ben et al. [7]
experimentally analyzed the AODV, OLSR, and DSR in urban scenarios. These
protocols are analyzed with simulation tool ns-2 using metrics like node density,
node mobility. On varying node density and on varying vehicle speed it is exper-
imentally proved that OLSR outperforms both AODV and DSR.

Geo-cast Routing Geo-cast is location-based routing and packets are delivered
within a specific geographic area from the origin node to other nodes. In geo cast,
directed flooding of packets is done to reduce congestion in a network which is
created when packets are flooded to every node. Various Geo-cast protocols are
ROVER (Robust Vehicular Routing), IVG (Inter-Vehicle Geo-cast), and DTSG
(Dynamic Time-Stable Geo-cast Routing) [5].

Position-based Routing It does route discovery by using GPS which determines
position information of all the nodes. In this routing, a routing table is not main-
tained as routing information is collected from GPS tool for routing. The various
position-based protocols are GPSR (Greedy Perimeter Stateless Routing), GSR
(Geographic Source Routing) [5].

Broadcast Routing It is flooding-based routing that forwards the information to a
maximum number of nodes whenever an accident occurs. Broadcast routing is used
in an emergency to deliver messages quickly and efficiently. Some broadcast
routing protocols are Distributed Vehicular Broadcast Protocol (DV-CAST), Pre-
ferred Group Broadcast (PGB), Secure Ring Broadcasting (SRB), and BROAD-
COM [5].

Cluster-based Routing It depends on the cluster and position for routing. In
cluster-based routing, there is a unique cluster-head, responsible for communication
between nodes of a cluster and between nodes of different clusters. The various
cluster protocols are Cluster-Based Directional Routing Protocol (CBDRP),
Cluster-Based Location Routing (CBLR) [4].

It is challenging to satisfy all the QoS requirements like low delay, high data
packet delivery ratio, low energy consumption, and low routing overhead. To
overcome this problem, various nature-inspired optimization techniques (ACO,
PSO, and BCO) are applied on protocols for routing.
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2.2 Ant Colony Optimization

This technique is motivated by colonies of ants to give approximate optimization.
The communication within the ants is possible because of pheromone trails that
facilitate the ant to search the shortest path from the nest to the food position [8].

The ant colony optimization on routing protocols of VANETs is applied by the
following authors. A. R. Deshmukh and S. S. Dorle [9] proposed a swarm-based
optimization to upgrade the performance of DSR in VANET. Ant colony opti-
mization is applied on DSR routing protocol and performance analysis is done
using different QoS parameters like delay, throughput, jitter, energy, packet
delivery ratio. The results obtained using ns-2 shows ant colony optimization
improved various QoS parameters for VANETs. R. K. Chauhan and A. Dahiya [10]
have done AODV enhancement by ant colony to avoid the communication delay
which appears because of the usual breakage of connection in VANETs network
topology. This proposed algorithm has two events––route establishment and route
repair. AODV combination with ACO increases the performance by reducing the
routing overhead and avoiding the frequent path loss. Wahab et al. [11] proposed
QoS-OLSR protocol to solve the clustering problem in VANET. The protocol
maintains the stability of the vehicular network during communication and achieves
the quality of service requirements. The proposed protocol is composed of three
components: QoS-based clustering using ant colony optimization, Multipoint Relay
(MPR) recovery algorithm to deal with link failures and cheating prevention
mechanism to guarantee fair MPRs selection procedure. The simulation results
show that QoS-OLSR protocol maintains the vehicular network stability, lessens
the delay, increase the PDR, and reduce the communication overhead. Rana et al.
[12] developed a hybrid, ant colony-based routing algorithm. In this algorithm,
vehicles are divided into zones. Proactive routing is applied to search a route in a
zone and reactive routing search route among zones. This developed algorithm is
more effective for delay and packet delivery ratio when the comparison is done with
other existing VANET algorithms and is suitable for a dense network. A. M. Oranj
et al. [13] developed a new routing algorithm which is formed on basis of DYMO
(Dynamic MANET On-demand) protocol and ant colony optimization. The
implementation is done using ns-2 and performance is evaluated using delay time
and path reliability parameters. The experimental results show that in proposed
routing algorithm path searching accuracy is increased and the delay time is
decreased when compared with AODV routing protocol.

2.3 Bee Colony Optimization

It is a random search strategy. It is having a random probability distribution called
as stochastic technique. BCO technique finds the optimum solution for
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combinatorial optimization problems using the way in which bees look for food in
nature [14].

The analysis of routing protocols of VANETs based on bee colony optimization
is done by the following authors. Saravanan and Arunkumar [15] proposed
Bee-optimized Fuzzy Geographical Routing Protocol (GRP). The geographical
routing protocol is enhanced by applying fuzzy controller and rules optimization is
done with BSO. BSO algorithm, find a possible solution based on food source
position and solution fitness is obtained using nectar value of food source. The
simulation results show that proposed GRP’s throughput increased, retransmission
increased, end-to-end delay decreased as the comparison is with GRP and
fuzzy-based GRP. Bitam and Mellouk [16] proposed QoSBeeVanet. It is a quality
of service-based multipath routing protocol in VANETs. From the simulation
results obtained in ns-2 simulator, it is concluded that QoSBeeVanet gives better
performance as compared to DSDV and AODV routing protocols for delay and
packet delivery ratio metrics. Fekair et al. [17] proposed CBQoS-Vanet. It is a
cluster-based artificial bee colony optimized algorithm for the quality of service
routing protocol in VANET. The protocol is dependent on the mentioned tech-
niques: clustering algorithm to improve the transfer of the routing data and artificial
bee colony algorithm to find a perfect route from the origin node to target node. The
simulation outcomes proved that proposed protocol improves the PDR, the network
overhead, and delay. Bitam et al. [18] proposed hybrid bee swarm routing. It is
formed by the combination of topology and geographic routing. The authors
evaluate the performance on basis of packet delivery ratio, delay, and network load.
The experimental outcomes proved that proposed protocol outperforms when
compared to GPSR, AODV routing protocol.

2.4 Particle Swarm Optimization

This strategy is based on the population and created by Kennedy and Eberhart. This
technique is based on the social behavior of schooling fish and flocking birds while
searching for food [19].

The particle swarm optimization is applied on routing protocols of VANETs by
the following authors. Kaiwartya and Kumar [20] proposed GeoPSO protocol,
developed by applying PSO on geo-cast routing. GeoPSO protocol is simulated
using ns-2 to experiment on network load and packet delivery ratio parameters. The
experimental outcomes proved that GeoPSO protocol gives better performance
compared to P-GEDIR protocol. K.D. Kalambe et al. [21] proposed the combina-
tion of DREAM + SIFT (DS) protocol and also PSO strategy is applied on the
proposed DS and DSDV protocol. The author experiments on parameters like
energy, delay, packet loss, control overhead, and network load using ns-2. The
experimental results proved PSO_DS is more effective when the comparison is
done with DS, DSDV, and PSO_DSDV. Kaur and Kahlon [22] proposed
PSO-based hybrid routing protocol for VANETs. The new protocol is formed by
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the combination of particle swarm and bee swarm protocol. The authors did the
simulation on ns-2 simulator using parameters delay and packet delivery ratio.
From the experiments, it is proved that proposed routing protocol shows better
performance when compared with AODV.

3 FANET

In this section, the FANET routing protocols and various optimization techniques
used in FANETs are discussed. Also, the survey of FANET protocols proposed
using optimization techniques is done. Table 2 describes the comparison of FANET
routing protocols on the basis of optimization techniques and QoS parameters.

3.1 Routing Protocols in FANET

The five major categories of FANET protocols are Proactive protocols, Reactive
protocols, Hybrid protocols, Position/Geographic-based protocols, Hierarchical
protocols [23].

Proactive Protocols In proactive routing, tables are used to store latest routing
details of all the nodes in the network. In this routing, the shortest direction is most
likely to get because each node is having connectivity graph. Some proactive
protocols are FSR, OLSR [23].

Reactive Protocols It is also referred to as on-demand routing protocol which
generates routes between nodes only if required. Reactive routing uses RouteRe-
quest and RouteReply messages for communication between nodes. Examples of
reactive protocols are AODV, DSR.

The reactive protocols for FANETs are used for performance analysis by the
following authors. Singh and Verma [24] experimentally analyzed the FANET
routing protocols to enhance the performance of ad hoc networks. The authors
analyzed on AODV, DSDV, and OLSR routing protocols. The simulation is done
using ns-2 for FANET environment. The authors used packet delivery ratio, delay,
and throughput parameters for analyzing protocols performances. From the simu-
lation, it is clear that OLSR gives improved results as compared to AODV and
DSDV. Rosati et al. [25] proposed OLSR extension using Global Positioning
System (GPS), i.e., predictive OLSR (P-OLSR) for FANETs. The simulation
outcomes show that P-OLSR performs better than OLSR when network topology
changes. Singh and Verma [26] applied OLSR routing protocol under various
mobility models in FANETs using parameters delay, throughput, and packet
delivery. From the simulation results, it is concluded that under pursue mobility
model OLSR performs better in comparison with Manhattan, RPGM, and random
waypoint mobility model.
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Hybrid Protocols It is a protocol formed by combining both proactive routing and
reactive routing protocol. It overcomes the limitation of extra time needed to dis-
cover route in reactive protocol and huge overhead of control messages in a
proactive protocol. Zone Routing Protocol (ZRP) and Hybrid Wireless Mesh
Protocol (HWMP) [23] are some examples of hybrid protocols.

The hybrid protocols for FANETs are used by the following authors for per-
formance analysis. Vasiliev et al. [27] compare AODV, OLSR, and HWMP
(Hybrid Wireless Mesh Protocol) routing protocols in FANETs. The author
experiments on quality of service metrics, i.e., hop count, packet delivery ratio,
overheads using ns-3 simulation tool. The Gauss–Markov mobility model used in
simulation results that HWMP routing protocol gives high packet delivery ratio.
Gankhuyag et al. [28] developed a hybrid scheme having features of unicast and
geo-cast routing. The simulation of proposed scheme results in the increase of
performance of FANETs when compared with conventional AODV scheme.

Hierarchical Protocols In this category hierarchy model is used in routing. In this
protocol, the proactive and reactive routing is chosen on the hierarchy-level basis.
In this scheme, first, some proactive routes are used and then reactive protocols are
used at a lower level. Some examples of hierarchical routing are Landmark Routing
Protocol (LANMAR), Distance Routing Effect Algorithm for Mobility (DREAM).

Position/Geographic-based Protocols It uses real location information of the
nodes for routing problems. Each node calculates the position through GPS or by
any other positioning facility. Some examples of geographic-based protocols are
GPSR, Geographic Position Mobility Oriented Routing (GPMOR). Lin et al. [29]
proposed a geographical mobility prediction routing protocol, MPGR in ad hoc
UAVs networking. The simulation is based on Gauss mobility model and the
outcome shows that MPGR gives better performance when the comparison is done
with AODV and GPSR for delay and packet delivery ratio.

3.2 Ant Colony Optimization

The ant colony optimization on routing protocols of FANETs is applied by the
following authors. Maistrenko et al. [23] used the ant colony optimization technique
to solve the routing problems for FANETs. The comparison of AntHocNet protocol
with AODV, DSDV, DSR protocols is done using network simulator ns-2. The
performance is analyzed using parameters such as packet delivery ratio, average
delay, and overheads. The simulation outcomes show that AntHocNet protocol
gives better performance when compared to AODV and DSDV protocol for packet
delivery and delay. Yu et al. [30] proposed APAR algorithm, polymorphism-aware
routing algorithm. APAR algorithm combines ant colony optimization and DSR
algorithm. In results, it is shown that APAR performs better compared to traditional
algorithms for packet delivery ratio, delay, and load.
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3.3 Bee Colony Optimization

The analysis of routing protocols of FANETs based on bee colony optimization is
done by the following authors. Leonov [31] explains the bee algorithm and also the
routing process in the ad hoc network based on the bee algorithm. The author
compared AODV, DSDV, and DSR protocols with BeeAdHoc protocol using
delay, throughput, and routing load metrics in ns-2 simulator. From the experi-
mental results, it is concluded that BeeAdHoc is more effective than AODV,
DSDV, and DSR. Leonov [32] performed experimental analysis on AntHocNet and
BeeAdHoc protocol for solving the routing problems in FANET. The experiments
are done using ns 2. The simulation study shows that AntHocNet and BeeAdHoc
algorithm give more effective results when compared with AODV, DSDV, and
DSR.

4 Conclusion

Optimization techniques such as ACO, BCO, and PSO are used in VANETS and
FANETs to improve various “Quality of Service” parameters like delay, packet
delivery ratio, jitter, energy consumption, routing load, throughput, bandwidth
consumption, and packet loss. In this paper, VANET and FANET routing protocols
are defined and also a comprehensive review of optimization techniques is done.
From the survey, it is concluded that in FANETs a few routing protocols are
proposed using optimization techniques as compared to VANETs.
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Implementation of Cloud-Assisted Secure
Data Transmission in WBAN for
Healthcare Monitoring

Sohail Saif, Rajni Gupta and Suparna Biswas

Abstract This work presents the cloud-assisted secure WBAN for healthcare appli-

cation. There are various security issues associated with WBAN, which need to be

solved to provide a secure real-time health monitoring system. Through this imple-

mentation, the patient’s vital signals can be accessed in a secure manner in real time

remotely by sensors and networks without visiting doctor’s clinic or hospital. Here,

we provide the cost-effective solution for the transmission of the patient’s health

data to doctor with proper confidentiality, authenticity, freshness, and security using

cloud computing. In this work, the biosignals of patients and doctors are used to

provide authenticity and vital signals are encrypted by using Advanced Encryption

Standard (AES) for the secure m-health application. We have experimentally ana-

lyzed the average end-to-end delay for secure healthcare application is 14.59 and

19.31 ms in off-peak hours and peak hours respectively. This delay is only 5.84% in

off-peak hours and 7.72% in peak hours of permissible delay of 250 ms for medical

application.
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1 Introduction

With the increase in the average age of the person, the healthcare costs augments.

This critically affects the quality of life. It demands approachable, affordable, reli-

able, and secure solutions for healthcare systems [9]. There are a number of diseases

like heart attack, asthma, diabetes, etc., which are the basic causes of sudden death

of a number of people as they are not diagnosed and treated at the right time [7].

Wearable and implantable sensors are placed in or around the human body for health

monitoring and analysis leads to the development of Wireless Body Area Networks

(WBANs) used for purposes such as monitoring traffic, crops, infrastructure, and

health.

For the healthcare application, numerous biological sensors monitor the vital sig-

nals and send the information to a low- energy constraint and high-capacity nodes.

This node sends an information of a person or patient to the caretaker or a medical

practitioner to ensure the timely medical diagnosis. In contrast to the wired network,

the wireless communication provides more mobility to the users [8]. The purpose of

WBANs is to provide high-speed, reliable, and secure Anytime, Anywhere, Always

(AAA) communication. Besides that, it also provides the cost-effective solution for

monitoring the patients. To satisfy the Quality of Service (QoS) for healthcare appli-

cation there are various challenges associated with WBAN in terms of scalable,

affordable, reliable, and secure network and through this work we have satisfied these

requirements.

During the post-medical treatment, if the patient is unable to visit doctor’s clinic

or health centers or if the clinic is far away from his/her location then we need some

remote access of patient’s vital information instead of physical access. The cloud

helps us to provide this feature, by this, the doctor can track the patient’s vital sig-

nals remotely in a real-time manner [15]. Besides this, the patient’s vital information

can be stored in the server for a period of time. Hence, the doctor can examine the his-

tory of a patient remotely, and diagnose the diseases and provides necessary advice.

In this work, the patient’s vital signals are encrypted using Advanced Encryption

Standard (AES), which provides the confidentiality of the data [2]. The biosignals

of the patients and doctors are used for the authenticity [4, 14]. Hence, by incor-

porating the security module in the cloud, it became the secure, cost-effective, and

easily available infrastructure for remote access of patient health data.

The WBAN is basically the three-tier communication architecture shown in

Fig. 1. It consists of intra-BAN communication, inter-BAN communications, and

beyond BAN communications. Beyond BAN communication concatenates the per-

sonal device to the Internet, here we are using the cloud server with our implemented

security module for secure communication between the patient and the doctor as

shown in Fig. 2. The various attacks [5] associated with data transmission are pas-

sive information gathering, subversion of node, false node and malicious data, man-

in-the-middle attack, spoofing, Sybil attack, sinkhole attack, etc.

In this work, the man-in-the-middle attack, passive information gathering, and

sinkhole attacks are targeted. Through this work, secure module incorporating
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Fig. 1 Architecture of

WBAN [6]

Fig. 2 Cloud-assisted

secure WBAN at tier-3

encryption technique [1] with the biosignals implemented in the cloud environment

and end-to-end delay is analyzed in the real time. Section 2 gives the brief overview

of the related work and Sect. 3 discusses the problem identification. Section 4

describes the implemented solution with the algorithm and Sect. 5 presents the exper-

imental setup. Section 6 analyzes the results and finally Sect. 7, concludes the work.
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Table 1 Comparative literature review

Authors,

Year

Security aspects Implementation Delay

Confidentiality Authentication Integrity Freshness

Zhou et al.

[15], 2015

✓ ✓ × × × ×

Liu et al. [3],

2014

✓ ✓ × × ✓ ✓

Zheng et al.

[14], 2017

✓ ✓ × × × ✓

Hong et al.

[4], 2016

✓ ✓ × × ✓ ✓

Raghav et al.

[11], 2012

✓ ✓ × ✓ × ×

Implemented ✓ ✓ ✓ ✓ ✓ ✓

2 Related Work

The vital signal information of the human body transmitted using WBAN is crit-

ical in nature. If any intruder modifies these data, then it causes adverse effect on

the patient’s life. Therefore, the security is the prime concern for the health signal

transmission. The researches proposed various cryptographic scheme used for the

encryption of the vital signals to provide the confidentiality to the data [11]. Some

articles present the use of biosignal for authentication with confidentiality [4, 12,

13]. Few of the works which focused on the various security aspects for WBAN

application are briefly discussed in Table 1.

3 Problem Address

The tier-3 communication of WBAN incorporated Internet, healthcare service

provider, and users for monitoring the health signals. Due to open wireless net-

work communication, they are vulnerable to security attacks. So the various security

aspects needed for secure WBANs communication for tier-3 are as follows:

∙ Confidentiality of vital signal is required to overcome the disclosing or an unau-

thorized access.

∙ Integrity of health data is needed to validate the data received from the actual data

sender, and if any data may change in the middle of communication, it can be

havoc to the patient’s life.

∙ Freshness of vital signal is required to maintain the data sent to the doctor should

be with current vital signals.
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∙ Availability is needed to ensure that the patient’s information is accessible to the

doctor within the permissible time limit of 250 ms for medical application [6].

∙ The security solutions should be usable and easy to implement.

4 Proposed Algorithm and Implementation of Solution

To resolve the problem addressed above, we have implemented the security module

in the cloud which establishes the secure communication between the patient and

the caretaker or the doctor. The Algorithm 1 is for secure communication:

Algorithm 1: Algorithm of cloud-assisted WBAN

1: BEGIN:

2: Procedure: Vital signals encryption and transmission

3: if doctor request = true then
4: if doct_biosignal_pat = doct_biosignal_send then
5: for i = 1 to n do
6: a[i] = vital signals of the patient′s measured
7: enc[i] = encryption of the a[i] using AES
8: end for
9: Send the enc[i]and

10: Send the pat_biosignal_sendat the doctorsend
11: else
12: Request decline
13: end if
14: else
15: Sends biosignals after regular interval
16: end if
17: Procedure: Decryption of vital signals

18: if pat_biosignal_send = pat_biosignal then
19: for i = 1 to n do
20: dec[i] = enc[i] decryption using secret key
21: end for
22: else
23: The patient biosignal is not matched
24: end if
25: END

The details of the symbols used in this algorithm are as follows:

1. doct_biosignal_pat: Biosignal of doctor stored at the cloud.

2. doct_biosignal_send: Biosignal of doctor sent during the request.

3. pat_biosignal: Biosignal of patient stored at the cloud.

4. pat_biosignal_send: Biosignal of patient sent during the transmission.

5. n: Number of vital signals.
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∙ In the first level, password is used for the validation.

∙ Then, the patients and the doctors biosignal are used for the authentication.

∙ After authentication, in the third level the vital signals of the patients are encrypted

using AES with 128-bit block and 128-bit symmetric keys to provide the confi-

dentiality to the vital signals [10].

∙ The current vital signals are sent and stored in the server for analysis by the doctor

to incorporate the freshness of the data.

5 Experimental Setup Using Cloud Server

A cloud server is a virtual private server, whose working principle and functionality

are same as a normal server but it is physically located in another space. It is hosted

and delivered through primarily an Infrastructure as a service (IAAS)-based cloud

model. The cloud server is accessed remotely through cloud service provider. These

servers can be purchased/rented for a particular of time depending on the capac-

ity, speed, etc. The WBAN tier-3 is designed using PHP with MySql. The interface

designing and functionality of the experiment is provided by PHP, JavaScript, AJAX,

etc. The cloud hosting service is provided by BigRock Cloud service provider. When

the wireless networks demand is less, then it is considered as off-peak hours which

is normally at night and when the traffic is high in the network then it is considered

as peak hour or peak busy hour. So, for the complete analysis, the experiment is

performed in both off-peak hours and peak hours. Tables 2 and 3 show the resource

utilization and simulation environment during the data transmission between doc-

tor and patient through a cloud server. Table 2 reflects that the resource utilization is

more in the peak hours compared to off-peak hours. However, during both the exper-

iment duration still minimum resources are required, so the implementation can be

easily adopted without any specific consideration.

Table 2 Resource utilization

Description Usage off-peak

hour

Usage peak hour Limit Fault

CPU usage 14.5% 22% 100% 0

I/O usage (Kbps) 1230 2090 8192 0

IOPS 2 16 1024 0

Entry processes 2 4 40 0

Number of

processes

9 23 100 0

Physical memory

usage

92.30 MB 292 MB 2.00 GB 0
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Table 3 Simulation environment

Description Value/name

Server location Burlington, Massachusetts, United States (US)

Available CPU 2.30 GHZ Dual core

Available memory 2 GB Ram

Storage 5 GB HDD in RAID

Bandwidth 10 GB

Apache version 2.2.3.2

PHP version 5.4.45

MYSQL version 5.5.55–38.8

Architecture x84_64

Operating system Cent OS 6.5

Experiment duration 600 min [300 min(off-peak hour) + 300 min

(peak hours)]

Experiment start time 00:10 AM (IST) [off-peak hour]

Experiment stop time 05:10 AM (IST) [off-peak hour]

Experiment start time 11:00 AM (IST) [peak hour]

Experiment stop time 04:00 PM (IST) [peak hour]

6 Result and Analysis

We have considered different attack scenarios by randomly simulating the various

type of attacks such as man-in-the-middle attack, spoofing, etc. We have performed

the experiment in three stages with 5 runs of 15 min each for both peak hour and

off-peak hour. For the analysis, the vital signals of patient like heart beat rate, blood

pressure, glucose level, body temperature, and hemoglobin level were transmitted in

real time. In the first stage, the vital signals are transmitted to the doctor’s end with-

out any security and without any attack with an interval of 1 min. The end-to-end

delays are shown in Fig. 3a, b, signifies the time needed for transmission of health

data of patient using cloud server. The results of Fig. 3a show that about 0.2–0.4 ms

is used to fetch health data from the sink, 0.4–0.6 ms to save that data to the cloud

database server, and 3–3.5 ms used to retrieve the data from the cloud server dur-

ing off-peak hours. Similarly, the results of peak hours (Fig. 3b) show that there is

an increase in data read, data fetch as well as save time compared to off-peak hours

results. The end-to-end delay in each run is slightly varying, as the load shared by

the cloud is changing with time. So, average time required for the plain text trans-

mission is 3.80 ms for off-peak hours while 4.90 ms for peak hours. In the second

stage, the vital signals are transmitted to the doctor’s end without any security and

with an attack with an interval of 1 min. In this, the man-in-the-middle attack is peri-

odically and randomly targeted. The average results of 5 runs for the periodic attack
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Fig. 4 End-to-end delay of vital signals transmission in plain text with periodic man-in-the-middle

attack. a During off-peak hours. b During peak hours

where intruder reads every third transmitted information and again retransmits it dur-

ing off-peak hours and peak hours shown in Fig. 4a and Fig. 4b respectively. Due to

this attack, the transmission time increases to 4.5–5 ms for off-peak hours and 6.5–

7 ms for peak hours. Similarly, the random man-in-the-middle is also implemented

and tested with 5 runs. The average results of random attack for off-peak hour and

peak hour are shown in shown in Fig. 5a and Fig. 5b respectively. The random attack

results show that the increase in end-to-end delay transmission by ≈1.5–2 ms com-

pare to without attack on that time. The increase in the transmission time reflects the

attack during transmission.

In the third stage, the vital signals are transmitted to the doctor’s end with authen-

ticity and confidentiality. Figure 6a, b shows the transmission time required for each

process according to the design technique for both the off-peak hour and peak hour.

The doctor’s finger validation time reflects the time required to compare the doctor’s

biosignal (fingerprint) to the biosignal store in the cloud when doctor wishes to see

the patient health data. Data read time means the time required to read vital signal

of patients from the sink.
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Fig. 6 End-to-end delay of cipher text using AES and authentication using biosignal. a For off-

peak hour. b For peak hour

Encryption time shows the time required to encrypt the data with 128-bit block

and 128-bit random secret key generation. Data Save time is the time required to

store patient health data in encrypted format, secret key, and patient biosignal. Patient

finger validation time is the time required to compare the received patient’s biosig-

nal (fingerprint) with the stored biosignal of the patient. Retrieve time is the time

required to fetch the encrypted patient health data from cloud database server after

the biosignal validation is done. The decryption time includes the time required to

authenticate the received secret key with the already stored secret key and the decryp-

tion of cipher text to plain text. The average of total time required for complete pro-

cess during off-peak hour is 14.59 ms (Fig. 6a) and during peak hour is 19.31 ms

(Fig. 6b). Hence, the latency during off-peak hour is only 5.84% of 250 ms and during

peak hour is only 7.72% of 250 ms permissible delay limit for healthcare application.
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7 Conclusion

This work designed and implemented the cloud-assisted secure WBAN communica-

tion for healthcare application. The security measures adopted in this work, make it

difficult for the intruder to intercept any node governed by the authentication of the

biosignal’s of the patients and the doctors. The biosignal of individual is unique in

nature. The AES ciphering technique overcomes the various wireless attack. When

the combined techniques are implemented in the cloud server, then it provides data

confidentiality, data authentication, data integrity, freshness, and availability.
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A Study of Android Application
Execution Trends and Their Privacy
Threats to a User with Respect to Data
Leaks and Compromise

Utkarshni Sharma and Divya Bansal

Abstract Android is used as an operating system by a vast range of devices such as

mobile phones, tablets, TV sets, watches, etc., providing users with a collection of

android applications to, carry through, their daily needs. Android security has been

built upon a “Permission-based mechanism”, which gives access to the critical infor-

mation, of an Android device to an application, and often does not allow the user to

understand the privacy implications of those accepted permissions. User’s overrid-

ing desire to complete the primary task to install an Android application reduces

their attention to the installation-time permission requests. This study on Android

applications will help the users to gain better understanding of the required and used

permissions in Android environment, giving them a preferable user control to effec-

tively maintain confidentiality, integrity, availability, security, and privacy of user’s

data.

Keywords Android permissions and privacy issues ⋅ Application behavior

User’s reaction to privacy issues ⋅ Comparison of android versions

1 Introduction

Android Google play store forechecks every application before publishing in its store,

yet some black hat developers make their way out and pass through those tests. Each

application has very limited capabilities by default, and require permissions to access

sensitive data or services on device. User’s overriding desire to complete the primary

task to install Android application reduces their attention to those installation-time

permission requests. In the work of Gu J. et al. the effects of permission sensitiv-

ity, permission justification, and app popularity on Android users’ privacy concerns
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and download intention were investigated. This was being done considering only one

application “Delicacy” (provides restaurant descriptions and customer’s review) dur-

ing its download time by mangling with its design on a sample size of 286 subjects.

The study did not include the effect of user’s comments and developer’s informa-

tion on the subjects. This study on Android applications is done in five sections

on selected applications, Sect. 1 determines the relationship between an Android

application and an Android user, based on five metrics. Section 2 demonstrates log

analysis of applications through “Network log” during their normal usage and after

force stopping them on the device. Section 4 discusses results, informing users of

what mistakes they mostly make, which could get their data compromised and what

auxiliary measures can be considered to be secure. Section 4 depicts comparison of

different Android versions based on some standard parameters. At last, Sect. 5 set

forth conclusion, future work, and references. This study on Android applications

will help user’s to gain better understanding of required and used permissions in

Android environment and giving a preferable user control as to which permission of

an application should be allowed or disabled, to effectively maintain confidentiality,

integrity, availability, security, and privacy of user’s data.

2 Related Work

Many researchers investigated the arising issues in Android security, including

coarse granularity of permissions, incompetent permission administration, insuffi-

cient permission documentation, overclaim of permissions, permission escalation

attack, and TOCTOU (Time of Check to Time of Use) attack to illustrate the rela-

tionship among these issues, and the existing countermeasures to address them. One

of them included effects of permission sensitivity, permission justification, and app

popularity on Android users’ privacy concerns and download intention, considering

only one application “Delicacy” (providing restaurant descriptions and customer’s

review) during its download time by mangling with its design on a sample size of

286 subjects. The study did not included effect of user’s comments and developer’s

information on the subjects. Also, theoretical study on modeling antileak sensitive

data firewall for the static and dynamic behavior analysis of an Android application

was proposed using API Hooking method based on Cydia substrate framework. This

framework had to work for Android version 2.3 to Android version 4.3, but when ver-

ified manually the framework did not work on the given Android version, giving the

model a major disadvantage. A set of contrast permission patterns were aimed to

detect the difference between clean and malicious applications on the basis of static

analysis of two sets of permissions: required and used permissions. Data was col-

lected through static analysis (feature extraction using reverse engineering tools) on

1227 applications, due to large number of data set there was an issue of redundant

samples. There are other features from the applications that could be included like

dynamic analysis (behavior monitoring during application execution), user’s com-

ments, application popularity, developer’s information, etc., that could be used to
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improve the detection ratio of clean and malicious applications. Applications were

characterized for each category of application based on rating, and proposed privacy

score determining: normal application and abusive or malicious or risky applica-

tions, which showed pattern deviation from the set pattern. The study used publically

available data set and filtered track of permissions embedded in the Android 4.4 oper-

ating system. Forensic study acquired and analyzed user’s interaction, device-stored

data and network traffic of 20 applications (4 out of 20 : Snapchat, Tinder, Wickr,

BBM were not included) under category of chatting, dating, and messaging on the

basis of application popularity. They were able to find the messaging application’s

vulnerabilities in terms of how they store and transmit data.Also, their was a survey

conducted to understand the beliefs, attitudes, behaviors, and expectations of mobile

users toward privacy and energy issues, and their behavioral intention on what kind

of countermeasures adopt to reduce their privacy leakage.

3 System Design

This work on Android applications determines relationship of Android application

and an Android user, based on five metrics. Also, a comparison of different Android

versions based on some standard parameters is being done to depict their security

levels. The system consists of three phases: training phase, testing phase, and pattern

analysis (Figs. 1, 2, 3, 4 and 5).

Fig. 1 System process model
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Fig. 2 Ola app in its default running state

Fig. 3 Ola app after forcibly stopping from its default running state

Fig. 4 Graphical representation based on application popularity
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Fig. 5 Security levels in Android versions

3.1 Data Collection

Data collection was done in PEC University of Technology and Panjab Univer-

sity Chandigarh, consisting of undergraduate (B.Tech., B.Ph., Biophysics, Biochem,

B.A., HSC, B.Sc.), postgraduate (M.Tech., M.Ph., M.A., M.Sc., M.Phil.) and Ph.D.

students under the age group between 18 years and 50 years. The purpose and the

significance of the study were explained to the students.

4 Result and Analysis

4.1 Android Permissions

First objective of the study was to identify all the permissions which were asked

prior to the installation of the Android applications. In order to achieve this, 33

Android applications were selected from different categories to analyze their per-

missions prior to their installation which are to be accepted by the user in order to

download and install a particular application on the device. In total, 58 permissions

were noted, out of which 34 were termed as normal and rest 24 as dangerous. Based

on dangerous permissions, all those applications are as follows:

1. Requesting permissions between 0 and 6 were put under the category of Nor-

mal App, i.e., they were causing negligible harm to a person’s confidential data,

security, and privacy.
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2. Requesting permissions between 6 and 10 were put under the category of Risky

App, i.e., they were causing a moderate amount of harm to a person’s confidential

data, security, and privacy.

3. Requesting permissions between 10 and 16 were put under the category of Dan-

gerous App, i.e., they were causing a significant amount of harm to a person’s

confidential data, security, and privacy.

4.2 Execution Style Analysis of Android Applications on
Device

All the 33 applications were successfully downloaded and installed on the Android

device with Android version (5.1). An app “Network Log”? was installed to mon-

itor the behavior of the applications during their usage and after force stop. The

time period selected for behavior analysis was of 3 months. After force stopping an

application, there was a significant dip in the amount of network traffic generated, as

compared to traffic they generate while they were kept on running at the background

even after closing the app. Following are the graphs of the Android application for

two instances. First, while they are normally by the user and second, after forcibly

stopping them from their running state:

1. Ola cabs

Similarly these observations were observed in all the 33 applications, that after force

stopping an application packet count of some of the apps went to zero and some

showed a significant dip, in the traffic (packet count) generation by the applica-

tions, on the device, such as in Google Maps, Facebook, Instagram, etc. Also, it

was observed that between WhatsApp and Google Allo, Google generated less traf-

fic (packet count) as compared to WhatsApp.

4.3 Pattern Analysis

From the data collected, the following graphs were generated based on five criteria.

4.3.1 Based on Application Popularity

This graph holds results on the basis of application popularity on Google Play store

as well as among the users.

Results of this study showed that 79.4% users considered app rating for download,

60.9% considered number of downloads of an app before downloading it, 75.8% con-

sidered user’s information, and 43.2% considered developer’s information about a
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particular application present on Google Play store before downloading an applica-

tion. Although knowing that alone app rating or number of downloads or user’s infor-

mation about an app or developer’s information of an application does not provide

better understanding of an app still users do not consider them before downloading

an application. Similarly, all the four criteria based on privacy policy and permis-

sions, based on execution style during run and download time, based on performance

and based on data security,generated results which helped to figure out what are the

user’s perceptions regarding privacy issues and what mistakes they mostly make to

get their data compromised without being notified.

4.3.2 Comparison of Different Android Versions Based on Security
Features

All the Android versions from its very first version Apple pie (1.0) till date Nougat

(7.1.1) are compared on the basis of user/development and security features. Follow-

ing graphical analysis depicts more clearly the comparison of different versions of

Android according to their security features:

Out of all the versions of Android, the latest version Nougat is the safest with most

of the security features in it. Gingerbread was targeted more with malware more than

any other Android version. The majority of attacks were carried out by exploiting

Java vulnerabilities and more than 50% of all attacks were SMS Trojans that steal

money from users by sending text messages to premium-rate services.

5 Conclusion

This study aimed to perform the study of Android application execution trends of

applications and how users respond toward the privacy issues and what leads to their

data compromise. The results have shown that although some of the users are aware

of implication of the risk of installing an application to their data but still they do not

take any action on their end to somehow protect their data from getting compromised.

Two main factors that contributed toward this change is the open-source nature of

the platform and the flexibility provided to users and developers. This is an extension

of Gu J. et al. where only application popularity and performance were considered

as only parameters considering only one application. Through this work a user will

become more conscious before downloading and installing Android applications on

device. If in any case an application hinders the normal working of a device, over-

claims permissions, or promotes inappropriate advertisements, that should be con-

sidered as not legitimate and action should be taken immediately. This will give a

preferable user control as to which permission of an application should be allowed or

disabled, to effectively maintain confidentiality, integrity, availability, security, and

privacy of user’s data.
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Three-Dimensional Design of a New
Maglev Vehicle and a Study of It Using
Computer Vision

Kuldip Acharya and Dibyendu Ghoshal

Abstract A Maglev car travels by floating on a magnetic track with the attractive
and repulsive force of magnets to create both lift and propulsion. The paper presents
outlines of an application on magnetic levitation transportation technology to
design a new car and study of it utilizing computer vision. This vehicle is specially
designed to give high comfort to the physically challenged people and to move in a
profoundly secure condition. The vehicle is planned with a full resting beds
compartment and can move at a very high speed. Inductrack a frictionless, attractive
levitation framework is proposed to be used here for super speeds. It offers a
smooth contactless trip to the goal. Helper components are just required when the
vehicle needs to back off and needs to stop at a station. The financially savvy
Halbach arrays of magnets are utilized to produce high magnetic fields to suspend
and move the vehicle. Computer animation of the whole circumstance shows up
and observed it to be a good vehicle with high speed. Computer vision system study
is utilized to detect cars, monitoring vehicle, analysis of car video information for a
safe journey, and to avoid accidents. Tracking a car in a vulnerable environment is
difficult due to noise generation. To overcome this problem, a method is proposed
for noise removal from the car videos for tracking it in a vulnerable environment. It
is found that the proposed methods give better result compared to the existing one.
Thus, it shows that computer vision can greatly help the Maglev vehicle to provide
more safety, high alerts, and high comfort to the passengers.
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Keywords Animation ⋅ Autodesk maya ⋅ Computer vision ⋅ Inductrack
Maglev vehicle

1 Introduction

Magnetic levitation (Maglev) [1] is a train transportation technology which applied
magnetic levitation to transport train, and vehicles without making physical touch
with the ground, unlike conventional trains. Maglev automobile travels along a
guideway supplied with magnets to create both lift and propulsion. Maglev trains
flow more smoothly and speedy than wheeled transportation structures [1]. There
are many road transportation systems available for both short or a long route within
a state or from a state to another state. However, the time and journey are taken by
the buses, cars, autos, and the traditional rails are not suitable for all the passengers.
On the other side, electrodynamic system Maglev or electromagnetic Maglev rails
expenditure is not always affordable for the general passengers. The physically
challenged passengers always a need a safer, quicker journey with high-comfort
traveling experience. This scenario introduces a new small vehicle based on the
Inductrack technology of Maglev transportation system. In the proposed design, a
magnetically suspended vehicle is introduced. In the present study, the vehicle is
pulled by magnetic power for transporting merchandise, and passengers. The goal
of the configuration of magnetic levitation (Maglev)-based vehicles is to carry
individuals and especially passengers who have physical problems. The vehicle
seats are planned such that physically challenged individuals who have a problem
with their legs or hands can consume additional room and can put their legs on feet
rest and can utilize different parts of the vehicle. The visually impaired people can
use Braille internet system. It is seldom found where general auto rickshaws, cars,
rails, airplanes give this kind of facility to the differently able people groups.
Maglev vehicle serves the passenger to get sufficient comfort during the journey.
Many research works are going on the Maglev vehicles. The computer design and
animation of the Maglev vehicle are done by Autodesk Maya [2] student edition to
illustrate the proposed framework. The present study shows how the proposed
transportation structure can be a better voyaging vehicle to the future world.
Vision-related problems of real-life scenarios, analysis of computer-generated
graphics, models, animation, and so forth can be solved using Computer Vision
System Toolbox [3] algorithms and functions. Computer vision makes it easy to
implement the feature detection, extraction, and matching; object detection and
tracking; motion estimation; and video processing efficiently in a short period of
time. Computer vision-related simulations and statistical analysis is implemented in
MATLAB [4] software.
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2 Review Work

Magnetic levitation [1] is a technology by which anybody or object can be floated
against the gravitational force. The principle lies in the theory of superconductivity
and cryogenics. It has been found that when the temperature of a certain object,
called superconductors can be lowered nearly at 0 Kelvin or slightly more than that,
the substance loses all magnetic property from it and it is prevalent in the dia-
magnetic material body. At this stage, the theoretically infinite amount of current
can be passed through it as conductivity becomes infinite. Based on this principle,
any superconductor object can be floated and moved along a guiding track which is
also a superconductor. The speed of the movement can be controlled by varying the
amount of current, i.e., the strength of the magnetic field causing the supercon-
ductivity. Among three common types of magnetic levitation system, electromag-
netic and electrodynamic systems are costly. Rather Inductrack system is cheaper
and can be used as an industrial alternative in vehicle technology. In the Electro-
magnetic suspension (EMS), magnetic levitation (Maglev) system powered elec-
tromagnets are utilized and in the electrodynamic system (EDS) superconductors
are used [1]. To keep up the superconductivity cryogenic framework [5] needs to
cool the superconducting magnets which are exceptionally costly. The great
physicist Klaus Halbach [6] configures arrays of permanent magnets so that the
intensity of the magnetic field becomes very stronger on one side of the array and
nearly canceling the magnetic field of another side of the array. Halbach array is
made of the neodymium–iron–boron alloy [7] to generate a higher magnetic field.
The speed of Inductrack Maglev is approximately estimated to be 350 km/h [8].
Halbach arrays of permanent magnets are utilized in this Inductrack Maglev vehicle
to travel miles in a short timeframe. The infrastructure expense of a Maglev train
with the electrodynamic structure is high. Here, we use Inductrack magnetic levi-
tation method which is in excessive contrast with general rail framework, however,
less expensive than Electrodynamic System (EDS) Maglev system. The Maglev
transportation system is monitored by the computerized tracking system to report
data to control room [9]. These data analyses determine the speed and position of
the Maglev train. Tracking and monitoring a vehicle in the vulnerable environment
may become difficult. Computer vision may help in this condition by reducing
noises from video signals, enhancing the video frames for clear visibility for better
tracking, monitoring and to controlling the overall transportation system. A vision
based magnetic levitation device can be used to measure the location of the object
as opposed to light-based sensors. To do that vision based position sensor evolved.
The image processing methods acquired the location information which adjusts the
coil current to create a force on the object [10]. Computer vision strategies can track
human, density and evaluation of crowd [11].
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3 The Design of the Proposed Vehicle

The track of vehicle is proposed to make arrays of the unpowered loop of insulated
wires. When the proposed Inductrack Maglev vehicle pushes ahead, the magnets in
the Halbach arrays induce currents in the track’s cables, which create an electro-
magnetic field that repels the arrays of permanent magnets. The framework’s
completely frictionless nature, implying that accomplishing levitation requires no
control systems to look after stability. When the vehicle is in rest at a station, no
levitation happens, and assistant wheels bolster the vehicle. When the Inductrack
vehicle car pushes ahead, the magnets in the Halbach arrays in the track, create an
electromagnetic field. This magnetic field levitates the vehicle. Linear synchronous
motor [1] is used to propel the vehicle. Initially, external power is needed until the
vehicle levitates. At the point when the vehicle runs the magnetic field from these
permanent magnets induces repelling currents in the track. The magnets in the
Inductrack are let down in such a manner to create one-side magnetic fields and the
intensity sufficiently strong to drag the vehicle. The intensity of the side magnets
varies in such a manner that it will add some magnetic force on the levitating track.
The alternating assembly of the magnets gives rise to a forward propagating pulling
force which helps to strengthen the upward levitating force. There are auxiliary tires
attached to the system for the safe landing. We propose to use powerful batteries for
the secure reinforcement framework.

3.1 Gaussian Mixture Model and Computer Vision Study
on the Proposed System

This example shows how to detect and count cars in a video sequence using
foreground detector based on Gaussian Mixture Models (GMMs) [12]. The uti-
lization of the foreground detection method, motion-based multiple object tracking,
and blob analysis [13] method are some special features in computer vision to
search and count cars in a video sequence. In the proposed work, 3D models and
animation of the vehicle based on the concept of magnetic levitation transportation
technology is designed and animated in Maya software. The work focuses on the
computer vision study of various scenarios. The Kalman filter [14] object predicts
an object’s probable future location and can be used for tracking and reduce noise
in the detected location.

The computer-generated three-dimensional (3D) design, gives an overview how
the system will look like and how it will operate. The principle of Inductrack
operation adopts a particular setting of the permanent magnets of fixed magnetic
intensity. The speed of the introduced inducted vehicle can be varied by tuning the
current passing through the solenoids. At the time when a certain break is needed, a
reverse magnetic force is necessary to create by changing the direction of the
current through a solenoid. Figure 1 shows the view of the proposed Maglev

686 K. Acharya and D. Ghoshal



vehicle, where we can see a vehicle is running on a Maglev track on the city roads.
By using this vehicle, the traveler can move from a city to another city or states in a
short period comparing other road vehicles like cars, autos, trucks, and buses.
Figure 2 shows the interior design of the Maglev vehicle room. The room designed
with the necessary equipment for the physically challenged person (Figs. 3, 4 and 5),
(Table 1).

Fig. 1 Inductrack vehicle
running in a city

Fig. 2 Vehicle interior room
3D modeling

Fig. 3 Motion object
tracking using Kalman filter
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In Table 2, the average mean values, average standard deviation, and average
variance have been shown. The result has been produced by Matlab program. The
animated files of the proposed vehicle have been designed from scratch in Autodesk

Fig. 4 Bottom side of vehicle

Maglev Vehicle 
Video Footage 

Vulnerable 
Environment 

Computer Vision 
for Enhancement

Proposed Smoothed Kalman 
Filter produced optimized 
Results 

Kalman filter 
and Gaussian 
mixture models 
for object track-
ing and noise re-
duction. 

Tracking and Monitoring 

Optimized 
Monitoring 

Smooth and 
Safe Journey

Fig. 5 Flowchart of the proposed design

Table 1 Maglev vehicle distinctive parts and their guesstimate values

Maglev vehicle parts Approximate values and Guesstimate
properties

Components can use to manufacture the
vehicle body

Steel, aluminum, copper, fibers, glass, rubber,
and special plastic

Vehicle dimension in
length × width × height (L × W × H)

50 feet, 15 feet, 25 feet

Vehicle track 17 miles long. made of Halbach array, plastic,
iron, and steel

Pillars height 10 feet

Table 2 Statistical information of maglev vehicle animation videos

Video file Average mean Average SD Average variance

Vehicle 1.avi 0.2737 0.1641 0.0269
Vehicle 2.avi 0.2839 0.1683 0.0281
Vehicle 3.avi 0.2636 0.1568 0.0234
Vehicle 4.avi 0.2731 0.1615 0.0229
Vehicle 5.avi 0.2747 0.1651 0.0279
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Maya 2016 student version software. This is a conceptual design of a Maglev
vehicle mimicking the magnetic levitation train concept.

4 Proposed Method

Synthesize a random signal that has a value of 1 and is corrupted by a zero-mean
Gaussian noise with standard deviation of 0.1. Removing noise from a random
signal which is corrupted by a zero-mean Gaussian noise have been done [15]
through Kalman filter. In the proposed method, we have smoothed the produced
result which is obtained by removing noise from the signal by using a Kalman filter.

α=0.99; s = 0; s = αð Þ*t + 1− αð Þ*s
� �

. ð1Þ

Here, α (alpha) is an adjusting parameter to optimize the overall performance. It
is used to filter the calculated value. The exponential moving average function has
been applied to the predefined calculated value. Here, ‘t’ denotes the result obtained
from noise cleaning through Kalman filter. The value of alpha is assumed here as
0.99 for optimal result.

5 Results and Analysis

Figures 6, 7, 8 and 9, shows the simulated results and which is based on the
parameters in Table 3. The original signal, noisy signal, filtered signal which is
already implemented [15] and the smoothed filtered signal by our proposed

Fig. 6 Signal noise
removing using Kalman filter
with length 100
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methods have been shown in Figs. 6, 7, 8 and 9. We have run the simulation in
MATLAB for five times and get the simulation results. All the produced results
clearly showing that smoothed filtered signal is giving optimum result. The Peak
Signal-to-Noise Ratio (PSNR) in decibels (dB) mean squared normalized error
performance function (MSE) and MAXERR is the maximum absolute squared
deviation of the data. The results are showing that the proposed method is giving
the slightly better result. Thus, it proving the proposed method is optimal. The
simulation parameters are predefined. It is observed that the overall performance
degrades when the value of the random signal, standard deviation, and length
increases (Table 4).

Fig. 7 Signal noise
removing using Kalman filter
with length 200

Fig. 8 Signal noise
removing using Kalman filter
with length 400
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6 Conclusion

Construction of magnetic levitation-based vehicles like car, train, etc., is a costly
affair, hence after meticulous design, it is always safe to have a prior understanding of
the proposed system before actual manufacturing. Computer vision-based analysis
may be thought of a good process for having an insight into the proposed system. In
addition to, all minor facilities can be provided with best available ease which can be
visualized beforehand with the help of computer vision-based design. Magnetic
levitation-based vehicles move at a very high speed and passengers need to be
provided with adequate safety measures by using comfortable and reliable safety
belts. The vehicles move along a fixed track and thus the possibility of head-on
collision or any other accident with other vehicles may be excluded. We have tested
the result using PSNR, MSE, and MAXERR and it is observed that the proposed
methods give the best results. Computer vision can help to control the speed of the
vehicle and automatic scene detection in both inside and outside of the vehicle to
provide safety instruction to the drivers, officials, staffs, and passengers. Thus,
computer vision may be greatly utilized to offer a stable and safe traveling experience
in Maglev transportation, especially in vulnerable environments.

Fig. 9 Signal noise
removing using Kalman filter
with length 500

Table 3 Simulation
parameters

Random signal Standard deviation Length

1 0.1 100
2 0.3 200
3 0.5 300
4 0.7 400
5 0.9 500
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Combining GMM-Based Hidden Markov
Random Field and Bag-of-Words Trained
Classifier for Lung Cancer Detection
Using Pap-Stained Microscopic Images

Moumita Dholey, Maitreya Maity, Atasi Sarkar, Amita Giri,
Anup Sadhu, Koel Chaudhury, Soumen Das
and Jyotirmoy Chatterjee

Abstract Lung cancer is a malignant tumour having uncontrolled lung cell growth.

Papanicolaou (Pap)-stained cell cytology from Fine Needle Aspiration Cytology

(FNAC) is the most followed approach for lung cancer diagnosis. However, the man-

ual assessment of cytopathology slides under light microscopy is time consuming

and suffers from feature ambiguities including inter-observer variability. Here, an

automated computer vision approach is presented for identifying and classifying can-

cerous cell nuclei from pap-stained microscopic image of lung FNAC sample. The

proposed methodology adopted Gaussian mixture model-based hidden Markov ran-

dom field technique to segment cell nucleus. Later, bag-of-visual words model was

used for nucleus classification, where scale-invariant feature transform feature were

extracted from segmented nucleus for training a random forest classifier model. The

adopted nucleus segmentation-cum-classification model was able to precisely seg-

ment the nucleus and classify them in two class, viz. Small Cell Lung Cancer (SCLC)
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and Non-small Cell Lung Cancer (NSCLC). The segmentation process achieves a

sensitivity of 98.88% and specificity of 97.93%. And also, the nucleus classification

model was able to perform with a sensitivity of 97.31%, specificity of 99.54%, and

accuracy of 98.78%.

Keywords Gaussian mixture model ⋅ Bag of words ⋅ Supervised classification

Nucleus segmentation ⋅ Lung cancer

1 Introduction and Literature Survey

Lung cancer, a fatal disease, is triggered by abnormal cell progression in the lung.

According to American Cancer Society (2015), in the United States of America, the

number of new cancer cases and deaths due to cancer are 1,658,370 and 589,430

respectively. Among these, the number of newly diagnosed lung cancer cases and

deaths are 221,200 and 158,040 respectively [1]. For conventional microscopic

assessment, Pap-stained FNAC smears from pulmonary lesions is very powerful

diagnostic technique. However, the manual cytopathological assessment process suf-

fers from several challenges like a time-consuming process, inter-observer variabil-

ities, and feature ambiguities. To overcome these burdens, automated image analy-

sis becomes the need of time. In a study for cervical dysplasia detection proposed

by Bora et al. [2], authors have applied discrete wavelet transform, median filter, bit

plane slicing, K-means clustering and Maximally Stable External Region(MSER) for

nucleus segmentation. In another study by Bora et al. [3], deep CNN and Maximal

Information Compression Index (MICI) were used for feature extraction and feature

selection respectively. For classification, Softmax Regression classifier was used. In

the classification study of breast cancer by Abdel-Zaher and Eldeib [4], a deep belief

network (unsupervised) path with backpropagation (supervised) path were imple-

mented and DBN-NN performed the best. Another study was done on Pap-stained

breast FNAC slides by Kashyap et al. in [5]. To achieve uniform image intensity back-

ground correction was done. Image analysis was executed by using Nikon Imaging

Software (NIS) (Version 4.00) and SPSS. Kecheril et al. [6] have proposed a study

for lung cancer detection from sputum cytology images by using hessian determinant

maximization, K-means clustering for segmentation. Yu et al. [7] have performed a

histopathological study [6] on lung cancer prognosis. The authors have applied Otsu

thresholding- based pipeline method for nucleus segmentation and Elastic net-Cox

proportional hazards models (R package glmnet) for classification. Javaid et al. [8]

developed another automated approach for lung cancer detection from CT image,

where they have used contrast stretching, intensity thresholding, K-means cluster-

ing, 2D and 3D features and SVM classifier.

Though a huge development has been observed in Computer-Aided Diagnosis

(CAD) tools for different cytological cancer detection (cervical, breast), for lung

cancer diagnosis this is still lacking. To fulfill the aforesaid gap, specifically, CAD

tool for lung cancer cytology has been targeted to develop.
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Fig. 1 Workflow diagram of the proposed study

2 Materials and Methods

2.1 Abstract View of the Adopted Algorithm

The workflow diagram of the proposed lung cancer detection algorithm is presented

in Fig. 1. The adopted algorithm was designed to segment nucleus from Pap-stained

microscopic images and classify them into SCLC and NSCLC types.

2.2 Sample Image Database Development

The pathological samples were collected from EKO Diagnostic Center, Medical Col-

lege and Hospital, Kolkata, India. Institutional ethical clearance was taken for this

study. Multiple images were captured from Pap- stained slides under 20x objective

magnification (total 200x microscopic magnification). Total 120 samples were col-

lected and 600 images were captured for sample database development. The devel-

oped image database was provided to multiple pathologists for ground truth image

generation (Fig. 2).
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Fig. 2 Microphotographs of Pap-stained FNAC smears (objective magnification 20x); a, b Origi-

nal Pap smear image, c Ground truth image, d Noise-filtered image

2.3 Edge-Preserving Bilateral Filtering

Bilateral filter, a nonlinear filter, works as an image smoothing filter with edge preser-

vation properties. The noise-removed image outputs are shown the Fig. 2. Accord-

ing to the formulation proposed by Tomasi and Manduchi [9], the bilateral filter is

described. Let, I(v) = input image. At v = (x, y) coordinate, the bilateral filter can be

defined as

̂I (v) =
∑

q∈N(v) Wc (‖q − v‖)Wsim (|I (v) − I (q)|) I (q)
∑

q∈N(v) Wc (‖q − v‖)Wsim (|I (v) − I (q)|)
, (1)

whereN(v) represents the neighbourhood of v. This smoothing filter can be described

as a standard Gaussian filter with 𝜎c ∶ Wc (x) = e
−x2

2𝜎2c , and a feature preserving simi-

larity weight function with 𝜎sim by penalizing large intensity variation, be Wsim (x) =

e
−x2

2𝜎2sim .
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2.4 Nucleus Segmentation

Gaussian mixture model-based hidden Markov random field (GMM-HMRF) model

[10] was adopted for nucleus segmentation. The representation of a Gaussian Mix-

ture Model having g components be as follows:

G
(
v ∣ 𝜇i,Σi

)
= 1

(2𝜋)
D
2 ||Σi

|
|
1
2

exp
{
−1
2
(
v − 𝜇i

)′Σ−1
i

(
v − 𝜇i

)}
. (2)

GMM model determines the unknown parameters

𝛩 =
{
w1,w2, ...,wC;𝜇1, 𝜇2, ..., 𝜇C; Σ1,Σ2, ...,ΣC

}
. (3)

Hidden Markov random field and its Expectation Maximization (HMRF-EM) is con-

sidered to find out the 𝛩. The HMRF-EM algorithm can be described as follows:

1. Start with 𝛩

(0)

2. Calculate P(t) (yi|xi, 𝜃xi
)

(likelihood distribution).

3. Use 𝛩

(t)
(current parameter set) for label estimation by MAP estimation:

X(t) = argmax
X∈𝜒

{
P
(
Y|X, 𝛩(t))P (X)

}

= argmin
X∈𝜒

{
U
(
Y|X, 𝛩(t)) + U (X)

} (4)

4. Posterior distribution calculation by applying Bayesian rule as follows:

P(t) (l|yi
)
=

G
(
yi; 𝜃l

)
P
(
l|xtNi

)

P(t)
(
yi
) (5)

Here, xtNi
represents the neighbourhood configuration of x(t)i .

5. By using P(t) (l|yi
)
, update the parameters as 𝜇

(t+1)
l and

(
𝜎

(t+1)
l

)2
.

2.4.1 Morphological Post-processing

The unwanted small foreground areas were discarded using morphological opening

operation [11]. The splitting of paired nuclei regions is done by watershed algo-

rithm [11]. Connected components labelling was used to label each independent

foreground nucleus. Therefore, the original colour cancerous nucleus can be easily

segmented out from the original image using the labelled position (Fig. 3).
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Fig. 3 a–c Original image (objective magnification 20x), d–f Corresponding clustered image, g–i
Corresponding nucleus segmented label image

2.5 Nucleus Classification

The adopted classification model is derived from well known document classification

algorithm called Bag of Words (BOW) [12]. The major parts of BOW model are

described in the below section.

2.5.1 SIFT Feature Extraction

The Scale-Invariant Feature Transforms (or SIFT) feature in image, provide an object

feature set without being affected by any complications like rotation or object scaling

[13]. To extract these features, the SIFT approach uses the 4-stage filtering technique,

viz. scale-space extrema detection, keypoint localization, orientation assignment and

keypoint descriptor.
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2.5.2 K-Means Clustering

In K-means, sample objects are divided into k = 10 number of clusters [14]. Initially,

a cluster centre is selected randomly for each cluster. The goal is to minimize the

distance between the points and assigned centroid for each clusters. In an iterative

process, the cluster centroids are modified and later fixed after it converged. The

membership function used to calculate the distance is as follows:

arg min
C

=
k∑

c=1

∑

X∈Ci

‖
‖X − 𝜇i

‖
‖
2
, (6)

where input object is X =
{
x1, x2, , x3, ..., xn

}
, 𝜇 is centroid of each cluster Ci and C

denotes total dataset divided into
{
C1,C2, ...,Ck

}
clusters.

2.5.3 Construction of Visual Dictionary

Here, an image is represented by SIFT feature keypoints. Therefore, each individual

image can be described as weighted combination of k-clustered feature descriptors

or visual words. In other way, each image could be represented by a frequency his-

togram of visual words. An illustrative visualization of the above described process

is presented in the Fig. 4.

2.5.4 Random Forest Training

After generating the visual dictionary, a supervised classifier model, i.e. random for-

est was trained with the developed dictionary. However, during training, the prior

information about the class of each nucleus was also provided to the classifier. Ran-

Fig. 4 Bag-of-visual words dictionary
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dom Forest [14] is an ensemble learning method for supervised classification prob-

lem. It takes a decision by averaging the prediction of multiple decision trees. Bag-

ging or bootstrap aggregating technique was adopted for sub-sampling the dataset

with controlling the overfitting.

3 Results

The GMM-HMRF model-based nucleus-segmented images were compared with

ground truth images for performance evaluation. Total four segmentation evaluation

metrics, viz. Dice coefficient (DC), Jaccard coefficient (JC), Sensitivity (SE) and

Specificity (SP) were considered here to validate the results. Also, the nucleus seg-

mentation process passes through multiple image reconstruction phases. It may lead

to structural dissimilarity with the original nucleus. Hence, two image quality met-

rics, viz. Structural Similarity Index measure (SSIM) [15] and Multi-scale Structural

Similarity Index Measure (MSSIM) [16] were considered to evaluate the structural

quality of segmented nucleus with respect to ground truth nucleus. The segmen-

tation evaluation results are presented in Table 1. After nucleus segmentation, the

segmented nucleus were labelled into two classes, i.e. SCLC and NSCLC. Totally

4920 nucleus images were generated where SCLC and NSCLC were distributed in

2:4 ratio. The BOVW model was adopted for nucleus classification. For classifica-

tion performance analysis, the segmented nucleus were divided into two sets where

60% nucleus images were used for training and rest 40% nucleus image were kept

for testing. The SIFT feature was extracted from those training nucleus set, and the

visual dictionary was developed from the extracted feature database. The Random

Forest classifier model was trained using the dictionary. The trained Random for-

est was evaluated on the testing nucleus for performance analysis. The confusion

matrix for the random forest is shown in Table 2. Based on the results, the BOVW-

based random forest classifier model achieved a sensitivity of 97.31%, specificity of

99.54%, the accuracy of 98.78%, F1-score of 98.19% and Mathews correlation coeffi-

cient of 97.28%. After successful lung cancer nucleus classification, the same image

set was given to two pathologists. The degree of experts agreement was calculated

by Cohen’s Kappa index [17] and shown in Table 3. The Kappa score is measured

Table 1 GMM-HMRF-based nucleus segmentation performance evaluation

Image JC DC SE SP SSIM MSSIM

Image 1 0.9831 0.9878 0.9882 0.9758 0.9964 0.9918

Image 2 0.9867 0.9731 0.9885 0.9825 0.9921 0.9931

Image 3 0.9887 0.9817 0.9897 0.9795 0.9949 0.9978
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Table 2 Confusion matrix of random forest classifier

Actual class Predicted class

SCLC NSCLC Row Total

SCLC 650 6 656

NSCLC 18 1294 1312

Column total 668 1300 1968

Table 3 Calculation of Kappa scoring

Sample: 706 First expert Total

SCLC NSCLC

Second expert SCLC 654 2 656

NSCLC 5 1307 1312

Total 659 1309 1968

Agreement 654 1309 1963

By chance 219.59 872.61 1092.2

Table 4 Comparative study between the proposed study with prior works

Literature Performance

Bora et al. [2] Accuracy: 98.11%, Precision: 98.38% in smear

level and 99.01% in cell level

Bora et al. [3] Accuracy: 90–95%

Wang et al. [18] Accuracy: 96.16%, SE: 99.05%, SP: 93.33%

Proposed Segmentation- SE: 98.88%, SP: 97.93%,

Classification- SE: 97.31%, SP: 99.54%

99.2%. A comparative study was also made where the performance of previously

reported works were compared with the proposed work. The study is shown Table 4.

Based on the results, the proposed methods works superior than other referenced

works.

4 Conclusion

A fully automated framework for nucleus classification of SCLC and NSCLC from

Pap-stained cytological image is proposed here. This study combines two different

methods where unsupervised Gaussian process is adopted for nucleus segmentation

and vocabulary based supervised random forest classifier is used for nucleus classi-

fication. The segmentation process achieves sensitivity of 98.88% and specificity of

97.93%. Also, the nucleus classification model was able to perform with sensitivity
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of 97.31%, specificity of 99.54%, and accuracy of 98.78%. The Kappa score is mea-

sured 99.2%. The proposed algorithm can be implemented in a CAD tool, which will

definitely assist experts for lung cancer diagnosis.
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Assessment of Segmentation Techniques
for Chronic Wound Surface Area
Detection

Maitreya Maity, Dhiraj Dhane, Chittaranjan Bar,
Chandan Chakraborty and Jyotirmoy Chatterjee

Abstract A skin ulcer is a clinical pathology of localized damage to skin and tis-

sue instigated by venous insufficiency. Precise identification of wound surface area

is one of the challenging tasks in the dermatological evaluation. The assessment

is carried out by clinicians using traditional approach of scales or metrics through

visual inspection. The manual assessment leads to intra-observer variability, sub-

jective error and time complexity. This paper evaluates the performances of super-

vised and unsupervised segmentation techniques used for wound area detection. The

unsupervised methods used for evaluation were namely K-means, Fuzzy C-means

and Gaussian mixture model. On the other part, random forest was implemented

for supervised classification. Several filtering methods were used to generate image

feature set from wound images to train random forest. The Gaussian mixture model

with classification expectation–maximization clustering method achieved the high-

est weighted sensitivity of 95.91% and weighted specificity of 96.7%. The compar-

ative study shows the superiority of proposed method and its suitability in wound

segmentation from normal skin.
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1 Introduction

A chronic ulcer is one of the critical global healthcare problems. From a survey, it

is expected that worldwide 380 million people will suffer from it [1]. According to

United Nations survey in 2009, it is reported that chronic wounds affect more than

2 billion European populations, and related annual treatment cost is nearly 8 billion.

About 4.5 per 1000 population suffers from chronic wound in Indian population [2].

Traditionally, the wound is evaluated by simple visual grading and spatial mea-

surements [3–6]. However, the human vision lacks precision and consistency. Hence,

the determination of slow and minute changes appears to be difficult [7]. More-

over, accurate wound measurement is an essential task in chronic wound treatment

as wound contraction and change in tissue composition are indicators of the heal-

ing progression [8]. Currently, clinicians depend on traditional contact-type wound

assessment method consisting of ruler and transparency tracing [9]. These methods

are less precise, tedious, and time-consuming.

Precise wound surface area or boundary identification is one of the most impor-

tant tasks reported in the literature. Duckworth et al. [10] used laser light for marking

wound boundaries thereby measuring wound area. They used iterative edge detec-

tion algorithm for wound boundary detection. Few studies have reported wound seg-

mentation using region growing technique [11], and differential evolution clustering

algorithm [12]. Unsupervised segmentation algorithms such as colour arrangement

code, graph-based image segmentation, mean shift, and J-SEG method was com-

pared [13]. It was found that J-SEG outperforms others with a segmentation accu-

racy of 73.1%. Dhane et al. [14] have applied spectral approach for clustering to

segment wound from non-wound region using optical wound images with a seg-

mentation accuracy of 86.73%. Kolesnik and Fexa [15] have established a 3D colour

histogram-based SVM classifier to segment wound region from image. Treuillet et al.

[16] have developed 3D regeneration model from standard 2D images to the mimic

wound area and volume. Wannous et al. [17] have computed 3D model for wound

measurements using computer vision techniques. Veredas et al. [18] have reported

a machine vision method for ulcer circumference detection using statistical features

in the color models.

Both, unsupervised and supervised techniques were explored previously by many

researchers for wound boundary detection. However, a thorough investigation to find

the best approach for identifying wound area is required. The present study has eval-

uated both supervised and unsupervised segmentation approaches to determine the

best-suited method for wound segmentation. In the following sections, three cluster-

ing methods and one supervised classification technique are described.
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2 Materials and Methods

2.1 Wound Image Collection

The chronic ulcer images were collected from Midnapur Medical College and Hos-

pital, India (MMCH). Institutional ethical clearance was taken for this study. The

distance between camera lens and wounds surface was approximately 15–20 cm.

The dimensions of each raw image are 4320 × 3240 pixels; however, the images

were manually cropped to get maximum wound area with the minimum back-

ground. The acquired images were homogenized for colour intensity variations using

colour correction software. Some images were also taken from online library named

Medetec [19]. During Sample collection, total 68 images were captured from 11

patients with diabetic ulcer, 24 images from 4 patients with pressure ulcer, 34 images

from 6 patients with tropical ulcer and 124 images from 21 patients with surgical

wounds.

2.2 Multi-expert Wound Region Labelling

The images were given to three clinicians for generating the ground truth image. The

ground truth was reproduced by marking the exact wound periphery. The periph-

ery marking was made final only if two out of three experts agrees upon the exact

periphery. Few examples of multi-expert labelling and weighted ground truth image

are presented in Fig. 1.

2.3 Clustering Approach for Wound Region Segmentation

2.3.1 K-Means Clustering

K-means clustering [20] is a data clustering method, where each data item belongs to

a cluster with minimum distance from mean of the cluster. The membership function

used to calculate the distance is as follows:

W =
M×N∑

i=1

K∑

k=1

‖‖Ii − 𝜇k
‖‖ (1)

where Ii is the pixel in the image (M × N) and 𝜇k is the cluster center for kth cluster.

Membership function W at each iteration reaches a minimum threshold.
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Fig. 1 (A–D) Original image, (A1:D1) labelled by expert 1, (A2:D2) labelled by expert 2, (A3:D3)

labelled by expert 3, (A4:D4) weighted final ground truth image

2.3.2 Fuzzy C-Means Clustering

Fuzzy C-means (FCM) [20] is a data clustering algorithm where each data item

(univariate or multivariate) belongs to every cluster with a certain weight. In FCM

based segmentation process, every pixel value associated with a fuzzy membership

value. Let I be an image of dimension M × N, where pixels Ii,j are to be divided into c
clusters. ‖∗‖ → ℝ is any norm expressing the Euclidean similarity between any pixel

value and the cluster centre. The cost function defined for the iterative optimization

is defined by

W =
M×N∑

i=1

C∑

k=1
(𝜇w′

ki ) ‖‖Ik,i −Mk
‖‖
2
, (2)

where 𝜇ki represents the membership of the ith pixel for kth cluster. The parameter w′

is the weighing exponent controlling the fuzziness of the cluster. M = m1,m2, ...,mK
are the cluster centres. Each iteration updates the membership function value and

cluster center as,

𝜇ki =
1

∑C
k=1

{‖Iki−Mi‖
‖Iki−Mk‖

} 2
w′ −1

; Mi =
∑M×N

i=1 𝜇
w′

ki Iki
∑M×N

i=1 𝜇
w′

ki

(3)
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2.3.3 Gaussian Mixture Model

The Gaussian Mixture Model (GMM) [20] is a parametric probability density func-

tion characterized as a weighted sum of linear Gaussian density functions. It can be

defined as

p(x ∣ 𝜃) =
M∑

i=1
wiG(x ∣ 𝜇i,Σi), (4)

where x is the D-dimensional data vector, wi=1,2,...,M are the mixture weights, and

G are the Gaussian models where the mean 𝜇 and covariance matrix Σ are compo-

nents of Gaussian models. The total of mixture weights is always 1. Each D-variate

Gaussian density function can be formed as

G(x ∣ 𝜇i,Σi) =
1

(2𝜋)
D
2 ||Σi

||
1
2

exp
{
−1
2
(x − 𝜇i)′Σ(x − 𝜇i)

}
(5)

GMM determines the unknown parameters 𝜃. Expectation Maximization (EM) and

Classification Expectation Maximization (CEM) [21], parameter estimation algo-

rithm are considered in the this study to find 𝜃. In the proposed study three GMM,

i.e. GMM with EM (GMM-EM), GMM with CEM (GMM-CEM) and multivariate

GMM with CEM (MGMM-CEM) were considered. Here, two number of clusters

for K-means and FCM and two Gaussian models were considered.

2.4 Classification Approach for Wound Region Segmentation

2.4.1 Feature Extraction

Multiple filtering algorithms were considered and applied on the original colour

images to generate corresponding filtered images [22]. Then, the pixel values for each

spatial position were extracted from all filtered images. Accordingly, the extracted

pixel values were categorized based on their ground truth label. This feature extrac-

tion model was applied on all images to develop a labelled feature database. The

mechanism of the proposed feature extraction model is described in the Fig. 2. The

details of the considered 79 features are described in Table 1.

2.4.2 Random Forest Classifier

Random Forest (RF) [20, 23] is an ensemble estimator where multiple decision trees

fitted to take an average decision. Multiple decision trees are performed on subsam-

ples of the dataset to improve the predictive accuracy and control overfitting. The

equal sized subsamples are drawn with replacement or bootstrap aggregating.
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Fig. 2 Abstract mechanism of the supervised classifier-based segmentation

Table 1 Details of feature extraction algorithms for classification

Feature Description Count

Gaussian blur Blurred versions of varying 𝜎 = 1, 2, 4, 8, 16 are generated to

compute pixel value at each point. Blurring will help to

neighbour pixels homogeneous

5

Sobel filter Calculate gradient at each pixel using Sobel filtering with

varying 𝜎 = 0, 1, 2, 4, 8, 16
6

Hessian matrix Calculate a Hessian matrix at each pixel and compute

module, trace, determinant, first eigenvalue, second

eigenvalue, orientation, Gamma-normalized square

eigenvalue difference and square of Gamma-normalized

eigenvalue difference

48

Membrane detectors 19 × 19 Zero matrix kernel is rotated in 30 positions. Then it

is convolved with the image to generate a Z-projected single

image of six types. (sum, mean, standard deviation, median,

maximum, and minimum of the pixels in each image)

6

Gaussians difference Calculates two Gaussian blur images from the original image

and subtracts one from the other

10

Colour Hue, Saturation, Brightness and RGB average 4
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2.4.3 Post-processing

Due to oversegmentation or false classification, unwanted artefacts persist in the

segmentation outputs. Using morphological post-processing like area opening, area

closing and binary filling,such noises were eliminated.

3 Results and Discussion

Both supervised and unsupervised techniques were evaluated for wound surface

area segmentation. The accuracy of the considered algorithms was performed by

four performance metrics, viz. Sensitivity (SE), Specificity (SP), F-Measure (FM)

and Jaccard score (JC). The metrics were computed by comparing the ground truth

and segmented binary image. The comparative analysis results were reported in

Table 2, where performance measures of four random images were mentioned. The

segmented image outputs were also shown in the Fig. 3. For classifier-based

segmentation process, a training feature dataset was developed. The statistics of

some important features are presented in Table 3. Based on the comparison results,

MGMM-CEM gave the highest accuracy. We have applied the considered clustering

methods on the developed database. Based on average results, the selected MGMM-

CEM clustering model achieved weighted 95.91% sensitivity and weighted 96.7%

specificity to segment the wound region. The estimated parameter for MGMM-CEM

is as follows,

Table 2 Performance evaluation of clustering methods

Image Metric K-means FCM GEM CEM MCEM RF

I1 JC 0.9147 0.9142 0.9665 0.9648 0.9818 0.9541

SE 0.9172 0.9167 0.9784 0.9743 0.9968 0.9796

SP 0.9947 0.9947 0.9765 0.9811 0.9708 0.9913

FM 0.9554 0.9552 0.9829 0.9821 0.9908 0.9765

I2 JC 0.8258 0.9614 0.5640 0.9613 0.9625 0.8878

SE 0.9843 0.9841 0.6933 0.9840 0.9775 0.9364

SP 0.7658 0.9712 0.72 0.9712 0.9809 0.9811

FM 0.9046 0.9803 0.7212 0.9782 0.9809 0.9405

I3 JC 0.9781 0.9781 0.9702 0.9702 0.9748 0.9102

SE 0.9936 0.9936 0.9971 0.9972 0.9967 0.9394

SP 0.9867 0.9867 0.9767 0.9767 0.9812 0.9891

FM 0.9889 0.9889 0.9849 0.9849 0.9872 0.9530

I4 JC 0.8213 0.8214 0.8088 0.8107 0.8259 0.8155

SE 0.8342 0.8352 0.8463 0.8451 0.8352 0.9743

SP 0.9797 0.9799 0.9019 0.9101 0.9865 0.9804

FM 0.9055 0.9055 0.8943 0.8954 0.9077 0.9067
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Fig. 3 Segmentation results using clustering and classification methods [A–D: Original image,

A1–D1: K-means, A2–D2: Fuzzy C-means, A3–D3: GMM-EM, A4–D4: GMM-CEM, A5–D5:

MGMM-CEM, A6–D6: Random Forest

Table 3 Statistics of few significant features

Feature Skin region (Class 1) Wound region (Class 2)

Saturation 108.58 ± 26.516 193.76 ± 22.698

Hue 22.64 ± 58.76 12.25 ± 50.09

Gaussian Blur (𝜎 = 1) 105.66 ± 31.25 65.17 ± 19.54

Gaussian Blur (𝜎 = 2) 105.66 ± 31.09 65.19 ± 18.05

Gaussian Blur (𝜎 = 4) 105.66 ± 30.89 65.21 ± 16

Gaussian Blur (𝜎 = 16) 105.63 ± 29.95 65.43 ± 12.17

Diff Gaussian (𝜎 = 16, 8) 0.92 ± 1.65 1.29 ± 3.42

Diff Gaussian (𝜎 = 8, 4) 0.75 ± 1.35 1.2 ± 4.38

Sobel filter (𝜎 = 1) 22.41 ± 18.09 31.03 ± 45.22

RGB average 105.65 ± 31.26 65.18 ± 19.83

Sobel filter (𝜎 = 4) 12.93 ± 10.45 19.34 ± 28.57

Brightness 140.68 ± 33.23 127.33 ± 22.151

w = [0.2, 0.7] ;𝜇 =

⎡
⎢
⎢
⎢
⎢⎣

−2.5 0.7
4.2 −1.2
4.3 −1.2
−0.3 0.1
−0.1 0.04

⎤
⎥
⎥
⎥
⎥⎦

;
∑

Nucleus
=

⎡
⎢
⎢
⎢
⎢⎣

0.8 0.5 0.3 −0.02 0.04
0.5 0.8 0.9 −0.04 −0.01
0.3 0.9 1.6 −0.02 0.02

−0.02 −0.04 −0.02 0.2 0.1
0.04 −0.01 0.02 0.1 0.3

⎤
⎥
⎥
⎥
⎥⎦

;

∑

Background
=

⎡
⎢
⎢
⎢
⎢⎣

7.1 −0.8 −1.2 0.7 −1.1
−0.8 2.9 0.5 0.1 −0.2
−1.2 0.5 2.5 −0.1 0.1
0.1 0.1 −0.1 0.9 −0.06
−1.1 −0.2 0.1 −0.06 0.9

⎤
⎥
⎥
⎥
⎥⎦
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4 Conclusion

In this paper, supervised and unsupervised segmentation techniques were evalu-

ated to validate their performances in skin ulcer area detection. The captured wound

images with uncontrolled illumination were corrected for colours using 24-bit colour

corrector. The colour constancy image was then labelled by multiple experts for

exact wound boundary. The K-means, fuzzy C-means and variation of Gaussian mix-

ture models were applied on the colour homogenized images. Meanwhile, the image

features were extracted by applying several filtering techniques. The random

forest-supervised classifier was trained to classify the wound region. Based on the

comparison, Gaussian mixture model performed best with highest accuracy. This

comparative study elucidates the superiority of the GMM in delineating the wound

boundary, as compared with the state-of-the-art methods in wound bed detection.

The outcomes of this assessment study will help to choose target region segmentation

method for the development of a complete automated wound diagnosis algorithm.
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Improved Decision-Making
for Navigation Scenarios

Khyati Marwah and J. S. Sohal

Abstract Nowadays, intelligent systems are quite common to assist the driver in
its navigation chores. But, if accurate information is not provided to the driver on
time then it is of no use and the delay can even lead to disastrous consequences. To
improve behavioral realism in real life navigation scenarios we need intelligent and
speedy decisions. Such decisions rely on the information being extracted from
real-time images. We need to select the best available features/information that can
be used as neural network inputs and ultimately predict the next move of the
vehicle. Little work has been done on selection of best features of navigation
images and research needs to be done in this gray area as its results have direct
impact on the classification accuracy and generalized performance of automotive
navigation planning. This article proposes a novel approach to find the best possible
set of features from real-time navigation images by using Boruta Algorithm and
Earth Algorithm so as to improve the prediction power of vehicle to either move or
stop in the next course of action. The results obtained were cross-validated by using
three classifiers: Logistic Regression, Support Vector Machines (SVM), and
K-Nearest Neighbor on the basis of parameters: Classification accuracy and pre-
diction performance. It was identified that the proposed model maintained the
classification accuracy and performed with more superiority by getting rid of the
irrelevant features of images and thereby reducing the training time as compared to
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computations done on the basis of original feature set. The prediction speed of the
proposed model was found to be much better than the model without feature
selection. The accuracy of this novel approach was also found to be improved by
few ensembles using Generalized Linear Model (GLM) wrapper.

Keywords Decisions ⋅ Navigation ⋅ SVM ⋅ Logistic regression
KNN ⋅ GLM

1 Introduction

Decision-making systems are needed to deal with the uncertainty and imprecision
of the day-to-day real-world problems. We need to take a number of decisions
related to navigation while commuting in real time. In its simplest form of navi-
gation, a moving vehicle needs to decide its next course of action which can be
either move or stop. This computation is based on the information being obtained
from a series of real-time navigation images. Extracting the best informative fea-
tures needed for the same is a challenging task. The objective of feature selection is
three-fold [1]: improving the prediction performance of the predictors, providing
faster and more cost-effective predictors as it reduces the measurements and the
storage requirements, and providing a better understanding of the underlying pro-
cess that generated the data by facilitating better data visualization. Feature selec-
tion algorithms are divided into three categories namely filter methods, wrapper
methods and embedded methods [2]. This research paper presents a novel approach
to find the best possible set of features from real-time navigation images so as to
improve the prediction performance of vehicle.

2 Database Acquisition

The database of around hundred images of lanes located in suburban area was
collected for this study. Most of the existing systems have used simulators or freely
available datasets for the purpose of training and testing of their prediction models.
But the proposed system tries to induce realism by considering real-time images of
suburban Indian straight and curved roads. The data was assembled by clicking
images and videos of busy roads in the vicinity of authors working place. Thus the
dataset includes the photorealistic intermingling images of buildings, vehicles, tree
markings etc. Image processing techniques [3] are needed to improve the data
quality and visual appearance of database images.
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3 Proposed Algorithm for Improved Decision Making
in Navigation

It compromises of three steps as follows:

3.1 Image Processing Tasks

First and foremost task is to get database images ready for feature extraction. For
this, we convert the RGB image into grayscale as comparing the sections in such
images is quite simpler and their intensity is usually sufficient to get edges of
objects in images. The grayscale image is then passed through the segmentation
process. At this step, the image is partitioned into multiple segments so as to change
the representation of input image into more meaningful form as per our interest.
Segmented regions are clustered by using K-Mean Clustering in order to identify
the occupied and unoccupied areas of the processed images. Here the images are
partitioned into K mutually exclusive clusters so that objects within each cluster are
as close to each other as possible and at the same time, as far as possible from
objects of other clusters. The process is then succeeded by masking stage in which a
mask is prepared to separate the region of interest from its background. The last step
is to perform Morphological Processing which is required to test whether the ele-
ment fits or hits the neighborhood. These preprocessing steps remove the imper-
fections of input images and thus make the basis for extraction of features and
thereby creating a feature vector.

3.2 Feature Extraction and Creation of Feature Vector

An intelligent navigation system needs to take a decision by perceiving the input
image just as the real human eye does, so we need to explore minute details of the
image. These minute properties make the basis for classifying the various com-
ponents of image and thus enable us to extract useful information needed to make
decisions. The required information can be best explored by the texture analysis of
an image.

Texture Analysis: Texture analysis [4] defines the exact texture of image. It is a set
of metrics related to the spatial arrangement of color or intensities of an image
which makes it easier to quantify the different gray levels within an image in terms
of intensity and distribution. In this research paper, we will be using a number of
matrices for detailed feature analysis of database images. A brief description of this
matrix along with their list of metrics is given in Table 1. The list of features
obtained after Texture Analysis along with their description is given in Table 2.

Improved Decision-Making for Navigation Scenarios 719



In a similar way, a feature vector was created for 100 input images. Flowchart
showing the order of execution of first two steps is shown in Fig. 1

3.3 Computation of the Best Feature Set

Feature Selection is an important aspect of the model building. It helps in making
the predictive models free from unwanted correlated variables which may decrease
their efficiency. The prediction model for feature selection was trained by inducing

Table 1 Matrix’s for texture analysis: description and metrics obtained

S.
No.

Name of texture
features matrix used

Description Metrics
calculated

1 SGLDM: Spatial
Gray-level Dependence
Matrices [5]

Second-Order Statistical Method
Focuses on spatial relationship and
distribution of different gray-level
regions of interest

Angular
Second
Moment
Contrast
Correlation
Homogeneity
Entropy

2 GLDS: Gray-level
Difference Statistics

Second-Order Statistical Method
Estimates gray-level difference in
images

Angular
Second
Moment
Contrast
Correlation
Homogeneity
Entropy

33 FOS: First-Order
Spectrum

Deals with First-Order Statistics over
the input image

Mean
Variance
Skewness
Kurtosis

4 FPS: Fourier Power
Spectrum

Based on Power Spectrum over Fourier
Transform

Periodicity

5 SFM: Statistical Feature
Matrix

Measures Statistical properties of pixel
pair at several distances

Coarseness
Contrast
Roughness
Periodicity

6 TEM: Laws Texture
Energy Measure [6]

Statistical measure of amount of
variation within fixed size window
Involves Average Gray level (L), Edges
(E), Spots (S)

TEM at
different
kernels:
LL, EE, SS,
LE, ES, and
LS

7 FDTA:
Fractal-Dimensional
Texture Analysis [7]

Fractals refer to self-similar and
irregular geometric primitives
It gives information about Geometric
Structure

Roughness
Smoothness
Area
Solidity
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response: 1 for move condition and response: 2 for stop condition against the
calculated 36 features/predictors. To find out the best decisive features for navi-
gation, we have passed the feature vector obtained in earlier step through execution
of following algorithms.

Table 2 Features obtained
after texture feature analysis

Attribute Description

F1 Angular second moment
F2 Contrast
F3 Correlation
F4 Sum of squares
F5 Inverse difference moment (Homogeneity)
F6 Sum average
F7 Sum variance
F8 Sum entropy
F9 Entropy
F10 Difference variance
F11 Difference entropy
F12 Information measures of correlation1

F13 Information measures of correlation2
F14 Mean
F15 Variance
F16 Median
F17 Mode
F18 Skewness
F19 Kurtosis
F20 Energy
F21 Entropy
F22 Radial sum
F23 Angular sum
F24 Coarseness measure
F25 Contrast measure
F26 Periodicity measure
F27 Roughness measure
F28 Texture energy from LL kernel
F29 Texture energy from EE kernel
F30 Texture energy from SS kernel
F31 Average texture energy from LE and EL kernels
F32 Average texture energy from ES and SE kernels
F33 Average texture energy from LS and SL kernels
F34 Fractal dimension texture analysis1
F35 Fractal dimension texture analysis2
F36 Area
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1. Boruta Algorithm [8]: It works as a wrapper algorithm around Random Forest.
First, it adds randomness to the given data set by creating shuffled copies of all
features (which are called shadow features). Then, it trains a random forest
classifier on the extended data set and applies a feature importance measure (the
default is Mean Decrease Accuracy) to evaluate the importance of each feature
where higher means more important. At every iteration, it checks whether a real
feature has a higher importance than the best of its shadow features and con-
stantly removes features which are deemed highly unimportant.

2. Earth: MARS Model [9]: It is multivariate in nature as it able to generate a
model based on several input variables Here the flexible models are generated in
passes by adjusting the model. The estimation of the relationship between
independent and dependent variables is done by regression analysis. It uses a
piecewise polynomial function named as Spline.

The execution of Boruta and Earth Algorithm resulted into the selection of some
attributes that were considered important by both of them. List of commonly
selected important attributes is mentioned in Table 3.

Fig. 1 Flowchart showing execution of step 1 and step 2 of the proposed algorithm
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4 Validation of Proposed Model

To validate the selection of features obtained, we need to identify the proportion of
the instances/predictors whose response a classifier can correctly predict. The
proposed feature selection model is hereby executed for a number of classifiers. The
performance was judged on the basis of classification accuracy and prediction
speed through the following classifiers and ensembles [10–14]:

Logistic Regression: It uses the logistic function that is the cumulative logistic
distribution to estimate the probabilities needed to measure the relation between
dependent and independent variables:

Support Vector Machines: It is based on supervised learning methods for
outlier’s detection. Decision planes are created to find out the decision boundaries

Nearest Neighbor Classifier: It is a nonparametric method for classification. In
this, the function is approximated locally and all computations are deferred till
classification

Ensembles: It encompasses a weighted composure of a number of a number of
classification algorithms in order to achieve better prediction performance than the
constituent algorithms.

To determine the accuracy, we need to identify the proportion of instances
whose class the classifier can correctly predict. For this, a dataset is taken that
consists of instances whose class (stop/move) we already know. We ask the clas-
sifier to classify each of these instances in turn. Then we compare its prediction with
the actual class of the instance. The proportion of correct classifications acts as an
estimate of the accuracy of the classifier. The prediction speed refers to the time
taken by classifier during training and testing phases. The output of these classifiers
for the original feature vector and the selected feature vector is represented in
Table 4. Results of Ensembles: Generalized Linear Model (GLM), Gradient
Boosting Model (GBM), and Deep Learning Model (DL) using GLM wrapper are
shown in Table 5.

Table 3 Important features
deduced as crux of Boruta and
Earth Algorithms

Attribute Description of attribute

F3 Correlation
F8 Sum entropy
F9 Entropy
F11 Difference entropy
F12 Information measures of correlation1
F19 Kurtosis
F25 Contrast measure
F31 Average texture energy from LE and EL kernels
F33 Average texture energy from LS and SL kernels
F35 Fractal-dimension texture analysis 2
F36 Area
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5 Discussions and Conclusions

This research paper has focused to provide a sound judgment with improved
response time in navigation scenario to keep abreast with current automotive
motion planning by considering the best available decisive features. The proposed

Table 4 Classifier’s output

Results with original feature vector of
36 attributes

Results with the selected feature
vector of 11 attributes

S. N Model
name

Accuracy
(%)

Prediction
speed (obs/s)

Training
time (s)

Accuracy
(%)

Prediction
speed (obs/s)

Training
time (s)

1 Logistic
Regression

85 440 11.048 84 1100 1.9606

2 SVMs
2.1 Linear

SVM
81 480 3.3583 80 1600 1.6415

2.2 Quadratic
SVM

85 2000 2.1708 87 990 1.1981

2.3 Cubic
SVM

84 2200 2.7081 85 2400 2.9939

Average
Values

83.33 1560 2.7457 84 1663.33 1.9445

3 Nearest Neighbour
3.1 Fine KNN 88 1200 5.4062 86 1200 1.7679

3.2 Medium
KNN

80 1300 4.8647 83 650 2.2239

3.3 Coarse
KNN

74 510 5.8399 74 590 2.0049

3.4 Cosine
KNN

82 1600 5.6082 82 1900 2.1469

3.5 Cubic
KNN

81 700 6.9564 82 1200 2.5557

Average
Values

81 1062 5.735 81.4 1108 2.1398

Table 5 Output of ensembles using GLM wrapper

Model name Accuracy with original feature
vector (%)

Accuracy with selected feature
vector (%)

Generalized
Linear

62.5 70

Gradient
Boosting

77.5 81.2

Deep Learning 76.2 81.6
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model maintained its accuracy (Fig. 2) in approximately same ration as the model
without feature selection. This implies that the discarded features had a low impact
on accuracy and were wasting the resources (time and memory). The model per-
formed with more superiority as the prediction speed (Fig. 3) was found to be
improved in case of all classifiers. Furthermore, the training time (Fig. 4) required
training the feature selection model came out to be comparatively very less than the
model without feature selection.

The proposed best feature selection technique could be embedded in the latest
automotive technologies and thereby can prove as powerful ensemble by improving
the response time (improving prediction speed and decreasing training time) of the
navigation system with an average accuracy of around 83%.

75
80
85
90

Logistic Regression SVMs Nearest Neighbour%
 A

cc
ur

ac
y

Classifiers

Original Feature Vector Selected Feature Vector

Fig. 2 Comparison of prediction accuracies

0

1000

2000

Logistic Regression SVMs Nearest NeighbourPr
ed

ic
tio

n 
sp

ee
d 

(o
bs

/s
ec

)

Classifiers

Original Feature Vector Selected Feature Vector

Fig. 3 Comparison of prediction speed

0

5

10

15

Logistic Regression SVMs Nearest Neighbour

Tr
ai

ni
ng

 ti
m

e 
(s

ec
)

Classifiers

Original Feature Vector Selected Feature Vector

Fig. 4 Comparison of training time

Improved Decision-Making for Navigation Scenarios 725



References

1. Guyon, I., Elisseeff A.: An introduction to variable and feature selection. J. Mach. Learn. Res.
3, 1157–1182 (2003)

2. https://www.Analyticsvidhya.Com/Blog/2016/12/Introduction-To-Feature-Selection-
Methods-With-An-Example-Or-How-To-Select-The-Right-Variables. Accessed 2016/12

3. Krig, S.: Image pre-processing. In: Computer Vision Metrics, pp. 39–83. Springer (2014)
4. Materka, A., Strzelecki, M.: Texture Analysis Methods—A Review, Technical University Of

Lodz, Institute Of Electronics, Cost B11 Report, Brussels (1998)
5. Sassi, B., Sellami, L., et. al.: Improved spatial gray level dependence matrices for texture

analysis. Int. J. Comput. Sci. Inf. Technol. (IJCSIT) 4(6) (2012)
6. Elysia, A.S., Welsey, J.: Mammogram classification using law’s texture energy measure and

neural networks. Procedia Comput. Sci. 59, 92–97 (2015)
7. Srinivasan, G., Shobha, G.: Statistical texture analysis. In: Proceedings Of World Academy

Of Science, Engineering And Technology (2008)
8. Kursa, M., Jankowski, A., et.al.: Boruta-a system for feature selection. Fundamenta

Informaticae 101, 271–285 (2010)
9. Doksum, K., Tang, S., Tsui, K.: Nonparametric variable selection: the Earth algorithm. J. Am.

Stat. Assoc. 103(484), 1609–1620 (2012)
10. Ma, L., Fu, T., et al.: Evaluation of feature selection methods for object-based land cover

mapping of unmanned aerial vehicle imagery using random forest and support vector machine
classifiers. ISPRS Int. J. Geo-Inf. 6(2), 51 (2017)

11. Mills, P.: Efficient statistical classification of satellite measurements. Int. J. Remote Sens.
6109–6132(2011)

12. Antonogeorgos, G., Panagiotakos, B., et al.: Logistic regression and linear discriminant
analyses in evaluating factors associated with asthma prevalence among 10- to 12-years-old
children: divergence and similarity of the two statistical methods. Int. J. Pediatr. 2009, 6
(2009)

13. https://Github.Com/H2oai/H2o-3/Tree/Master/H2o-R/Ensemble
14. Rokach, L.: Ensemble-based classifiers. Springer Science+Business Media B.V. (2009);

Artif. Intell. Rev. 33, 1–39 (2010)

726 K. Marwah and J. S. Sohal

https://www.Analyticsvidhya.Com/Blog/2016/12/Introduction-To-Feature-Selection-Methods-With-An-Example-Or-How-To-Select-The-Right-Variables
https://www.Analyticsvidhya.Com/Blog/2016/12/Introduction-To-Feature-Selection-Methods-With-An-Example-Or-How-To-Select-The-Right-Variables
https://Github.Com/H2oai/H2o-3/Tree/Master/H2o-R/Ensemble


Pixel-Based Supervised Tissue
Classification of Chronic Wound Images
with Deep Autoencoder

Maitreya Maity, Dhiraj Dhane, Chittaranjan Bar,
Chandan Chakraborty and Jyotirmoy Chatterjee

Abstract With the extensive use of machine vision methodologies, computer-

assisted disease diagnosis has become a popular practice for the medical profes-

sionals. Detailed analysis of wound bed area and precise identification of the wound

tissue regions are the most desirable aspects of an automated wound assessment

applications. This study proposes a supervised wound tissue classification method,

where a deep neural network classifier model is trained by the colour, texture and

statistical features which are extracted from different tissue regions. The proposed

classification process considers three types of tissue, viz. granulation (red), necrotic

(black) and slough (yellow) and a total of 105 features are used for the classification.

A pixel-based feature extraction approach is implemented to extract features from

the tissue region, where a mask window of size 9 × 9 runs over each pixel of the tis-

sue regions for feature extraction. The proposed deep neural network achieves accu-

racy 99.997215%, sensitivity 99.998006%, specificity 99.996625% and F-Measure

99.997316%.

Keywords Chronic wound ⋅ Pixel-based classification ⋅ Feature extraction

1 Introduction

Chronic wound or ulcer is a complicated disease condition of localised injury of

the skin and its tissues have physiological impaired healing response. The wound

becomes chronic if it fails to restore an anatomical and functional integrity in an

orderly and timely reparative process over a period of three months [1]. Wound area

and tissue composition within the wound are the significant prognosticators of wound

M. Maity (✉) ⋅ D. Dhane ⋅ C. Chakraborty ⋅ J. Chatterjee

School of Medical Science and Technology, Indian Institute of Technology Kharagpur,

Kharagpur, West Bengal, India

e-mail: maitreya.maity@gmail.com

C. Bar

Department of Dermatology, Midnapore Medical College,

Midnapore, West Bengal, India

e-mail: drcrbar@gmail.com

© Springer Nature Singapore Pte Ltd. 2018

S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Advances in Intelligent Systems and Computing 706,

https://doi.org/10.1007/978-981-10-8237-5_70

727

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_70&domain=pdf


728 M. Maity et al.

healing; however, precise measurement with an unassisted perception remains a triv-

ial assignment for dermatologists as it requires continuous evaluation. Currently,

there exist contact and non-contact methods of wound area measurement. The tra-

ditional contact wound area measurement technique includes manual and digital

planimetry using transparency tracing, colour dye injection and alginate moulds [2].

These methods are time consuming, inaccurate and unreliable for complex wounds.

Hence, it is a non-idealistic clinical approach. The non-contact methods include

2D or 3D digital imaging, thermal imaging, elliptical methods, simple ruler and

stereophotogrammetry (SPG) [3]. These methods are more relevant since they pre-

dict ulcer healing based on tissue composition and wound surface area.

Digital image processing and machine learning techniques have been applied in

several studies to address the wound tissue classification problem. Berriss et al. [4]

proposed tissue segmentation method where segmentation of granulation tissue was

done by using 3D RGB histogram followed by a clustering technique. The proposed

method was restricted to be generalized due to the seed selection procedure, the

cluster creation order, less resolution of RGB image, and inadequate wound images.

Another study has applied adaptive spline method for wound segmentation [5]. The

slough tissue in pressure ulcer was segmented by changing the H value in HSI colour

space. Then it was followed by quantitative wound slough measurement. Belem pro-

posed a semi-automated wound segmentation process [6]. Multi-dimensional his-

togram sampling technique for automated segmentation of wound area and SVM for

classification were reported by Kolesnik and Fexa [7]. Another attempt was made

by [33], where unsupervised segmentation was used to identify wound-bed region

at first. Later SVM classifier was introduced using La ∗ v and Lc ∗ h colour spaces.

In another study proposed by Galushka et al. [8] where texture features and RGB

colour features were used for classification of wound tissues using case-based clas-

sifier (CBR).

Quantitative assessment of wound is a potential research strategy that can be

employed for combating traditional dermatology problems. Therefore, precise mea-

surement tissues within it are very essential in monitoring the healing process of

wound and assessment of therapeutic prognosis. In the proposed study, we have

attempted to develop an automated wound tissue region segmentation using super-

vised autoencoder.

2 Materials and Methods

2.1 Sample Wound Image Database

An image database of colour images of chronic wounds was collected from the Mid-

napur Medical College and Hospital, India (MMCH). Institutional ethical clearance

was taken for this study. Multiple digital cameras like SONY CyberShot DSC W520

digital camera and ASUS ZenPhone2 were used to capture the images. The dimen-
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sions of each raw image were chosen as 4320 × 3240 pixels; however, the images

were manually cropped to get maximum wound area with the minimum background.

The images were taken under uncontrolled lighting conditions which lead to unstan-

dardised colour effects. A 24-bit Macbeth colour checker was introduced near the

wound surface during the image acquisition. Multiple wound images were also taken

from online library named Medetec [9]. During sample collection, total 68 images

were captured from 11 patients with diabetic ulcer, 24 images from 4 patients with

pressure ulcer, 34 images from 6 patients with tropical ulcer and 124 images from

21 patients with surgical wounds.

2.2 Multi-expert Tissue Region Labelling

The sample images were provided to different clinicians for labelling tissue regions.

Wound bed region is a mixture of granulation, slough and necrotic tissues. A GUI-

driven software was developed to help clinicians for labelling tissue regions on the

images easily. The screenshot of the developed wound tissue labelling software inter-

face is presented in Fig. 1. The labelled images were later collected from the software

database and compared to generate final ground truth image.

Fig. 1 Software interface for tissue region labelling
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Fig. 2 a Workflow diagram of the proposed tissue classification process, b Pixel-based feature

extraction flowchart

2.3 Pixel-Based Tissue Classification

The proposed methodology considered the only wound bed region as an input. It

means the region of interest can only consist of Granulation, Necrotic, and Slough.

The proposed algorithm worked in two phases. First, a trained, supervised deep neu-

ral network model was developed. And in the second phase, the same trained model

was used to classify a new test wound image. The workflow diagram the proposed

methodology is shown in Fig. 2a. The integral components of the pixel-based tissue

classification approach are described below subsequently.

2.3.1 Feature Extraction Mechanism

Window-based feature extraction mechanism was designed to calculate features from

images. The proposed feature extraction model ran over pixel-by-pixel and extracted

features for each pixel. The abstract mechanism of the proposed feature extraction

model is illustrated in Fig. 2b. An odd-numbered window box was considered which

was masked over each pixel, and the targeted pixel was always placed in the centre

position of the mask window. At each iteration, the fixed sized window moved by

one step as its centre pixel changed to the next pixel position. In this manner, a mask

window runs all over the image. At each pixel point, a small image grid was generated

from the mask window area. The small image grid represented that particular centre

pixel position. The size of the window was 9 × 9 and it was selected based on hit-and-

trail. Eventually, a two-dimensional feature dataset was generated from an image.

2.3.2 Colour and Texture Feature

Visual interpretation is the key to wound diagnosis approach where colour and tex-

ture features of the affected area are observed precisely by medical professionals.
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Table 1 Considered colour and texture feature information

Feature category Extracted features Count

Entropy Shannon [10], Renyi’s [11],

Havarda-Charvat [12], Kapur [13],

Yager [14]

5

Statistics Mean, Standard deviation, Skewness,

Kurtosis, Energy

6

Co-occurrence Matrix (GLCM) [15] 19 different features from co-occurrence

matrix in 0
◦
, 45

◦
, 90

◦
and 135

◦
19

Run length Matrix (GLRLM) [16] 11 different features from co-occurrence

matrix in 0
◦
, 45

◦
, 90

◦
and 135

◦
44

Local binary pattern (LBP) [17] Three radius (R = 1, 2, 3) and

corresponding pixel count (P = 8, 12, 24)

to compute mean, variance, entropy and

energy from uniform LBP

12

Colour Mean, Standard deviation of different

channel from RGB, HSV and HSL

transformed image

19

Therefore, texture, grey and colour features were extracted from the labelled wound

tissue regions. A total 105 different features were considered here. The details of

considered image features are described in Table 1.

2.3.3 Deep Autoencoder

A deep network [18] is a neural network, where activation functions computed by

lower layered neurons were re-used multiple times in the next-layered neurons for

the computation of final decision function. Autoencoder is an optimization problem

to find cost function, where the training was done without class label information.

The cost function measures the error between input vector x and output x̃.

MappingorEncoding ∶ z(1) = h(1)
(
W (1)x + b(1)

)
(1)

Decoding ∶ x̃(2) = h(2)
(
W (2)x + b(2)

)
(2)

Stochastic gradient descent-based cost function optimization

CostFunction ∶ J =
L∑

i=1

(
x̃(i) − x(i)

)2
(3)

where superscript (1 and 2) were the first and second hidden layer. W is the weight

matrix and b is bias vector. L is the number of hidden layers.
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The training phase of the deep autoencoder was started with unsupervised autoen-

coder learning. Here, totally ten hidden layers were considered, and linear transfer

function was considered for decoding of mapped to the output vector. The value of

the L2 weight regularizer set to 0.001, sparsity regularizer set to 4 and sparsity pro-

portion set to 0.05. The features computed from trained first autoencoder was trans-

ferred to second autoencoder for learning. Rest of the nine autoencoders also gen-

erated features in a similar manner. The ten autoencoder and features were stacked

together and generate a trained deep network for the proposed study.

2.3.4 Deep Network Training

In this part, the steps of deep neural network training procedure were discussed. The

workflow of the classifier training process is presented in Fig. 3a. Let an image and its

corresponding labelled image of size M × N was considered. And total T number of

features were considered in the extraction model. The feature extraction model could

extract a total of M × N feature vector from the given image where each vector would

be the size of T. At the same time, from the ground truth image, a column vector for

class labels was also generated of dimension MN × 1. Finally, the labelled feature

dataset will be constructed of dimension MN × (T + 1). Next, the labelled feature

dataset was used for training with deep learning network model.

2.3.5 Wound Tissue Classification

The abstract block diagram of the classification process described in Fig. 3b. The

same feature extraction model was used to generate feature dataset for the test image.

The trained deep neural network model would help to predict the class label of each

instance of the unlabelled test feature dataset. Using the predictions class label val-

ues, pixels were classified accordingly.

Fig. 3 a Classifier training process, b Test image classification process
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Fig. 4 a Confusion Matrix of deep network, b ROC curve, c Bar graph of extracted feature

(GRAN = Granulation, NECT = Necrotic, SLOU = Slough), d Classification: (A) Original wound

image, (B) Classified image
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Table 2 Performance measures of deep network

Performance metrics Measures (%)

Accuracy 99.997215

Sensitivity 99.998006

Specificity 99.996625

F-Measure 99.997316

3 Results and Discussion

The performance of the classification process was evaluated by five metrics, i.e.

sensitivity, specificity, accuracy, F-Measure and Receiver Operating Characteristics

(ROC) curve. The feature extraction model was able to generate a feature dataset of

size 1465832 × 106. The statistics of some features are presented in Fig. 4c. The

large feature dataset was randomly partitioned into training (66%) and testing (34%)

dataset. The classification performance results are given in Table 2. In addition, the

confusion matrix of classification on 34% test dataset is shown in Fig. 4a. Along with

performance measure, the performance of the deep neural network is also plotted as

a ROC curve in Fig. 4b. The AUC for this study is close to 1. An experiment was car-

ried out where several wound images were randomly selected from the database, and

their classification results were observed. Tissue classification of five random wound

images is shown Fig. 4d. The granulation tissue region marked as red, necrotic tis-

sue region marked as green and slough tissue region marked as blue in the classified

image.

4 Conclusion

In this proposed study, a supervised tissue classification framework was proposed.

Pixel or region-based feature extraction mechanism is introduced in the proposed

methodology, where totally 105 features were extracted at each pixel point. The deep

neural network model is trained by the developed labelled feature dataset success-

fully. The performance of the trained deep learning model is very accurate toward the

classification of three types of wound tissue with an accuracy of 99.99%. However,

such high accuracy was possible due to considering only wound bed region where

the presence of any other types tissue objects is negligible. The proposed classifica-

tion algorithm can be incorporated in a computer-aided diagnosis tool for automated

wound monitoring.
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A CBIR Technique Based
on the Combination of Shape and Color
Features

Sumit Kumar, Jitesh Pradhan and Arup Kumar Pal

Abstract In CBIR techniques, image retrieval based on object-based features are
more precise to retrieve appropriate relevant images. So, in this paper, a CBIR
technique is proposed using extracted combined shape and color features from
image object region. In this particular work, some significant statistical parameters
are calculated from image object or shape region by gray-level co-occurrence
matrix and simultaneously, color features are extracted from the color object using
color autocorrelogram. Initially, RGB color images are transformed into YCbCr
color space, and subsequently, the active contour is employed on Y-component to
obtain the foreground and the background regions. Shape or object feature is
located in the foreground region of Y-component and gray-level co-occurrence
matrix provides some statistical parameters. We have also computed some statis-
tical parameters from the background region to improve the image retrieval per-
formance. Afterward, an intermediate color object image is reconstructed by
combining foreground image region along with chrominance components for
deriving the prominent color information. We have employed color autocorrelo-
gram over this newly constructed intermediate image. Finally, all the computed
features are combined together to form the ultimate feature vector. The proposed
technique is tested over two benchmark databases, i.e., Corel-1K and GHIM-10K
and we have achieved satisfactory results in object-based images.

Keywords Active contour ⋅ Color autocorrelogram ⋅ CBIR
GLCM

S. Kumar (✉) ⋅ J. Pradhan ⋅ A. K. Pal
Department of Computer Science and Engineering, Indian Institute of Technology
(Indian School of Mines), Dhanbad 826004, Jharkhand, India
e-mail: sumitkumar@cse.ism.ac.in

J. Pradhan
e-mail: jitpradhan02@gmail.com

A. K. Pal
e-mail: arupkrpal@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S. Bhattacharyya et al. (eds.), Advanced Computational and Communication
Paradigms, Advances in Intelligent Systems and Computing 706,
https://doi.org/10.1007/978-981-10-8237-5_71

737

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_71&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_71&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8237-5_71&amp;domain=pdf


1 Introduction

In the present digital era, the volume of multimedia data is increasing rapidly due to
the advancement of image capturing devices and availability of high-speed Internet.
So in the present scenario, the organization of multimedia data in suitable databases
is important but also retrieving the desired result from the stored databases are
equally important. Images are an integral part of any multimedia system as a single
image persists a lot of information which could be significant for individual or
public interest. The conventional retrieval approach is not fruitful since the image
descriptive keyword is not sufficient to interpret the actual image content. So the
visual content-based image retrieval is the proper solution to search the more rel-
evant images. This area is known as Content-Based Image Retrieval (CBIR) [1].
The purpose of CBIR process is to compute a feature vector using the extracted
significant information like color, texture and/or shape of the image. This process is
known as image feature extraction and the CBIR performance depends on the
formation of the suitable feature vector. This process is employed on the query
image as well as on the database images to derive the feature vector of the query
image and feature database respectively. Afterwards, query image feature vector is
matched with all the feature vectors present in the database to retrieve some top
images.

In CBIR, color, texture, and shape [2] are the key contents of any image retrieval
process. Color is one of the significant features as it is independent of the size and
orientation of the image content. Color histogram [3] is widely used tool to extract
color information since it gives the global color distribution information of the
image. But two entirely different images can have the same histogram so to
overcome this, the multiresolution histogram has been proposed in [4]. Dominant
Color Descriptor (DCD) [5] is used in image retrieval process. It provides salient
color distribution of an entire image or region of interest but the drawback of DCD
is it does not resemble with human perception. Yang [6] proposed a quantized DCD
method called Linear Block Algorithm (LBA) and show that LBA is efficient in
computation. Lu [7] presented a CBIR system which uses color distribution for
global features of the image and image bitmap for incorporating the local features.
In CBIR, shape features are also another important component in retrieving
object-based images. In general, the user prefers to search images based on some
items or things, for example, red rose, blue car, etc. and in this particular retrieval
process, the object-based image searching is more relevant. Shape features [8] are
mostly categorized into two parts, i.e., region-level information and boundary-level
information. Our literature survey found some existing shape-based techniques.
Gagaudakis [9] suggested a CBIR technique to incorporate shape. Zhang [10]
suggested a CBIR technique to extract image shape features using generic Fourier
transformation.

The combination of multiple image features improves the retrieval accuracy since
a particular image feature is not adequate to represent images properly. So in litera-
ture, several techniques are found with multiple image features. Wang [11] presented
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a technique to extract color, texture and shape image features. Kumar [12] presented a
CBIR technique using EDH and active contour. Yue [13] presented a CBIR technique
which combines color and texture features. Color histogram and co-occurrencematrix
to extract color and texture features respectively. Varish [14] proposed a CBIR
technique based on color and texture features. Dual-tree complex wavelet transfor-
mation and color image histogram are deployed in their technique. The combined
color and texture features are used in CBIR technique in the wavelet domain.

In this paper, our objective is to search the images based on object categories. As
discussed earlier, the object image retrieval process is preferred by most of the
users. So an object-based CBIR is proposed where object-based features are
extracted in two phase. In the first phase, the GLCM is employed to extract some
statistical parameters from object region and in the second phase, color information
is imagined only from the color-based object region using color autocorrelogram.
Finally, all extracted features are combined to form image feature which is used in
CBIR process.

The rest of the paper is structured as follows: Sect. 2 presents the proposed
feature extraction algorithm. In Sect. 3, the experimental results and performance
analysis are discussed. Section 4 concludes the paper followed by the corre-
sponding references.

2 Proposed CBIR Technique

The intention of the proposed work is to develop an object-based image retrieval
technique. The technique is developed in two phase, i.e., feature extraction scheme
and similarity measurement. For the first phase, the intensity image is taken from
YCbCr color space as a form of Y-component. In this work, we have used active
contour [15] on Y-component to identify the foreground and background image
region. Figure 1 shows the intermediate outcomes after applying the active contour
on a particular image.

Afterwards, GLCM is applied on foreground image and corresponding statistical
parameters are taken as components of a feature vector. We have also considered
some statistical parameters from entire background region directly and appended
with the feature vector. In this work, instead of computing the color features from
the entire image, an intermediate object-based color image is constructed. Later,
color autocorrelogram [16] is used to find the significant color components from the
earlier generated intermediate image. The overall image feature extraction is effi-
cient in computational aspect since it works only on the selected region, i.e., object
instead of the entire image. Figure 2 depicts the overall feature extraction process.
The algorithmic steps are summarized in Algorithm 1. In the second phase, user
provides a query image which undergoes a certain feature extraction process and
generates the query feature vector. Now, a stored database in the user’s system
undergoes the same feature extraction process and results in feature database. Now
the query feature vector is compared with each part of the feature database

A CBIR Technique Based on the Combination of Shape … 739



Fig. 1 a Original image. b Y-component. c Active contour result. d Background region.
e Foreground region

Fig. 2 Feature extraction procedure

740 S. Kumar et al.



according to the selected similarity measure. Then accordingly based on similarity,
the topmost relevant images are retrieved.

Algorithm 1: Feature Extraction Process

Begin

Step-1: Convert the input RGB image into corresponding YCbCr color space image
and decompose it into its principal components, i.e., Y, Cb, Cr.

Step-2: Perform active contour to get foreground and background region from the
Y-component.

Step-3: Apply GLCM on foreground region to compute energy, contrast, correla-
tion and homogeneity components.

Step-4: Compute mean, standard deviation, and kurtosis from background region.

Step-5: Combine the features of Step-3 and Step-4 to get feature vector, F1.

Step-6: Select only the Cb and Cr components from foreground region and con-
struct the intermediate object-based color image (As shown in Fig. 3).

Step-7: Apply color autocorrelogram on the intermediate object-based color image
to get feature vector, F2.

Step-8: Merge F1 and F2 to achieve final feature vector, FV.

End

Fig. 3 Intermediate image generation
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3 Experimental Results

In this section, we have presented the results that we have received after the
simulation of the described algorithm using MATLAB platform. To display our
results and proving the acceptability of the proposed algorithm, we have tested our
system on two benchmarked databases, i.e., Corel-1K database [17], which contain
1000 image of 10 different categories so that every category has 100 images each.
Another one is GHIM-10K database [18], which contains 10,000 images of 20
different categories so that each category has 500 images. Every user selected query
image goes through the proposed system and forms its query feature vector and
similarity the respective database go through the same process and formed feature
vector database. Then query feature vector is compared using Euclidean distance
with each feature vector of the feature database to find the similar results. We have
taken top 20 images for each passed query images. To check, whether our system is
adequate to retrieve better results or not, we have computed precision and recall
based on the Eqs. (1) and (2) respectively. The process of constructing intermediate
color image construction has been depicted in Fig. 3. In general, object-based
image categories are given based on acceptable image retrieval performance
(Tables 1 and 2).

Precision=
No. of relevant images retrieved
Total no. of images retrieved

ð1Þ

Recall=
No. of relevant images retrieved

Total no. of relevant images available in the database
ð2Þ

Table 1 Precision comparison based on Corel-1K

Category Yu et al. [19] Elalami et al. [20] Kekre et al. [21] Proposed

People 55 70 65 50
Beaches 47 56 60 40
Buildings 56 57 62 45
Buses 91 87 85 60
Dinosaurs 94 98 93 100
Elephants 49 67 65 80
Flowers 85 91 94 60
Horses 52 83 77 50
Mountains 37 53 73 50
Foods 55 74 81 35
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4 Conclusion

In this work, we have proposed a CBIR technique using object-based image fea-
tures. The foreground image is obtained using active contour process on the
Y-component and GLCM is used to exploit the shape feature of the image. As the
background region of the image does not persist large significant information, we
have evaluated some global statistical parameters. Then a new image is recon-
structed by combining chrominance parts, i.e., Cb, Cr, and foreground image. Color
autocorrelograms is deployed to extract the information. The proposed technique is
tested over two benchmark databases and adequate results are retrieved for the
object-based images. The technique is suitable for object retrieval-based
applications.
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Trajectory Forecasting of Entities Using
Advanced Deep Learning Techniques

K. H. Apoorva, Raghu Dhanya, Anil Kumar Anjana
and S. Natarajan

Abstract Recent growth in depth camera technology has significantly enhanced

human motion tracking. Human future behaviour and intention forecasting become

a challenging task due to high-dimensional interactions with the physical world.

Prognostic methods that estimate ambiguity are, therefore, critical for support-

ing appropriate robotic responses to the numerous ambiguities posed within the

human–robot interaction environment. Beyond autonomous agents, we will also see

our surroundings—buildings, cities—becoming equipped with ambient intelligence

which can sense and respond to human behaviour. In this paper, we present different

deep learning models that can forecast the navigational behaviour of multiple classes

(i.e. pedestrian, car, cycle) by considering influencing factors such as the neighbour-

ing dynamic subjects and social behaviour of the classes under investigation. The

results show that our approaches outperform the existing state-of-the-art forecasting

models.
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1 Introduction

The need for reliable models of navigation of collaborating agents is seen in multi-

ple fields including robotics, computer graphics and behavioural science. A growing

requirement for co-robotic applications that place robots as partners with humans

play a role in cooperative and tightly interactive tasks [1]. Models of pedestrian nav-

igation behaviour to identify the trajectories of nearby pedestrians are needed by

mobile robots to navigate amid pedestrians in a safe, efficient and socially accept-

able way [2].

When people navigate in a crowded public area such as a railway station, an air-

port terminal, a sidewalk or a shopping mall, they follow a number of common sense

rules and conform to social conventions by considering right-of-way and private

space. Machine learning methods usually consider fully observable environments

with features that determine the motion and thus allow for predictions. Also, colli-

sion avoidance behaviours of humans (social aspect) pose a challenging aspect for

developing optimal models. We thus investigate and evaluate various deep learning

methods to predict trajectories of different moving entities in crowded spaces which

is the main objective of the paper.

The deep learning models based on Recurrent Neural Networks (RNNs) are con-

sidered due to the relevance of their architecture in solving the problem at hand [3].

The RNNs’ inherent ability to maintain temporal context appropriately fits our need

of processing trajectories of entities, which is essentially sequential data [4]. As an

extension to the RNN model, we propose three novel methods namely: multitarget

pooling, attention network and Hierarchical RNN network which are seen to give

better performance than existing state of the art methodologies.

2 Related Work

Deep learning models have been applied extensively to many sequence-to-sequence

modelling problems such as the problem under consideration. In this section, we

highlight the recent advancement in forecasting the future behaviour of people to

improve intelligent autonomous systems. Alahi et al. [5] addresses the problem of

forecasting pedestrians’ destinations, a main problem in understanding crowd mobil-

ity. This paper proposes a new descriptor namely Social Affinity Maps (SAM) to

link and capture the broken or unobserved trajectories of individuals in the crowd.

Robicquet et al. [6] involves in predicting a trajectory and future intent of a human,

similar to the objective of our research work. They address the high dimensionality

and uncertainty problem by using predictive inverse optimal control methods for esti-

mating probabilistic model of human motion trajectories. Our models include many

other output classes other than humans such as bikers, cars, skaters etc., thus making

it a multiclass regression model. Alahi et al. [7] proposes an LSTM model, which

can learn general human movement and also further predict their future trajectories,
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similar to the interests of our research. Their work fails to consider the speed with

which the neighbouring entities approach each other and also considers only pedes-

trian interaction. Our approaches handle interactions between entities of multiple

classes, not limiting to that of pedestrian alone. The attention mechanism approach

we propose, tackles the speed aspect and thus handles collision avoidance and social

force. In [8], the authors use GRU to predict object’s future position. They consider

the influence of neighbouring objects for the prediction, however, they assume no

influence of the proximity or the speed of the objects. In the subsequent sections, we

present our initiative to cope with above limitations.

3 Methodology

In this section, we describe the chosen deep learning models used for predicting an

occupant’s trajectory. Every occupant’s trajectory is modelled as a sequence or time

series. Each target entity belonging to a given class (e.g. pedestrian, car, etc.) in a

real-world scene has a given characteristic navigation style which can be defined by

a set of unique parameters associated with a forecasting model. If the parameters

are considered as the learned navigation rules, this translates to all member occu-

pants of a class. All entities or occupants belonging to the same class have same

prediction model parameters which are essentially the weight matrices of the neu-

ral networks. The individual characteristics and context [9] of an entity are captured

by the model’s hidden layer. This helps to customise our model for each occupant

and help better extract its moving trajectory considering its individual and collec-

tive class-wise behavioural pattern [10]. In addition, we define baseline models for

comparison of performance with our approaches.

3.1 Baseline

We define a baseline model based on vanilla RNN and GRU without any customiza-

tions. In this model, the intention is to effectively predict the future trajectories of

various entities, taking into consideration, only their past trajectories. The perfor-

mance of the proposed approaches is evaluated by comparing it to that of the base-

line model. Recently, Recurrent Neural Networks (RNN) and their variants includ-

ing Gated Recurrent Units have proven to be very successful for sequence prediction

tasks. We observe the entire path of the entity from T0 to some Tobserved and predict

the position for the next time step, Tobserved+1.

Vanilla RNN:

The input to the neural network is the current location of the selected entity in the

video frame. The RNN is trained to learn a sequence of video frames to capture the

traversing behaviour of that entity, as depicted in Fig. 1a. The future path is then
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(a) Internal Structure of RNN (b) Pooling of hidden states in Multi-Target Approach

Fig. 1 Baseline and pooling models

predicted using the learned context captured by the hidden states of the RNN. The

hyperparameters including the hidden state size, training data size and learning rate

are varied and tested for different values.

3.2 Multitarget Trajectory Prediction

Behaviour of people in crowded scenes is dependent on the motion of other people

and obstacles in their vicinity. For example, a person can deviate his/her path to avoid

collision with another group of people moving towards him. A person cannot be

observed in isolation to predict trajectories as we cannot sideline the influence from

other entities. In this approach, we consider the positions of neighbouring entities of

the selected entity along with its past trajectory for future path learning.

3.2.1 Pooling RNN Model

We introduce a pooling [8] technique based on RNNs as elaborated below. Every

entity is modelled as a single RNN instance and the influence by surrounding entity

instances is captured through this pooling technique. This is achieved by adding the

hidden states of the neighbours in the ‘pooling’ window represented by a ‘p× q’ pixel

square centred upon the entity as depicted in Fig. 1b. Pretraining of weight matrices

is done to capture the behaviour of various output classes and these are used for the

entities in calculating the context at the hidden layer. For each entity, we find its

neighbours such that the Euclidean distance between the neighbour in the pooling

window and the entity is less than or equal to a threshold value t.

He
t = Ht(im, jm) + hmt (1)

where, for each neighbour ‘m’ at time ‘t’, we locate the appropriate grid coordinates

i, j in the pooled matrix (Ht(im, jm)) and summate it with the hidden state of the

neighbour ‘m’ at time ‘t’ (hmt ) around the selected entity’s location on the p× q grid.
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het,final = Ws ⋅ He
t (2)

where, Ws
is a high-density tensor which is learnt as an additional parameter during

the backpropagation of weights, which is used to calculate the effective hidden state

of the entity ‘e’ (het,final) and thus aids in finetuning the navigational skills of our

trained model.

3.2.2 Hierarchical RNN Model

While we regard the influence of the neighbouring entities, we must take into account

the prominence given to each neighbour. Intuitively, neighbours which are nearer to

the considered entity have more influence on the entity as compared to a far off neigh-

bour. We put forth a novel multi-scale RNN model, which can learn the hierarchical

multi-scale structure from temporal data. The hierarchical approach uses a weighted

method to append the hidden states. The closer entities have higher weights, thus,

having more hand at hidden state variation. A virtual hierarchy of weights is given

emerging from the entity under consideration. Hierarchy is applied on the pooled

tensor to obtain the final hidden state, as seen in Fig. 2a. The p× q pooled tensor has

x levels of hierarchy based on proximity. The weights provided in this approach for

the neighbours are constant for a specific radius around the selected entity.

He
t = Ht(im, jm) + wm

i,j ⋅ h
m
t (3)

where, for each neighbour ‘m’ at time ‘t’, we locate the appropriate grid coordinates

i, j in the pooled matrix (Ht(im, jm)) and summate it with the product of the con-

stant weight assigned (wm
i,j) and the hidden state of the neighbour ‘m’ at time ‘t’ (hmt )

around the selected entity’s location on the p× q grid.

3.2.3 Attention Mechanism Model

The Attention Memory Network is modelled to give importance to the most relevant

and highly affecting components of the input. In this approach, we consider the speed

with which the neighbouring entities approach the selected entity to handle collision

avoidance and social sense of humans. The weightage provided by the hierarchical

approach is considered, to rank the initial importance of all of the entity’s neigh-

bours. As the neighbours with higher speeds have a greater chance of colliding, they

are rated in increasing order of their speeds by providing corresponding weights to

prioritise them as shown in Fig. 2b. We induce this ranked feature into our RNN,

which are further involved in prediction of the trajectories.

He
t =

𝛥d
𝛥t

⋅ hmt (4)
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(a) Hierarchical Scaling of the Pooled tensor (b) Applying attention on the hidden states
of prominent neighbouring entities. E1
contributes more than E2, and E2 contributes
more than E3 to the hidden state of the entity.

Fig. 2 Hierarchical and attention mechanism models

where, m is each neighbour within the boundaries of the restricted space radius

around the selected entity’s location on the p× q grid. The total rate of change of

distance(𝛥d/𝛥t) for each neighbouring occupant coupled with hidden state (hmt ) plays

a key role in updation of the pooled hidden state of the entity (He
t ).

Algorithm:

Calculating hidden state for entity, e:

N = neighbours of e

for each n in N:

d = euclidean dist between n and e

If d < (100× 100 pooling window):

assign weight, w to n based on its speed towards e:

He
t = Ht(in, jn) + hnt ∗ w

Reduce dimension of He
t to 20× 20 from 100× 100.

Final pooled hidden state of e, het,final = Ws ⋅ He
t

4 Experiments and Results

Dataset

For our data, we use the Stanford Drone Dataset, taken from and pre-annotated by

Stanford’s Computer Vision and Graphics Lab. This new large-scale dataset contains
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Fig. 3 System design

videos of various types of targets (pedestrians, bikes, skateboarders, cars, buses, golf

carts) that navigate in a real-world outdoor environment such as a university campus.

It comprises of more than 100 different top-view scenes for a total of 20,000 targets

engaged in various types of interactions (Fig. 3).

4.1 Experimental Setup

As part of the implementation of our models, we have specified the dimension for

both, the input and output layer, to be two, representing the x and y coordinates of

the entity in the video frame. A hidden layer dimension of 64 is found to give the

most accurate predictions. The models use tanh as the activation function. The model

parameters are updated using Stochastic Gradient Descent as our backpropagation

algorithm. The initial learning rate was set to 0.01 and annealed upon increased loss.

The models are trained for 70 epochs. Each video frame represents a single increment

in time step. To train the model, we allow the RNN to observe 25 video frames of an

occupant’s trajectory and predict its location in the next video frame (time step). For

our Multi-target Pooling approach, the entity neighbourhood was set to 100× 100

and used 5× 5 pooling windows as they yield most optimal results.

4.2 Results and Analysis

The accuracies for all models are calculated using the path displacement metric, i.e.

the displacement between predicted and actual position. The prediction is considered

accurate if the path displacement between the predicted output paths and the actual

paths of entities falls within a threshold of 36 pixels. We also evaluate each of our

models based on the error rate metric. This is effectively the displacement between

the predicted trajectory point and the actual target trajectory point of the entity along

the path.
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(a) Error Rate (b) Accuracy

Fig. 4 The error rate and accuracy versus time is plotted for the three models

Baseline approach using RNN: Our single-track RNN model achieved an accu-

racy of 85% with learning rate as 0.3, 40 epochs and 64 as the hidden state dimen-

sion. This model does not handle collision avoidance, thus not incorporating social

sensitivity specification.

Multitarget tracking approach: As seen in Fig. 4a, the error rate of attention mech-

anism approach is the least. The losses for all the models decrease consistently over

time, conforming to the theoretical expectations. Attention method has considerably

higher loss when compared to the other two models because of the dynamically

changing preference given to neighbouring occupants. The fluctuation of the loss

increases from pooling to hierarchical to attention method because of the seemingly

unpredictable velocities of the surrounding entities.

According to Fig. 4b, the best accuracy is obtained for attention mechanism, fol-

lowed by hierarchical approach and lastly, the pooling method. This is because atten-

tion mechanism takes the neighbouring entities’ velocities and direction of approach

into consideration. The accuracies for all the three models increase across time, grad-

ually learning the features of the trajectories of various entities in each frame.

Table 1 describe the output of classwise accuracies for each approach mentioned

in the paper. The classwise accuracies provide an insight into the ability to predict

the path, given the characteristic behaviour of each class. The skater and cart class

gave a good accuracy considering their motion to be linear most of the time. The

pedestrian and biker class gave lesser accuracy as account of the number of entities

being high and the added nonlinearity.

Table 2 represent accuracies based on various scenes in the dataset. Each scene

has its own characteristic road paths with some having curves and some straight

roads. Generally, the accuracy increases with each succeeding model for each scene.

Accuracies for the ‘Coupa’ and ‘Gates’ scenes are high because the entities here

mostly have linear paths. Our models can successfully predict non-linear paths of

moving entities, as seen with the accuracies of the ‘Death circle’ scene which has

a circular roundabout in the centre. Pre-training of weights, however improved the

accuracies by a small factor.
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Table 1 Class-wise comparison of accuracies for all three approaches

Pedestrian Car Skater Biker Cart Overall

Pooling 82.09 73.62 90.9 84.56 86.77 86.71

Hierarchical 86.36 90.5 93.6 85.82 87.36 87.5

Attention 91.4 74.55 87.6 88.52 92 91.75

Table 2 Class-wise comparison of accuracies for all three approaches

Book-store Death circle Coupa Gates

Pooling 82.52 83.6 88 82.5

Hierarchical 86.7 89.16 90.6 87.78

Attention 91.3 90.37 89.2 88.92

5 Conclusion

We have presented RNN-based modes that can reason across multiple entities to

predict multi-class trajectories in various scenes. We use three approaches to per-

form trajectory forecasting in a multi-class setting, including a social pooling layer,

hierarchical RNN approach and attention mechanism. On comparison of all our pro-

posed methods, attention mechanism with RNN approach showed higher perfor-

mance. We also effectively show that our approaches successfully predict various

nonlinear behaviours arising from social interactions. However, our current method-

ologies of pooling cannot comprehensively predict perfect trajectories. In future, we

will extend our models to consider more influencing factors and implement rein-

forcement learning for further qualitative comprehension of the results.
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An Automatic Face Attractiveness
Improvement Using the Golden Ratio

Hiranmoy Roy, Soumyadip Dhar, Kaushik Dey, Swaroop Acharjee
and Debanjana Ghosh

Abstract Charles Darwin once wrote: ‘It is certainly not true that there are in the

mind of man any universal standards of beauty with respect to the human body’. The

relation between facial beauty and the golden ratio is a known fact. In this paper, we

have tried to establish the relation between face beauty and the golden ratio. Finally,

we try to improve facial beauty using the golden ratio-based geometric transforma-

tion and some filtering operations. The work is divided into two parts: 1. verification

of the relation between face beauty and golden ratio, 2. application of golden ratio

for face beautification. The first part of the paper is based on the verification of a

neoclassical theorem of beauty and the golden ratio based on the symmetry of the

face, using various machine learning tools. Verification of the ratings is done using

SCUT-FBP dataset. We used 450 images for the training purpose out of the 500

images and the rest 50 images are used for testing the data. The second part of the

work is to beautify a face based on mathematical calculations and improve the skin

texture, removes blemishes, and change the facial features according to the golden

ratio. Test results show the significant improvement in facial beauty due to the appli-

cation of the golden ratio.

Keywords Face beauty ⋅ Golden ratio ⋅ Pearson correlation ⋅ Random forest

1 Introduction

Attractiveness is a general and important topic to each and every society. Although

the recognition of attractive people are universal, beauty varies from culture to cul-

ture. There is a measurable standard for beauty and what is generally found most

desirable [1].
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Fig. 1 Pictorial

representation of the golden

ratio calculation

Faces with a high degree of symmetry are typically considered more attractive

[2, 3]. In the literature, many different ways are used to measure the effects of sym-

metry and average on attractiveness, such as by generating composite faces, by alter-

ing the faces using positional changes of facial components.

Golden ratio is a special decimal number found when a line is divided into two

parts, then is the ratio of the longer part to smaller part is also equal to the ratio of the

whole line to the longer part and it is shown in Fig. 1. Golden ratio is often symbol-

ized using the twenty-first letter of the Greek alphabet ‘Phi’ (𝜙). Let us assume that

a line is divided into ‘a’ and ‘b’ where (a > b), so golden ratio will be represented

as follows:

a
b
= (a + b)

a
= 1.6180339887498948420… (1)

Leonardo da Vinci’s ‘Vitruvian Man’, ‘Mona Lisa’ is said to illustrate the golden

ratio. It is said that every geometrical structure with the golden ratio are said to

have a perfect geometric structure. This paper is organized as follows: in Sect. 2, the

proposed method is described in detail. Experimental results and comparisons are

presented in Sect. 3, and finally, the paper concludes with Sect. 4.

2 Proposed Method

In the Fig. 2a we can see facial points, these points are the landmarks we would be

using to calculate golden ratio of a given image and thus beautify it. Our work is

divided into two parts: verification and application of golden ratio. SCUT-FBP is

that database we have used over here. It consists of images which are pre-rated by a

group of personnel. This rating will serve as the ground truth of our project which

will be verified against the predicted truth of our proposed method.
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Fig. 2 a Example showing 18 geometric features, b three different Haar features

2.1 Facial Beauty Prediction

In this subsection, we evaluate the prediction performance of different algorithms on

the basis of several criteria such as Pearson correlation (PC) [4], mean absolute error

(MAE) [5] and root mean squared error (RMSE) [5]. The machine learning meth-

ods we used include SVM, linear regression, random forest regression and Gaussian

regression.

We randomly selected 450 images from our SCUT-FBP dataset for training, and

the remaining 50 images were used for testing. This testing resulted in the verification

of our machine learning. Based on this machine learning, we can now take an image

and apply this training set to get the facial landmarks of the image and append it with

the existing database.

This testing can be done using any of the regression methods as follows:

∙ Linear Regression: In statistic, linear regression is the approach of modelling

the relationship between the scalar dependent variable Y to independent variables

denoted by X. In case of multiple independent variable the process is called mul-

tiple linear regression. To model the relationships, a linear predictor function and

its unknown parameters are estimated from the training data. If the regression is

based on straight line graph, then it is known as linear regression. Linear regres-

sion of ‘y’ on ‘x’ for ‘n’ number of variables can be written as follows:

y = a + bx, where a =
∑

yi − b
∑

xi
n

and b =
∑

xiyi −
∑

xi
∑

yi
n

∑
xi2 −

(
∑

xi)2

n

(2)
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∙ Support Vector Machine: It is used both as a classification and regression pur-

poses to analyse data in machine learning. In the training phase, SVM tries to

generate a plane to separate the different training points plotted in a space. The

plane is placed in such a way, so that it has almost equal distance from each and

every different category of classes. Then, in testing phase, all the testing points

are predicted in the same space by its belonging to the side of the plane.

∙ Random Forest Regression: It is a well-known ensemble learning mechanism,

which is mainly used to boost the classification accuracy of decision tree. A set

of decision tree classifiers are ensemble to generate a random forest regression or

random decision forests [6–8]. At the time of training, a decision tree was gener-

ated depending on the training samples. The branches are the conditions and the

leaf nodes are the decisions. From the tree some rules are generated. At testing

phase, when a test sample is coming, according to the rules the output decision is

taken. In random forest regression, a set of such decisions are ensembles.

∙ Gaussian Regression: It is also a learning mechanism, but a little bit lazy in the

sense that it delayed the learning process until a query is given. It measures the

similarity between different training points present in a local kernel. Then, from

the similarity value, it predicts the unseen training points. The predicted value

has both the estimated information and the uncertainty information regarding the

training points. Gaussian regression provides a marginal distribution in a one-

dimensional Gaussian distribution form.

Finally, using different statistical methods we selected random forest as our best

learning strategy.

2.2 Golden Ratio-Based Facial Beautification

The second step of our project is based on beautification of a face using the golden

ratio. Beautification of the face is done at first by detecting the face then applying

Cascade Classifier to detect the eyes and face and finally applying bilateral filter and

Gaussian Blur to provide an even skin tone and remove blemishes.

∙ Haar Cascade: At first, Haar cascade object detection method is used to detect

the face from the image. Haar cascade is an ensembles-based machine learning

approach, where a cascade function is used to train the system for a lot of face

and non-face image samples. Then, the trained system is used to detect faces in

other test image samples. Figure 2b shows three different Haar features used here

for face detection.

∙ Bilateral Filter: Bilateral filter provides an even skin tone to the face. Bilateral

filter changes the pixel intensity value of to a pixel by average weighted value of a

nearby pixel. Generally, the weight value follows some Gaussian distribution. This

Gaussian distribution-based weight has the sharp edge preservation property.
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∙ Gaussian Blur: It is a widely accepted filtering technique used for image blurring

or noise removal. The basic idea is to use a Gaussian function (in statistics it is

called normal distribution) for measuring the transformation by applying it as a

convolution operation for each image pixel. After applying this filter, the image

becomes smooth and high-frequency noises are removed.

2.2.1 Algorithm: Facial Landmark Verification and Learning

Step 1: Collection of a dataset of images. (In this case, we are using SCUT-FB

database of 500 pictures of Asian Females and their corresponding ratings).

Step 2: Detection of a face from each image.

Step 3: Detection of the facial landmarks from the detected face in each image.

Step 4: Save all the landmarks points in a text file.

Step 5: Calculate the facial landmark ratio of each face and store the data in

another dataset.

Step 6: The dataset is divided into 450:50 ratio and 450 images are used training

purpose and 50 are used for testing purpose.

Step 7: Machine learning algorithm tools like SVM, linear regression, random for-

est and Gaussian process are used to predict the facial attractive index of each face

out of 5.

Step 8: Predicted score and ground reality of the 50 images are tested and Pearson

correlation and residual is found out from the data.

2.2.2 Algorithm: Facial Beautification

Step 1: The image to be beautified according to the algorithm is uploaded.

Step 2: Face is detected in the image.

Step 3: Facial landmark is extracted.

Step 4: Then ratio values are calculated and collected.

Step 5: The ratio is perfected according to the defined algorithm

Step 6: The image ratio of the face is changed accordingly.

Step 7: Skin gradient, blemishes, grey hair, skin spots are reduced and removed

from the image.

Step 8: Image is saved with a different name.

Step 9: Facial landmarks of the given new image is stored as to increase the accu-

racy of the dataset.

3 Experimental Results

We collected data to build a standard dataset that provides unified data for evaluating

the performance of different algorithms. To reduce the effects of irrelevant factors
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Fig. 3 Different levels of beauty in the SCUT-FBP dataset

such as age, gender and facial expression, the SCUT-FBP dataset [9] is confined

to a unified form, i.e. it contains high-resolution, front on face portraits of Asian

female subjects with neutral expressions, simple backgrounds, no accessories, and

minimal occlusion. A previous study [2] has shown that beautiful individuals consti-

tute a small percentage of the population. The SCUT-FBP dataset contains a higher

proportion of beautiful faces than that in the general population in order to facilitate

effective learning of facial beauty. Specifically, it contains 500 portraits, some of

which we captured ourselves; others were licensed from different sources or down-

loaded from the Internet. All the images were rated by numerous raters. Figure 3

shows some examples of face portraits from the dataset. SCUT-FBP dataset publish-

ers have already developed a web-based tool, namely, the facial beauty assessment

system, to collect ratings. Images in the SCUT-FBP dataset were rated by 75 raters;

the average number of raters per image was 70. Because the evaluation ground truth

varied among individuals, we obtained raters opinions regarding the beauty of the

portraits by asking them for answers to certain questions. The portraits were ran-

domly shown to the raters. The raters could change their ratings if they accidentally

selected an incorrect option. Although facial beauty has been shown to be a univer-

sal concept, it is subjective to some extent. The procedure described above aims to

eliminate unnecessary effects.

Facial attractiveness rating can be regarded as a regression problem. Therefore,

we compared the ground truth results provided by the SCUT-FBP web tool with
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Fig. 4 Comparison results of ground truth provided by SCUT-FBP web tool and prediction given

by proposed method using: aLinear progression learning, b SVM learning, c random forest learning

and d Gaussian regression

our prediction. Different comparison results are provided in the Fig. 4. Comparison

results show that random forest and Gaussian regression methods provide more accu-

rate results. Another testing is done using Pearson correlation and graph residual [8]

methods to choose the best learning method. Pearson Correlation (r) shows the linear

relationship between two sets of data. For two datasets ‘x’ and ‘y’ with population

size ‘n’, the value of ‘r’ is measured as follows:

r =
n
(∑

xy
)
−
(∑

x
) (∑

y
)

√

[n
∑

x2 −
(∑

x
)2][n

∑
y2 −

(∑
y
)2]

(3)

The closer the value of ‘r’ gets to one, the greater the correlation between the data.

Again, the difference between the observed value of the dependent variable (y)

and the predicted value (ŷ) is called the residual (e) e = y− ŷ. The sum of e, i.e.
∑

e
and the mean of e i.e.

1
n

∑
e both are equal to zero. A graph having the independent

variable on the horizontal axis and the residuals on the vertical axis gives a residual

plot. A linear regression model is appropriate for the data, when the points in a resid-

ual plot are randomly dispersed around the horizontal axis; otherwise, a nonlinear

model is more appropriate.

Figure 5 shows the comparison results of these two methods on different learn-

ing techniques. From the results, again it is proved that random forest and Gaussian

regression methods provide more accurate results. We choose random forest as our

best learning strategy. Finally, in the second part, we applied the proposed algorithm
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Fig. 5 Comparison of different learning methods using: a Pearson correlation, b graph residual

methods

Fig. 6 One sample example: a Original face image, b face image after applying the proposed

method, c original face image, d face image after applying proposed method

(Facial beautification) for face beautification. Figure 6 shows some sample examples,

where the proposed method is applied to improve face beauty.

4 Conclusion

It can be concluded from our experiment that facial symmetry plays an important role

in attractiveness of a face. This can be noted from the minimal difference between

the predicted ratings and actual ratings out of 5 of the facial attractiveness. While

beauty lies in the eye of the beholder, but in general it can be quantitatively said

that a symmetric face is attractive in general. However, symmetry is not the sole

parameter upon which facial attractiveness can be measured. Other factors like skin

textures, skin gradient and facial hair play an important role.

We have not taken the skin gradient, skin textures into consideration. Similarly,

our method is only able to predict the attractiveness index based on a single ethnicity

due to the smaller size of the training dataset. It will fail considerably in case of males

with facial hair. Proposed method fails when it comes to an image of a person wearing

spectacles and angle of the face plays an important role in the efficient working of

the program. In future, a modified version of the proposed method can be thought.
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A Trust-Based Intrusion Detection System
for Mitigating Blackhole Attacks
in MANET

Biswaraj Sen, Moirangthem Goldie Meitei, Kalpana Sharma,
Mrinal Kanti Ghose and Sanku Sinha

Abstract MANETs (Mobile Ad hoc Networks) are wireless networks that are
deployed for a particular purpose or short-term use. Because of the lack of central
coordination, MANETs share an inherent trust relationship among the nodes
forming the network. Each node implicitly trusts its neighbour to forward packets in
the network till the packets reach their destination. Further, each node in a MANET
can monitor its neighbours by keeping track of the packets passing through the
neighbours. This characteristic ability of a node in MANET makes it possible to
develop a trust model that can correlate with the innate trust shared among the
nodes. This paper looks at developing such a trust model which is applied to all the
nodes in the network. The trust model works like an Intrusion Detection System
(IDS), which seeks to detect blackhole attacks in the system, and then identify and
mitigate the malicious attacker.
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1 Introduction

Ad hoc networks are wireless networks that are constructed for a particular purpose
or an immediate need. Such networks differ from traditional networks in that they
do not require a centralized coordinator or prior infrastructure to be in place. Thus,
ad hoc networks are also called infrastructureless networks [1]. A Mobile ad hoc
Network(MANET) refers to a network in which the nodes forming the ad hoc
network are mobile [2]. Because of its characteristic properties, MANETs have
been used in areas such as emergency search and rescue operations, military bat-
tlefields and in academic and commercial sectors [3, 4].

In a MANET, nodes cooperate with each other to share information. A node
wanting to send information transmits the information to its neighbour which in
turn propagates it to its neighbours until it reaches the required destination. This
system places an inherent trust among other nodes in the network for information
propagation. An attacker can take advantage of this trust relationship among the
nodes, thereby compromising the network. Also, due to the mobility of the nodes
and the dynamically changing network topology, it is hard to determine if a packet
is dropped because of the intrinsic network characteristics or the presence of an
attacker.

This paper briefly discusses the latent trust relationship among nodes in a
MANET and seeks to develop a trust model to handle threats. The rest of the paper
is organized as follows: Sect. 2 discusses the trust and intrusion detection systems
in MANETs. Section 3 gives a brief explanation of the blackhole attack. Section 4
highlights some of the work done in this area. Section 5 describes the proposed
trust model. Section 6 discusses the results. Section 7 provides the conclusion.

2 Trust and Intrusion Detection System (IDS) in MANETs

MANETs face vulnerabilities because of the shared wireless medium, lack of
physical protection for the mobile nodes and complete trust among nodes because
of lack of centralized decision-making entity [5]. MANETs are susceptible to DoS
attacks as they do not have a clear line of defence [6, 7]. Ad hoc networks operate
by establishing an intrinsic trust relationship among its participating nodes. Hence,
each node in a MANET is able to function as a router. Each node in a MANET
completely trusts its neighbours to carry out network activities such as packet
forwarding and packet delivery until each packet reaches the intended destination.
Often, attackers try to take advantage of this particular trait present in the nodes in a
MANET. Thus, managing trust also becomes an important issue [8, 9].

Intrusion detection can be defined as a process of monitoring activities in a
system, which can be a computer or network system [10]. An IDS monitors and
collects network activity information and then analyses it to check for any
anomalous behaviour in the network. Intrusion detection can be categorized into
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two methods: anomaly detection and misuse detection. Anomaly detection is the
method of monitoring the network for deviations from normal behaviour while
misuse detection (also called signature-based detection) uses databases that contain
signatures or patterns of known attacks [11] (Fig. 1).

3 Blackhole Attack

A blackhole attack is a DoS attack in which a malicious node falsely claims that it
has the shortest path to the destination node. This attack is carried out by an attacker
sending fake routing information [12]. When an attacker node receives a Route
Request message from a sender node, it replies to the Route Request message with a
Route Reply having a very high destination sequence number, hence ensuring that
the attacker gets included in the route from the sender to the destination. On
receiving the subsequent data packet from the sender, the attacker will not forward
the data packets but instead drop them, thus preventing them from reaching the
intended destination.

4 Related Work

Huang and Lee [13] proposed an intrusion detection system based on their previous
work on anomaly detection, which used cross-feature analysis to detect intrusions
[14]. Their work focused on detecting anomalies by implementing IDS on every
node, and anomaly detection by implementing IDS for a cluster-based system.
Trivedi et al. [15] proposed a detection mechanism based on reputation to deal with
intrusions in MANETs. Their proposed mechanism has been termed as
Reputation-based Intrusion detection System for Mobile ad hoc networks (RISM),
which is a modification of the CONFIDANT protocol [16]. Nadeem and Howarth
[17] proposed an IDS mechanism called Intrusion Detection and Adaptive

Fig. 1 Blackhole attack
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Response (IDAR), which uses both anomaly detection and knowledge-based
intrusion detection. Hu et al. [18] proposed Rushing Attack Prevention (RAP),
which is a generic route discovery mechanism for handling rushing attacks.
Prathapani et al. [19] proposed the use of mobile honeypot agents to detect
blackhole attacks in Wireless Mesh Networks (WMNs).

5 Proposed Strategy

The overview of the proposed strategy is shown in the following diagram (Fig. 2).
The proposed methodology consists of the following phases:

Phase 1: Initial Network Deployment

Initially, the network is made to function on its own using a standard routing
protocol. This helps in calculating a baseline observation of the network under
normal circumstances. Once we know how the network behaves normally, we can
differentiate it from the conditions arising due to malicious behaviour in the
network.

Phase 2: Attack on Network
The network is now subjected to a routing attack, viz. blackhole attack. The attack
is carried out in four scenarios as follows:

(a) One blackhole attacker.
(b) Ten percent of total nodes as blackhole attackers.
(c) Twenty percent of total nodes as blackhole attackers.
(d) Thirty percent of total nodes as blackhole attackers.

Fig. 2 Workflow diagram of proposed methodology
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Phase 3: IDS Deployment and Trust Calculation

In this phase, IDS is deployed in all the nodes of the network. Each IDS node keeps
track of the trust levels of its immediate neighbours. This tracking is done at
runtime. The trust values at are calculated based on three parameters:

(a) The belief that a node has for its neighbour (b): The belief factor is calculated
by taking into account positive events that occur during a transmission. Here,
positive events are the events that signify a successful transmission in the
network. The positive events chosen are the following:

(i) Successful packet reception
(ii) Successful packet forwarding

The belief factor is calculated as follows:

b=
p

p+ n+2
, ð1Þ

where p = number of positive events and n = number of negative events.

(b) The disbelief that a node has for its neighbour (d): Contrarily, the disbelief
factor is calculated by taking into account negative events that occur during a
transmission. Negative events are the events that signify an unsuccessful
transmission in the network. The negative events chosen are the following:

(i) Unsuccessful packet reception
(ii) Unsuccessful packet forwarding

The disbelief factor is calculated as follows:

d=
n

p+ n+2
, ð2Þ

where p = number of positive events and n = number of negative events

(c) The uncertainty that a node has for its neighbour (u): Uncertainty factor is
initially set to 1 before any transmission begins after a node has just discovered
its neighbours.

The uncertainty factor is calculated as follows:

u=
2

p+ n+2
, ð3Þ

where p = number of positive events and n = number of negative events
Hence, these three parameters are taken in such a way that

b+ d+ u=1 ð4Þ

at all times.
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So initially, a node will have uncertainty value of 1, belief value of 0 and
disbelief value of 0 for its neighbour before transmission. As communication begins
in the network, these values get updated based on positive and negative events. This
trust value calculation is done periodically.

An anomaly in the system is detected when the disbelief factor rises above a
certain threshold. In this case, the anomaly is first verified as an attack by applying
identification rules for recognizing attacks such as a blackhole attack. This step
ensures that network congestion factor is taken into consideration. Once positively
identified as an attack, the node under question will be treated as malicious and it
will not be allowed participate in the network.

Threshold calculation

The threshold value is set based on experimental values. This is done by calculating
the average value of Packet Data Fraction (PDF) of several simulations of the
network in its initial phase. This provides a measure of how the network performs
normally in the absence of any malicious attacker. This average PDF value thus
obtained serves as a threshold for discovering anomalous behaviour in the network.

Phase 4: Response to attack

When an attack such as a blackhole attack occurs, the intrusion is detected by the
periodic update of the trust values. Once the attacker node is identified, it is not
allowed to participate in routing and will be removed from the network. The node
will then seek alternate routes to reach the destination after removing the attacker.

This process is explained as follows:

(a) Since each node will be running IDS, each node can monitor its neighbour’s
activities. Hence, each node keeps track of the belief, disbelief and uncertain
factors of its neighbours.

(b) If the disbelief factor of a certain neighbour node rises above the calculated
threshold value (as explained above), then appropriate action is taken by

• Identifying the attack and the attacker: This is necessary to differentiate
between network congestion and a routing attack, viz. blackhole attack in this
case. For this, the following formula for identifying blackhole attack is used:

PFP=
pr nð Þ
ps nnð Þ , ð5Þ

where

PFP packet forward percentage
pr(n) no. of packets received by a node n
ps(nn) no. of packets sent by n’s neighbours and not destined for n
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If n keeps dropping packets for a sufficiently long period, or more precisely, if
the denominator is not zero and PFP = 1, then a blackhole is detected and n is
identified as the attacking node.

• Removing the attacker from the routing process: Once the attacker is identified,
the node that detected the attacker removes the malicious node from the
network.

6 Results

Simulations were carried out in ns-2.35 using AODV protocol. The simulation
parameters are as follows (Table 1).

The results of the simulations can be viewed in the following graphs (Figs. 3, 4,
5, 6, 7 and 8).

For 30 and 60 nodes, the proposed solution gives better performance in terms of
throughput and PDF as compared to the native AODV protocol when both are
exposed to blackhole attack. This is because the proposed method is able to detect,
identify and remove the attacker, thereby increasing the throughput and the PDF.

But in terms of delay, for 30 nodes, the proposed solution suffers in performance
as compared to the native AODV protocol. This is because the proposed method
has to find a new path after detecting and removing the attackers from the network,
thereby increasing the delay. However, for 60 nodes, the proposed solution expe-
riences lesser delays as compared to the native AODV protocol because the net-
work is denser as compared to 30 nodes and alternate routes to the destination can
be found faster.

Table 1 MANET simulation
parameters

Method Type

Channel type Channel/wireless channel
Radio propagation Propagation/two-ray ground
Network interface Phy/WirelessPhy
Mac type Mac/802_11
Interface queue Queue/Drop Tail/PriQueue
Link layer type LL
No. of nodes 30, 60
Routing protocol AODV
Area 1000 * 1000 sq. m.
Simulation Time 1200 s
Mobility Random waypoint
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Fig. 3 Throughput of 30 nodes

Fig. 4 Delay of 30 nodes
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Fig. 5 PDF of 30 nodes

Fig. 6 Throughput of 60 nodes
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7 Conclusion

MANETs are susceptible to different kinds of attacks and threats because of their
characteristic properties such as trust-based relationship and lack of central coor-
dination. It is possible to use this characteristic feature of MANET and devise a
trust model to monitor network activity. Therefore, this document has looked at

Fig. 7 Delay of 60 nodes

Fig. 8 PDF of 60 nodes
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security measures in MANETs and devised a trust-based IDS system against
blackhole attacks. The proposed mechanism is able to provide a substantial
improvement in the affected network in terms of throughput and PDF, although it
experiences higher end-to-end delays.
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Good-Quality Question Generation
for Academic Support

Manisha Divate and Ambuja Salgaonkar

Abstract The paper presents a metric to automatically compute a score for
machine-generated questions and transforms the questions which are having a
lower score value, unacceptable, and ungrammatical into a human appealing form.
Questions are unacceptable due to the flaws like incorrect grammar, selection of
wrong wh-phrase, partial selection of answer phrase, negation, etc. Identifying such
infirmities in the question is a challenge. Here, our attempt is to automatically detect
and correct the flaws present in the question. We named this system as the Auto-
matic Question Quality Enhancer (AQQE). By employing a multiple linear
regression model, AQQE first computes the score (in range of 1–rejected to
5–accepted) for 174 questions. Higher score value tells the acceptance and lower
score value shows the rejection of the question. AQQE’s challenge is to enhance the
quality of questions having a lower score. Out of 174, human evaluator had
identified 84 questions as acceptable and 90 (51.72%) as an unacceptable. Perfor-
mance of AQQE is judged with precision and recall and it is found well acceptable.
AQQE enhanced 79(87.77%) questions are accepted by the human evaluator and 11
(6%) questions can be accepted with further modifications.
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1 Introduction

Question generation is a challenging job. The time required to generate a
good-quality question will vary from tutor to tutor. Tutor asks questions to a learner
to generate a feedback about the topic understanding. In the classroom, more than
90% of the questions asked are fact-based (or shallow learning) questions [1].

Question Generation (QG) system assists the learner in understanding the topic,
to enrich the vocabulary, improvise the grammar. Table 1 shows the list of Auto-
matic Question Generation (AQG) systems used for various academic purposes.

Literature survey reveals that the acceptance rate of various fact-based AQG
system is nearly 60%. Table 2 shows the study of AQG’s from the past decades
with their acceptance rate. Productivity and question quality enhancement is the

Table 1 AQG in academic use

AQG system Academic use

[2–4] Vocabulary assistance
[5] Reading comprehension
[6] Comprehension assessment
[7] English-language learning
[8, 9] English grammar test, langauge Test
[10] To test the english proficiency of nonnative speakers

[11] Literature review writing support

Table 2 AQG with acceptance rate

AQG
system

Types of AQG Acceptance rate

[3] Gapfill question 52.86%
[7] Gapfill questions 93%
[11] Factoid using template approach 60%
[12] Factoid using syntactic approach 58%
[13] Factoid using semantic–syntactic

approach
46.5% for top 15% rank question
40% for top 30% rank question

[14] Factoid using syntactic approach 43.3%
[15] Factoid using template- semantic-based

approach
23% questions with learning value
34% cross-validation result for
precision −10

[16] Factoid using syntactic approach 68%

[17] Factoid using template–semantic
approach

52%

[18] Factoid using semantic–syntactic
approach

46%

[19] Factoid using template approach 53%
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solution for the present AQGs and here we have proposed a system, AQQE, which
enhances the quality of the unacceptable question.

Organization of the paper is as follows: Sect. 2 discussed the proposed
methodology of question enhancement. Results are discussed in Sect. 3. The
challenges encountered in defining the system is presented in Sect. 4 followed by
the summary in Sect. 5.

2 Proposed Methodology

A question is Ill-Formed (IFQ), i.e., unacceptable, if one or more flaws of following
types are observed in its articulation: incorrect grammar, semantic inadequacy,
vagueness with respect to the answer, inadequate data, a wrong choice of wh-form
while presenting a question, or some editing is needed [20, 21]. A question is Well-
Formed (WFQ), hence acceptable, if it is not ill-formed, i.e., it does not have any of
the 6 flaws mentioned above.

The objective of AQQE is to formulate a well-formed question (WFQ) auto-
matically from the Ill-formed questions (IFQ).

Illustration of AQQE process:
Base Sentence (BS): As is the case in a parliamentary system, the government is
formed by the party, alliance, or group of assembly members who command the
majority.
Answer Phrase (AP): by the party, alliance, or group of assembly members who
command the majority.
QHSAQG: What is the government formed by?
QHSAQG is grammatically correct, but it does not answer the same AP. Wh-phrase
of a question should be who because AP (the group of persons who forms the
government) is a person entity. Here, AQQE suggests the correct wh-phrase as who
and frames QAQQE as: Who forms the government? The flaw detected is the wrong
choice of wh-phrase [22].

Here, we state the hypothesis of the present study that the mean score value of a
question generated through AQQE (i.e., score of QAQQE) is greater than the score
value of a question before enhancing it (score of QHSAQG) with a significant level of
0.05.

µHSAQG: score value of HSAQG-generated question
µAQQE: score value of question enhanced by AQQE
µd = difference between the two score values µAQQE and µHSAQG
Null hypothesis is H0 = µd = 0, i.e., [µAQQE − µHSAQG] = 0
H1 = µd > 0, i.e., [µAQQE − µHSAQG] > 0
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2.1 System Architecture

The basic framework of AQQE is shown in Fig. 1. The input set consists of BS,
AP, and the questions generated by HSAQG. The experiment takes such 174
datasets [23].

Human judges the acceptance or rejection of questions based on the infirmities
present in it. Similarly, the proposed score module judges the infirmities present in
the questions basis on the feature set. AQQE defines features such as answer_length,
wh-phrase_as_per_ans, leadingPP, ansPronoun, PPInsideNP, etc. With these feature
values, AQQE’s score module computes the score for the questions. The features
value for the question illustrated above are calculated as answer_length = 0,
wh-phrase_as_per_ans = 0, leadingPP = 1, ansPronoun = 1, PPInsideNP = 1.

The binary value of the parameters 1, here, indicates that the QHSAQG is gram-
matically correct while the parameters with value zero, indicating both, abnormal
length of the AP and inconsistency of wh-phrase with respect to the AP, that models
the unacceptability of QHSAQG because it does not answer the same as AP.

Human evaluator had rated the question on a 5-point scale (1–rejected,
5–accepted). To predict the scale of a question automatically, AQQE uses multiple
linear regression model. Questions with a score between 2 and 4 are termed as IFQ
and need to modify whereas those with having score above 4 are accepted and
termed as WFQ.

AQQE’s Question Quality Enhancement (QQE) module transforms those
rejected questions to accepted one with the help of a type of infirmities which are

Fig. 1 Schematic of AQQE system
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recorded in the form of feature value. For example, consider IFQ: What is the
government formed by?
wh-phrase_as_per_ans feature tells about the wrong selection of wh-phrase in the
question. Score module assigns value 0 to wh-phrase_as_per_ans and QQE module
replaces the wh-phrase to who.

Various tasks performed by QQE module are as follows:

1. To check the voice of sentence, and convert passive voice to active voice
2. To remove the consecutive PP phrases present in a question
3. To suggest the complete answer phrase, if it is partially selected then
4. To check the grammar, and
5. To simplify the sentence

Figure 2 shows the working of QQE module.
Enhancement of IFQ to WFQ is a challenge. QQE uses Stanford parser to parse

IFQ [24], Part Of Speech (POS) tagging, Tregex which helps to identify and
retrieve the nodes, and Tsurgeon tool to remove or modify the IFQ nodes [25].
These NLP tools help in modification and restructuring of IFQ to WFQ. Table 3
shows the type of flaws identified in IFQ and modification suggested for trans-
forming IFQ to WFQ.

To measure the quality enhancement in a question, AQQE recomputes the score
of a modified question. QQE termed the question as WFQ which has a score above
4, otherwise, it termed the question as IFQ and performs the base sentence sim-
plification. These newly simplified sentences, IFQ, and answer phrase are appended
to an existing data set. Table 4 shows some questions enhanced by QQE module
with the new score values.

Fig. 2 Illustration of AQQE’s QQE module with example
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Table 4 Question’s score before and after the enhancement by QQE

BS AP IFQ Score WFQ Improved
score

As is the case
in a
parliamentary
system, the
government is
formed by the
party alliance
or group of
assembly
members who
command the
majority

By the party
alliance or
group of
assembly
members
who
command
the majority

What is the
government
formed by?

3.091 Who forms
the
government?

4.8736

China does not
report its real
level of
military
spending

Of military
spending

What does
China not
report its real
level of?

2.712 Which
spending
does China
not report?

4.3889

Tilak was born
in a Chitpavan
Brahmin
family in
Ratnagiri
headquarters of
the eponymous
district of
present-day
Maharashtra
(then British
India) on July
23, 1856

In a
Chitpavan
Brahmin
family in
Ratnagiri,
Maharashtra

What was
Tilak born in
on July 23,
1856?

3.304 Where was
Tilak born in
July 1856?

4.7318

During Jotiraos
father’s time,
the power and
glory of the
Peshwas had
ebbed
considerably

During
Jotiraos
father’s

Who had the
power and
glory of the
Peshwas ebbed
considerably
during?

3.41 When had
the power
and glory of
the Peshwas
ebbed
considerably
during?

4.8376

Tilak obtained
his Bachelor of
Arts in first
class in
Mathematics
from Deccan
College of
Pune in 1877

Of Arts What did Tilak
obtain his
Bachelor of in
first class in
Mathematics
from Deccan
College of
Pune in 1877?

4.458 What did
Tilak obtain
from Deccan
College of
Pune in
1877?

4.8394
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3 Result and Discussion

Human annotator had classified HSAQG-generated 174 questions as WFQ or IFQ.
Score module computes the score for the same questions. To predict the score value
of a question, multiple linear regression model with 11 feature is used [22]. Human
annotator and AQQE independently had classified the HSAQG-generated questions
into IFQ and WFQ on the basis of score value computed by AQQE’s score module
is shown in Table 5.

Performance of AQQE is measured using precision, recall.
Precision is the fraction of relevant instances among the retrieved instances,

while Recall is the fraction of relevant instances that have been retrieved over total
relevant instances.

Let us consider,
WFQh: human classified questions as WFQ
WFQAQQE: AQQE classified the question as WFQ
Precision and recall for AQQE is computed as follows:

Precision =
WFQh ∩WFQAQQE

WFQAQQE
=78 ̸89= 87.64%,

Recall =
WFQh ∩WFQAQQE

WFQh ∩WFQAQQEð Þ+ WFQh ∩ ∼WFQAQQEð Þ =78 ̸ 78+ 6ð Þ=92.85%.

87% precision shows that AQQE-computed score is satisfying the human
annotators. The questions those are termed as IFQ are enhanced by QQE module,
whereas WFQ are remaining unchanged. Once again the performance of AQQE’s
QQE module is computed by recomputing the score of all questions. The human
annotator and AQQE’s judgment for the enhanced questions are shown in Table 6.

Precision = 151 ̸172= 87.79%,

Recall = 151 ̸ 1+ 151ð Þ=99.34%.

The precision of AQQE before and after the enhancement of questions is nearly
same which indicate the exactness of AQQE to classify the questions as IFQ or
WFQ is the same. The new recall value is impressive which indicates that 99%
questions which are retrieved are WFQ. There are 11 questions which are still

Table 5 Evaluation of questions by human and AQQE

Human Human ∩ AQQE AQQE

IFQ (before QQE) 90 79 85
WFQ (before QQE) 84 78 89
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ungrammatical but acceptable by the human evaluator with little modification. The
cost of that grammar correction in a question by AQQE is more and therefore
manual corrections are suggested.

4 Challenges in Question Enhancement

AQG-generated questions may possess multiple flaws and, therefore, correcting
those questions is a challenge. During the process of question enhancement, many
challenges are an encounter which is discussed in this section.

4.1 Partial Selection of Answer Phrase

HSAQG selects either a Noun Phrase (NP) or a Prepositional Phrase (PP) as an
answer phrase. For example consider BS: Having been a gymnast, Lynn knew the
importance of exercise; Answer phrase: of exercise; IFQ: What did Lynn know the
importance of?

Selected AP is PP which is a part of NP, therefore the IFQ produced is not
human appealing. Here, AQQE suggest the new AP as the importance of exercise
and WFQ as: What did Lynn know?

4.2 Enclosure of Answer Phrase in a Question

Presence of AP in question makes it ill formed. For example BS: Maharashtra has a
bicameral legislature, i.e. it consists of two houses––Vidhan Sabha (legislative
assembly) and Vidhan Parishad (legislative council). HSAQG resolves the pronoun
phrase occurrence in BS by replacing it with NP Maharashtra. This leads to the
formation of new BS: Maharashtra has a bicameral legislature, i.e. Maharashtra
consists of two houses Vidhan Sabha and Vidhan Parishad.

With this new BS, HSAQG generates two wh-questions

1. What consists of two houses Vidhan Sabha and Vidhan Parishad Maharashtra
has a bicameral legislature, i.e.?

Table 6 Evaluation of the questions after enhancement

Human Human ∩ AQQE AQQE

IFQ (after QQE) 22 1 2
WFQ (after QQE) 152 151 172
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2. What does Maharashtra consist of two houses Vidhan Sabha and Vidhan Par-
ishad has a bicameral legislature. i.e.?

Here HSAQG fails to simplify the BS, which is a compound sentence; therefore,
the above questions are IFQ. Here, AQQE-computed score for above IFQ is 3.58
and QQE suggested WFQ is: Which state does consist of two houses?

4.3 Conjoined Nouns in Answer Phrase

Though HSAQG selects the correct wh-phrase and AP, the generated question may
be an IFQ. For example BS: Sneezing exhausts Steve who requires 8 tissues and
27Gesundheit before he is done; AP: 8 tissues and 27 Gesundheit and IFQ: How
many tissues and 27 Gesundheit does Steve require?

Here, AP is conjoined with NP and with every NP a numeral adjective is
attached. While formulating the question with wh-phrase How many, AQG
removes the numeral adjective associated with NP. Here HSAQG removed the
numeral adjective associated with first NP, but failed to remove another one leading
to the formulation of an IFQ. QQE module identifies the said flaw and successfully
formulates the WFQ as How many tissues and Gesundheit does Steve require?

5 Conclusion

This study reveals that researching AQGs is worth for their enhancement. A linear
regression model with 11 features used for computing a score of questions out-
performs. AQQE shows the enhancement in 79 (87%) questions out of 90 IFQ.
WFQ generated by the QQE module is well accepted by the human expertise.
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Facial Representation Using Linear
Barcode

Sanjoy Ghatak

Abstract This paper suggests an innovative technique for quality-type linear
barcodes from the face image. This procedure calculates the distinction in gradients
of image shine and then it requires finding the average of the gradients into a finite
number of intervals using normalization. After this, the result of quantization is
converted into the limits of decimal digits from 0 to 9 and table is translated into an
ultimate linear barcode. A theoretical analysis shows that the upper part of the
physiognomy is not affected by a remark (like a change in physiognomy utterance,
change of face range size, change in eye range (gaping and occlude eyes, after
mirror rotation of input image, changes with human age)) ensuring the stability of
representing its features. So, this method generates the standard-type linear EAN-8
barcode of the top part of face image (upper 70% and 75% of face image). However,
in this work, a technique which is suggested is established based on the idea that the
distances between attributes of a human face by comparing the feature edges of
human faces that have been done by determining its image gradient using window
technique. The determined gradient data is further reduced into a smaller data set
for the representation of a histogram of each face. From this histogram, the barcode
is generated for each face image. This method is tested by using “Face94”, “YaleB
Face Database”, “Face database FERET”, FG-NET dataset. A generated barcode
holds knowledge about human’s face and can be used for recording, finding,
recognition, and search for peoples.
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1 Introduction

Barcoding technology entered into our everyday life widely and irrevocably for
identification of various goods, finance documents, payments, advertising materials,
and services. The approach of quality barcodes for people finding was submitted in
the patent [1] in 1999. In that approach, the conclusion was that the finding of
human is performed at the time of her/his e-payment, that is, in actual time, and the
eccentric barcode printed on her/his hand is read using a remarkable gadget. Still,
this procedure for human identification with barcode has limited use. Barcodes
stamp on human body does not include any biometrical features of person [2]. Yet,
the expectation is that if a barcode carries few biometric attributes, it will be taken
up not only as a “stylish token”, but also as a feasible plan of human recognition.
Nevertheless, the creation of barcode in actual time and straight from a human’s
countenance or speak is an ideal solution. For this purpose, identification of human
can be fulfilled at a gap, subtle for the human, in absent of back-breaking any action
from the human or any barcode produced on the human’s body. Among the two
methods, based on voices or faces of people [3, 4], the new method will be
developed based on new solution presented in [3]. New methods are, “A simple
method for generating facial barcodes” [5] and “Barcode generation for face ima-
ges” [6]. Both methods are proposed by Yuri Matvee, Georgy Kukharev, and
Nadezhda Shchegoleva. By these methods, they generated the barcode in actual
time and straight from human’s face. However, the biggest problem of facial bio-
metrics is the changeability of actual world face representations of today’s practice,
mainly lighting and posture variations, affecting the face expression and the
brightness of the portraits. Clarification of this issue would make basic human
finding and redesign the accomplishment and unwavering quality of comparing
acknowledgment frameworks with the goal that standardized identification per
users and decoders can satisfactorily utilize it in various functional applications for
a drawn-out stretch of time. Consequently, there has been a colossal enthusiasm for
the issue of solid facial scanner tag age, beginning from the season of the presence
of first PC frameworks perceiving individuals by their appearances. In this work, a
proposition is proposed for presenting facial representations as direct standardized
tags.

Association of this paper is as per the following: in Sect. 2, a writing survey on
standardized tag age has been shown and unique commitments are enrolled. In
Sect. 3, the proposed scanner tag age technique is portrayed in points of interest.
Observational outcomes and discourses are introduced in Sect. 4, and finally, the
paper is finished up in Sect. 5.
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2 Related Work

After the distribution of the patent [1], creators of [7] discovered that facial per-
sonality is essentially transmitted by even picture design, for example, eyes, eye-
brows, and lips lines are put away as illustrative of this data as blend of two fold
strips or a purported “organic scanner tag of human face”. An example of this face
area presentation in the form of “biological barcode” explained in [7] is shown in
Fig. 1. A case of this face territory introduction as “natural standardized identifi-
cation” clarified in [7] appears in Fig. 1.

As mentioned in [8] and other works by these authors, no formal algorithm for
generating predetermined barcodes is given, but it is worth to take note of that the
portrayal of a facial picture with just wide, straight dark and white stripes will never
be an exact model of a human’s face. In these types of model, while representing a
precise “biological tag” of a face, it is a harsh estimate of the particular individual’s
face, which is shown in Fig. 1a and c. Behind this guess is the morphology of a
man’s face. Notwithstanding, more exact portrayal requires the more slender and
more intricate arrangement of lines. Barcodes of the corresponding human face
could look like introduce in Fig. 1d as was proposed in [9].

The fundamental idea of “biological code” is that it utilizes the calculation for
separating two facial pictures presented in [10]. The thought behind this calculation
is to decide the splendor angles of two commonly found strips which synchronously
move along a face picture through and through, and after that assess the distinction
over the present and mean estimations of the slopes and these distinctions are then
encoded. On the off chance that that is the circumstance, the estimations of the
fluctuation measure up to and underneath zero are coded as “0” or more zero as “1”
and a two fold code is produced speaking to a face picture that is near a “biological
code” [7].

However, the drawback of this approach [10] is that it is unable to produce a
similar double code for confront pictures of a similar individual during the variation

Fig. 1 Representing face region in the form of “biological barcode” [5]. a The actual face image;
b level data contained in the face picture; c the “organic standardized tag” of a face picture; d the
subsequent direct standardized identification [9]
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of the face images. All these changes will not be with significant (but able to seen)
variations in illuminations, scale and stance of facial pictures, outward appearance,
and so forth. For these disadvantages, it is difficult to utilize this strategy when the
variations are made in these image parameters and thus it is not material in a
framework which requires high precision of change of face pictures into suitable
codes.

For rectification of this entire problem [10], a new approach [5] is proposed. In
this approach, the summed up structure of the framework for confront scanner tag
age grasps of four fundamental squares are: (1) image preprocessing; (2) feature
removing; (3) feature coding; (4) barcode creator. The technique that is proposed
for creating standard sort direct scanner tags from the facial picture is expanded for
the utilization of the distinction in inclinations of picture brightnesses. It includes
averaging the gradients into a limited number of intervals, quantization of the
outcomes in the scope of decimal numbers which ranges from 0 to 9; lastly, the
standardized tag is produced from this table. However, this technique is built on
producing a standard standardized identification specifically from the face picture,
so it carries the individual data about a human’s face. Utilizing this technique [5],
for examining face pictures, the sliding windows are utilized and it starts at the
“hair/brow” limit and completes at the lower limit of the nose. The weakness of this
approach [5] is its incompetence to produce the barcode for the face image of the
same human face during the expressions of lip lines; mouth, etc., are slightly
different. Hence, in this paper, we set forward an approach for speaking to human
face as EAN-8 standardized identification (straight scanner tag), in view of the
approach which is examined in the paper [5, 6] with little change of a few
parameters. In papers [5, 6], feature extraction is completed using only the
three-fourths of the upper piece of a face picture, barring the part lower the center of
the nose/mouth. If this parameter is changed, then, in the most of the cases, the
better result is produced. For this reason, in our proposed method, feature extraction
is completed using (i) 70% (considering bring down fringe of the nose territory) and
(ii) 75% (considering between the nose and lips) of the upper piece of the face
picture, barring the part bring down the center of the nose/mouth and the strength of
standardized tag for both the cases are checked. The main features of the proposed
approach are as follows:

(a) The features are input image analysis based on parameters estimation in terms
of pose, expression, and size.

(b) Generate barcodes which are illumination invariant and checking the stability
of barcode.

(c) To check the soundness of the standardized tag from the different facial pictures
with various ages are likewise considered as another component.
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3 Proposed Method

Following are the four steps to representing the proposed algorithm which is shown
in Fig. 2 with block diagram. (a) Image preprocessing (b) Feature Extraction
(c) Feature coding and (d) Barcode creator

3.1 Image Preprocessing

Input image preprocessing performs the following basic tasks. The input image is
analyzed based on parameters estimation––pose, expression, and size. In bimodal
Access control (AC) systems, frequently input data include voice and image. Then
during conversion or uttering some control word, sentence; face expression is
changed. Figure 3 shows an example of images in the mentioned situations.

Input image

00000000
Barcode EAN-8 

Image preprocessing Feature Extraction

Feature codingBarcode creator

Fig. 2 Steps of barcode generation (with block diagram)

Fig. 3 Possible change of face image
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3.2 Feature Extraction

Feature separation is implemented using the variance in gradients of image
brightness. For this situation, introductory extractions of highlights from bonafide
picture is expanded on ascertaining the change of splendor angles in two specularly
found windows with the stature “h ≥ 1” pixels and width equivalent to the width
of the genuine picture. With a step “S ≥ 1”, the window synchronously moves
(slide) along the facial image. They slide just in the vertical direction from upper to
lower. At every step (in algorithm symbolized with i); the distance d(t) (gradient(i))
is calculated across the sub pictures in the sliding windows. These subspaces are the
required changes in inclinations. Slipping starts from the “forehead/hair” boundary
and ends at the bottom part of the nose. Along these lines, the distinction in
inclinations changed into remove, features the drops in splendor on the fringe of the
hair/brow, the line of eyebrows, the line of eyes and the lines of nose/lips, that is, on
the lines of the “biological code” of the face picture. The integral characteristics of
the least changeable part of the face are represented by the calculated values of
distance if there should be an occurrence of perceptible changes of facial picture
parameters. The arrangement of the strategy of angle contrast figuring and encoding
utilizing a sliding window is shown in Fig. 4. In this Figure, (a) demonstrates the
face picture with introductory position of the two rectangular windows (h-window
tallness); (b) uncover a similar picture with the last position of the two rectangular
windows; (c) the photo constituting the separation esteems is shown; d(t) over the
tantamount territories of pictures “submerged by the windows” in light of the
aggregate number of steps t = i=1, 2, …, T.

In this method, the actual face images have the size of “r × c” pixels and these
face images are transformed into an EAN-8 barcode. The two windows “u” (upper
window) and “d” (bring down window) comprising of “h” rows each, are
orchestrated specularly separate to the present esteems I on the hub Y. There are
T = j * m sliding advances, where ‘j’ is the code length and ‘m’ is the smoothing
module. To make EAN-8 scanner tag from confront picture, the parameter j = 7.
For the most part, i ≥ 8 is chosen from the state of limit end.

T

h            

u 

d             

(a)
(c)(b)

h         

Fig. 4 Clarification of the possibility of the technique for gradients
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T= j *m ≤ ðr− hÞ. ð1Þ

Give us a chance to think about the estimation of ‘T’ around on the lower
outskirt of the nose territory (if there should be an occurrence of 70% upper seg-
ment of the face) or across the nose and lips (if there should arise an occurrence of
75% upper segment of the face), which would bar from thought the base piece of
the face and in this manner defeat the effect of feeling on the robustness of stan-
dardized identification creation. Furthermore, if the value of

T > ðr− hÞ, ð2Þ

then the input image size should be increased in order to fulfill the condition (1).
Expanding the picture estimate is accomplished in stages 1, at the phase of picture
measure redress, as clarified previously. The whole gang up and coming (current for
i = 1, 2, 3,…, T) position of the hub between the windows u(i), d(i) is chosen from
the condition.

h + s (i− 1)≤ i≤ ðr− hÞ ð3Þ

where ‘S’ is sliding step.
The distance d(t) between the windows is defined by initial gradient,

d(t) = gradient(i) = u(i)− d(i)k k for all i = 1, 2, 3, . . . , T ð4Þ

Yield which is gotten in the wake of utilizing the condition (4) appears in Fig. 4
‘c’. This yield is the contribution from stages 2 to stages 3, where the normalization
and coding of estimations of a separation vector are taken out.

3.3 Feature Coding

In these approaches, step 3 remarks the encoding task, which is performed by the
necessary number of decimal digits. For features coding, the following operations
are performed. Elements of the gradient (vectors) are normalized to a maximum
value of gradient (max_gradient).

gradientðiÞ=gradientðiÞ ̸max gradientðiÞ, t = 1 to T ð5Þ

The outcome from using Eq. (5) is averaged within the interim ‘m’ and using the
scaling factor scale. This out is quantized in the range of decimal digits from 0 to 9.

gradientðiÞ= floorðgradientðiÞ * 10Þ ð6Þ

where i = 1 to T
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num=num+gradientðði− 1Þ *m+ jÞ ð7Þ

where i = 1, 2, …, 7 and j = 1 to m; initialize the num with value 0 and m is
calculated with the Eq. 8.

m= ðT ̸7Þ ð8Þ

barcodeðiÞ= roundððscale * numÞ ̸mÞ ð9Þ

where scale is the scale factor, which lies between 9 and 10 and it is not an integer.
In this experiment, the scale factor is considered as 9.5 and also the output is
observed after taking the scale factor between the given scales. After observation, it
is clear that in this scale, the barcode of given face image is stable.

3.4 Barcode Creator

The output of steps 3 goes to steps 4, where the last 8 digits of EAN-8 barcode is
produced. Figure 5 shows the final output of input image which is represented as an
EAN-8 linear barcode. Total numbers of digits are 8 in this barcode. From the
output of 8 digits, the eighth digit is considered as checksum digit for the first 7
digits. To generate final barcode, standard algorithm is used and this standard
algorithm is described in the paper [11]. The formula for checksum calculation is

Checksum= ½10− ½ð3 * sum off odd position's digits + sum of even positions digitsÞ
mod10��mod10.

In Fig. 5 checksum digit is 2. The purpose of checksum digit is error correction
and detection.

11001102 
Barcode EAN-8 

Fig. 5 Linear barcode (EAN-8)
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4 Experimental Result and Discussions

A few analyses is performed to assess the soundness of the produced standardized
tag of the face picture in different face acknowledgment situations, including out-
ward appearance change, change in the splendor of test picture, reflect impression
of the first picture, maturing of face and if there should be an occurrence of outward
appearance varieties and the nearness of shadows on confront pictures from nearby
lighting. In this technique, the test is done on a few databases: “Face94” [12],
“YaleB Face Database” [13], “Face database FERET” [14], “FG-NET aging
Database” [15], and “a database of composite faces at different ages”. Table 1
enlists a complete database used in the present work and status of the result.
Barcode is created in light of 70% and 75% of the upper piece of the face picture
barring the part bring down the center of the nose/mouth for check the strength of
barcode. Tables 2 and 3 demonstrate the exactness rate of creating scanner tags for
facial pictures with various outward appearances on the changed database and
checking the rate of the vigor of the produced standardized tags to maturing of

Table 1 Description of database

Database
name

Total no. of
acquired
images

File
format

Variations (Expression,
pose, age, brightness,
illumination, etc.)

Stable barcode generated
(Yes/No)

Face94 100 classes
with 11 images

JPEG Variations in expression
and pose available

Yes

FERET
database

14051 images
with 10465
different
subject

JPEG Variations in expression
pose, lighting condition,
and illumination
available

Yes but in case of
illumination invariants
and major directional
change, it is difficult to
generate stable barcode

YaleB face
database

585 images
with 10
different
subjects

JPEG,
BMP

9 pose X 64 illumination
conditions. For every last
one subject in a specific
representation, a picture
with surrounding
(background)
brightening additionally
caught

For illumination invariant
face, it is difficult to
getting stable barcodes

FG-NET
Aging
database

FG-NET
database
contains 1002
face images of
82 subjects

JPEG Different ages available
(age 0(<12) to 69)

Yes possible but in case
of major reflection,
barcode varies

Database
of
composite
faces at
different
ages

20 composite
faces

JPEG,
PNG

Representing changes in
human age

Yes
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countenances separately. From this result, it is clear that if the facial expression is
changed then barcodes of the same face images are stable and if the age is also
changed then there is no change in generated barcode of the same face. But the
barcode is unstable in case of illumination invariant face image.

5 Conclusions

The paper presents a novel algorithm for face recognition using linear EAN-8
barcodes. This proposed procedure of creating linear EAN-8 barcodes from face
images is built using the window technique, gradients calculation, gradient direc-
tions, normalization, and quantization. It requires computing the picture angle on
limited quantities of interval, quantization of the yield in the size of decimal
numbers from 0 to 9, and believers this table into the last standardized identifica-
tion. Finally, input faces are represented with the help of EAN-8 linear barcodes.
There is no requirement of specialized software for image processing (MATLAB 15
is used) and the proposed technique is computationally low cost. The test has been
performed on the face94 database, Yale B dataset, FERET face dataset, 20 com-
posite face dataset, and FG-NET aging dataset. The test comes about have
demonstrated that the calculation which is depicted guarantee the quality of the
created standardized tags on account of slight reflecting of the first picture, when
scale, stance, and outward appearance changed. Moreover, the strategy depends on
confront acknowledgment utilizing scanner tag specifically from the individual’s
face, in this way contains the inside data about the individual human’s face. In this
technique, the fundamental issue is creating standardized tags from enlightenment
invariant face pictures. Next analysis will attempt to take care of this issue. The
created barcode can be utilized for recording, distinguishing proof, acknowledg-
ment, and look for the person.

Table 2 Precision rate of
producing standardized tags
for facial pictures with
various outward appearances
on changed database

Database name Result
For 75% For 70%

Face94 database 78 80
Feret database 65 70
YaleB database 10 15

Table 3 Checking rate of
vigor of the created scanner
tags to maturing of
appearances

Database name Result
For 75% For 70%

FG-NET aging dataset 75 80

Composite face dataset 80 83
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Bit-Reversal Encryption Towards
Secured Storage of Digital Image
in Cloud Deployment

Soumitra Sasmal and Indrajit Pan

Abstract Privacy preservation of cloud data is gaining importance since majority
of digital records are transferred to cloud-based storage. Familiarization of cloud
storage is rapidly growing and people are choosing cloud storage services as
suitable alternatives for personal setup. Potential increase in the cloud usage creates
a concern for data security. Cloud records demand robust encryption standards.
Protection is needed both from external hackers and internal intruders. This article
reports a bit-reversal encryption mechanism for privacy preservation of digital
image data deployed on cloud. This encryption mechanism deals with different
types of digital images toward secure storage in cloud infrastructure. Experimental
results show that the method is quite simple and easy to implement to preserve the
privacy and security of user data either off premises or on premises cloud storage.

Keywords Bit-reversal encryption ⋅ Cloud auditing ⋅ Cloud computing
Digital image ⋅ Privacy preservation

1 Introduction

Cloud computing is a hostile framework that provides mobile and scalable com-
puting resources and services at a large-scale. It relinquishes required resources and
services to its clients within a nominal time through minimum managerial config-
uration [1]. This can be envisioned as on-demand software and hardware compu-
tational resources accessed through an Internet-based computer network
infrastructure. There are three popular service models of cloud computing in the
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forms of Software as Service (SaaS), Platform as a Service (PaaS), and Infras-
tructure as a Service (IaaS). Among these three services, cloud storage (also known
as Data as a Service (DaaS)) is widely used by the community [1].

Cloud deployment frameworks are basically of two types: (a) public cloud and
(b) private cloud. Private cloud is mainly set up within enterprises, whereas public
cloud is broadly used by the common people, small and medium enterprises as a
storage framework. Public cloud implements a networked enterprise storage
architecture, where virtual pools of storage are contributed by different hosts. These
hosts are basically called third-party cloud vendors like IBM, Amazon, etc. Private
cloud storage users avail this service quite often to store their data, which are
available and accessible on demand. A survey predicts that total data volume in
cloud will touch 40 trillion gigabytes by 2020 [1].

The basic problem with this access is the security and privacy of data. Mostly,
these records are stored in a plain format. Hence with the increasing use of data
storage service, user gradually compromises security and privacy of data. Often
these data owners are not fully guaranteed that the data will remain unaltered and
only will be shared among an intended group of audience. These data need to be
protected against unauthorized users and cloud system administrators.

Present work is going to address privacy and authenticity issues of digital image
in cloud environment. Nowadays, people mostly use multimedia records, which are
attractive and voluminous. One of the common forms of these multimedia records is
image. Image data possesses a major share of records in cloud. However, in lit-
erature, very few works are reported on privacy preservation of digital image data in
cloud. This work will illustrate a bit-reversal mechanism for encrypting digital
images in cloud.

An image is normally received in three formats: RGB, gray scale, and black and
white (b/w). Proposed method generates an indexed color map of the concerned
image. Indexed image has a mapped representation of pixel values to color map
values. Index matrix of the indexed image is then encrypted using the system key.
Index image matrix is divided into some segments or blocks. Each of these blocks
are applied with bit-reversal permutation method to generate cipher block. How-
ever, the color map matrix is left unchanged. The encrypted indexed image is again
re-permuted to generate the original form.

Next section of this article presents some recent researches on privacy preser-
vation of cloud data, which is followed by a basic concept of bit-reversal permu-
tation. The proposed method is discussed in Sect. 2 followed by experimental
results in Sect. 3 and conclusion is drawn in Sect. 4.

1.1 Recent Works

In this section, some very recent and diversified research references are discussed to
present recent trends of research in this domain. Authors in [2, 3] have discussed
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about different homomorphic cryptographic mechanisms. They have shown that
homomorphic cryptography can be used to execute a script or a program in an
encrypted space. Different types of security challenges for cloud data and some
state-of-the-art solutions are discussed in [4].

The integrity of data storage and its endurance are discussed in [5]. The work
proposal contains a public verifiability mechanism, which reduces user side com-
putational overhead. Here, the work proposal comprises of different architectural
constructs for cloud storage and cloud servers. Two cloud servers are deployed
under this scheme, where the first one serves as a storage server and the second
fulfils the requirement for auditing. Cloud audit server performs the task of pre-
processing before uploading data into cloud storage server.

The ability of homomorphic encryption to assess cipher content without
knowing the plaintext is discussed in [6]. This becomes very helpful in diverse
situations for preserving the confidentiality of the document. However, in some
situations, homomorphic encryption fails to meet the requisite standard. Thus, the
article proposes some hybridization model to plug the fallacies of existing simple
homomorphic model and to attain the required standard of operations.

A secondary scalar invariant feature transform mechanism to protect the privacy
of image data is proposed in [7]. Authors have described that the volume of image
data is rapidly growing and is being utilized for different computational purposes.
Image-related computation consumes heavy computational resources and that can
only be met if the resource is outsourced from cloud. A homomorphic encryption
with garbled circuit is discussed in [8] for privacy preservation in face recognition
process. This work is not based on cloud computing scenario but it provides a deep
insight on secured encryption for images. Different image encryption techniques
using chaotic scheme are described in [10, 11].

Dynamic data auditing and verification with the help of third-party auditor is
discussed in [12]. Third-party auditing claims to eliminate the overhead of user to
verify the integrity of data. This work attempts to attain both public verifiability and
dynamic operations on data. The work also claimed to improve the proof of
retrievability model.

This section establishes a requirement of privacy preservation, security auditing,
and encrypted storage of data on cloud infrastructure. Recent research trend
encompasses a versatile approach toward cryptographic modeling of data, however,
the majority is focused on text-based records. Nowadays, data is not only confined
to textual form, but also the volume of image and multimedia record are rapidly
growing. Often, high-end resources are required to process these records. Cloud is a
most convenient option for storing these records and cloud infrastructure is mostly
suitable for processing these records. Thus, there remains a need for a simple yet
powerful security mechanism to protect image data on cloud.
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1.2 Bit-Reversal Permutation

Bit-reversal permutation concept belongs to applied mathematics. A sequence of k
different items is permutated and rotated using this mechanism. Number of items
(k) are usually represented in power of 2 (where k = 2n).

If n = 2, then k = 4 and the numbers will be 00, 01, 10, and 11.
After applying bit-reversal technique, the above series will become 00, 10, 01,

and 11. Here, each number will be read in reverse, which means earlier number 01
will be converted into 10. Similarly, if any number is 001 then its bit-reversal form
will be 100.

Bit-reversal mechanism follows involution, which means if bit-reversal tech-
nique is reapplied on the data then it will produce back the old record.

2 Proposed Method

2.1 Design Background

Digital image can exist in different modes like RGB or true-color (though a
true-color image is little different from RGB), grayscale or gray-level, black and
white, etc., each of these modes contains different color pallets. RGB or true-color
mode exhibits highest degree of color variation. In case of RGB or true-color
images, its information storage requires three-dimensional matrix structure. This
three-dimensional information is difficult to process. Operations on grayscale
images are very common in image processing applications because it is less
complex in computational requirements, and structural relation in color images are
complex. In addition to that, grayscale image can hold almost all major properties
of an image, which is not possible in black and white image [10].

Conversion of gray-level image to RGB is difficult and it often loses major
properties of RGB image. Any encryption technique for digital images should
maintain the quality and information of the original image after decryption. This
requirement imparts a challenge for RGB mode digital image to be encrypted
through gray-level operations.

In this present work, a concept of indexed color map image is applied for
application of encryption mechanism. Indexed color approach helps to store digital
RGB image in a restricted fashion. In this mechanism, an index is created to store
pixel-wise information on index value of the color map. Here, a separate color map
or palette is created to color information. Both index matrix and color map are
two-dimensional. All modes of digital images can be decomposed in indexed image
format, which develops an indexed matrix and a color map matrix. These two
matrices together hold complete information of an image. These two matrices can
be combined together to reconstruct the main image [9].
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Fig. 1 Flow of encryption and decryption
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Fig. 2 Pseudocode of proposed method
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Proposed work performs encryption and decryption operation on indexed matrix
as described in Sect. 2.2.

2.2 Proposed Algorithm

Encryption

Bit-reversal encryption approach is applied on index matrix of an indexed image.
A digital image is first converted into an indexed image during upload. This process
segregates image information into two matrices (i.e., index matrix and color map
matrix) as discussed in the previous section.

Index matrix is then processed for encryption as illustrated in Fig. 1. Index
matrix contains decimal values indicative to the index location of color map matrix
for each pixel of the image. Initially, the dimension (i.e., span of row and column)
of index matrix is checked. Each pixel entry in decimal is then converted into its
equivalent binary representation. Considering 512 different color entries for color
map, binarization is represented in 10-bit representation. Conversion of decimal
index values to its binary equivalent is shown in Fig. 1.

Once the binary equivalent of each pixel index is generated, then it is processed
through bit-reversal modification as discussed in Sect. 1.2. An encrypted index
matrix is generated after bit-reversal.

Decryption

Decryption process is also shown in Fig. 1. Bit-reversal technique supports invo-
lution as explained in Sect. 1.2. Same method is reapplied in involution to get back
the earlier state. Hence, the bit-reversal technique is applied again on the encrypted
index matrix to generate the main matrix. After applying bit-reversal on the
encrypted matrix, pixel-wise binary values are converted into decimal equivalents.
This generates the original index matrix of the corresponding image.

In Fig. 1, encryption flow is represented using blue arrow and decryption is
represented using green arrow.

A formal pseudocode of this method is given in Fig. 2.

3 Experimental Results

The proposed method was implemented through GNU Octave in open GL cloud
environment. In this work, the Peppers image and the Cameraman image were
processed for encryption and decryption. Experimental results were tested through
histogram analysis as shown in Figs. 3 and 4.

In the analysis, it is observed in the histogram analysis that the proposed
cryptographic approach returns the original image without any distortion.
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Similarly, the histogram of the encrypted image shows no significant information
within it. The results are not compared with other researches due to insufficient
availability of literature.

Fig. 3 a Original Pepper image. b Encrypted Pepper image. c Decrypted Pepper image.
d Histogram of 3a. e Histogram of 3b. f Histogram of 3c

Fig. 4 a Original Cameraman image. b Encrypted Cameraman image. c Decrypted Cameraman
image. d Histogram of 4a. e Histogram of 4b. f Histogram of 4c
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3.1 Empirical Analysis

Data on cloud is vulnerable to many attacks. A common style of attack is
brute-force approach. In this empirical analysis section, some standard statistical
measurement is performed on both encrypted and the decrypted ones to understand
the strength of the proposed encryption scheme.

Both encrypted and decrypted images are analyzed here with respect to Mean
Squared Error (MSE) and Peak Signal-to-Noise Ratio (PSNR) [10]. MSE deter-
mines pixel-based averaged squared difference between any two images. In a good
encryption scheme, MSE of the encrypted image becomes high in comparison to
original image and MSE between original and decrypted images is usually low.
PSNR is represented in decibel (dB) unit. A high PSNR value means poor
encryption and a low PSNR value denotes good encryption. PSNR of decrypted
image with respect to original one is always high. Table 1 represents performance
metric of proposed algorithms on the images of Figs. 3 and 4. The result shows
efficacy and strength of the proposed algorithm.

4 Conclusion

Algorithm reported on bit-reversible approach for digital image encryption is
implemented on different types of images. The method is mainly applied on index
matrix of an image. It is observed that the encrypted index image does not contain
any potential information, whereas, the decryption process returns the original
image without any distortion.

This present method also has been tested upon its robustness against diverse
statistical and differential attacks. PSNR and MSE analyses in Table 1 proves the
robustness of the method.

In future, some hybrid intelligent techniques will be used to convert the present
work into a key-based encryption and decryption.

Table 1 Performance analysis of encrypted and decrypted images

Sample image Reference image PSNR (dB) MSE

Encrypted Pepper image (Fig. 3b) Pepper image (Fig. 3a) 8.81 1.31
Decrypted Pepper image (Fig. 3c) Pepper image (Fig. 3a) 55.72 0.006
Encrypted Cameraman image (Fig. 4b) Cameraman image (Fig. 4a) 6.29 1.32
Decrypted Cameraman image (Fig. 4b) Cameraman image (Fig. 4a) 46.93 0.003
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