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Preface

The Second International Conference on Computational Intelligence and Infor-
matics (ICCII-2017) was hosted by the Department of Computer Science and
Engineering, JNTUHCEH, Hyderabad, in association with CSI during September
25–27, 2017. It provided a great platform for researchers from across the world to
report, deliberate, and review the latest progress in the cutting-edge research per-
taining to computational intelligence and its applications to various engineering
fields.

The response to ICCII-2017 was overwhelming with a good number of sub-
missions from different areas relating to computational intelligence and its appli-
cations in main tracks. After a rigorous peer review process with the help of
program committee members and external reviewers, 66 papers were accepted for
publication in this volume of AISC series of Springer.

ICCII-2017 was organized in the honor of Prof. K. Venkateswara Rao’s
retirement, commemorating his services rendered in the JNTUHCEH University in
general and the Department of Computer Science and Engineering, JNTUHCEH,
Hyderabad, in particular.

For the benefit of authors and delegates of the conference, a preconference
workshop was held on emerging technologies in the field of computer science on
Information Security, Machine Learning, and Internet of Things. Professor Suresh
Chandra Satapathy, PVPSIT, Vijayawada, Prof. L. Pratap Reddy, JNTUHCEH, Mr.
Kiran Chandra, FSMI, Prof. C. Raghavendra Rao, HCU, Prof. R. Padmavathi, NIT
Warangal, have delivered lectures that were very informative.

Dr. Hock Ann Goh from MMU, Malaysia, and Prof. Ravi from IDRBT have
delivered keynote speeches on September 26–27, 2017.

We take this opportunity to thank all the speakers and session chairs for their
excellent support in making ICCII-2017 a grand success. The quality of a refereed
volume depends mainly on the expertise and dedication of the reviewers. We are
indebted to the program committee members and external reviewers who not only
produced excellent reviews but also reviewed in the stipulated period of time
without any delay. We would also like to thank CSI, Hyderabad, for coming
forward to support us in organizing this mega-convention. Our thanks are due to

v



Dr. Ramakrishna Murthy, ANITS, Vizag, for his valuable support in reviews. Also,
we thank special session chairs Dr. Tanupriya and Dr. Praveen of Amity University,
Noida.

We express our heartfelt thanks to our Chief Patrons, Prof. A. Venugopal Reddy,
Vice Chancellor, JNTUHCEH, Prof. N. V. Ramana Rao, Rector, JNTUHCEH,
Prof. N. Yadaiah, Registrar, JNTUHCEH, Prof. A. Govardhan, Principal,
JNTUHCEH, faculty and administrative staff of JNTUHCEH for their continuous
support during the course of the convention.

We would also like to thank the authors and participants of this convention, who
have considered the convention above all hardships. Finally, we would like to thank
all the volunteers who spent tireless efforts in meeting the deadlines and arranging
every detail to make sure that the convention ran smoothly. All the efforts are worth
and would please us all, if the readers of this proceedings and participants of this
convention found the papers and event inspiring and enjoyable. Our sincere thanks
to the press, print, and electronic media for their excellent coverage of this
convention.

Lucknow, India Vikrant Bhateja
Porto, Portugal João Manuel R. S. Tavares
Hyderabad, India B. Padmaja Rani
Hyderabad, India V. Kamakshi Prasad
Hyderabad, India K. Srujan Raju
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Efficient Video Indexing and Retrieval
Using Hierarchical Clustering Technique

D. Saravanan

“We take the full responsibility of the ethical issue of the work.
We have taken permission to use the information in our work.
In case of any issue we are only responsible.”

Abstract Technology has brought the use of image-based information on the
World Wide Web. Many professionals, academicians, researchers, and many other
users use images for their work. An image retrieval system based on the image
content brings the image based on the semantic similarity between the input and
stored image. For this, it uses many image properties such as color, shape, and
texture of the image. In such situations, user needs extra care to bring the preferred
output in large and complex database. The process is based on ranking according to
the similarity measure which is computed from the low-level image. The proposed
technique is based on hierarchical clustering algorithm, and it consists of two steps.
In the first step, images are trained and stored in the database. In step two, input
query image properties are extracted using this property and preferred images are
extracted based on image property matching technique. This method is less
time-consuming and is more user-friendly than text-based technique.

Keywords Image retrieval ⋅ Hierarchical cluster ⋅ Content retrieval
Data mining ⋅ Image comparison ⋅ Image feature

1 Introduction

Today, most of the users spent their time for browsing, searching, and retrieving
information from the large database. Traditional technique is supported for
key-based information retrieval but technology made this process simple.
Extracting the preferred output is difficult for the user [1], as retrieving the required
information is comparitively more tough than storing images or videos in the web.
Retrieving the preferred output required by users is a challenge due to the increased
collection of image database on web. For this, efficient methods are needed to
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retrieve the needed information from this collection. For searching the image, user
needs to specify query in terms of text, key frame image, or feed; any image
information for this system will return similar type of image information contents.
This similarity is used for searching the image content using the image low-level
feature such as color, image attributes, etc. [2]. Due to increasing demand, retrieve
the preferred images that are hot spot for many researchers [3]. This content-based
searching is used in many areas such as artificial intelligence, in the field of
medicine, security, and education training. Most of this searching technique is
based on text-based today; user enters the query by a set of keywords, and system
finds the match based on keyword available in the query [4]. This method has some
drawbacks such as keyword search; considering the huge collection of image, it is
not reasonable to automatically interpret them and images are not defined by
keyword; this drawback brings the new technology in the information retrieval.

1.1 Information Retrieval Based on the Content

Technology brings digital images based on the visual content [5]. This technique is
based on low-level image features such as an image color, texture, shape, pixel
value, motion, etc.; and these features help to find the similarity between two
images. Input image is classified based on this property and helps the user for
increasing image retrieval in the complex database that increases the efficiency
when it performs the image retrieval operation. In the proposed technique, hierar-
chical clustering technique is used based on the hierarchical decomposition of
image database. Most clustering technique used is distance measure for finding
cluster similarity [6]. This technique is applied for various video data files and
identify the best clustering technique.

2 Existing System

• Traditionally, image retrieval is based on text-based query and images are stored
in unordered way; it brings the searching more difficult.

• No proper image indexing techniques with this collection of images increases
the searching time.

• Retrieval of the needed image from this complex database increases user
burden.

• Performance of the existing system is very slow and time-consuming.
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3 Proposed System

The proposed system works as follows: the input video is converted into frames,
using frame extract action process; the unwanted frames, i.e., duplicate frames, are
removed. Using hierarchical clustering, technique frames are clustered. Finally, user
retrieves relevant frames using image query input; the proposed model is shown in
the figure.

3.1 Advantage of Proposed Technique

• Proposed technique is based on hierarchical clustering algorithms.
• Cluster formation is based on the input illustration of pixels value.
• It is based on clustering to identify a needed image from small relevant group

that increases the operation efficiency.
• Information retrieval then can be stored for later user reference.
• Proposed technique can be easily automated.

3.2 Proposed Architecture

See Fig. 1.

Indexing

Select various video 
files

Image feature

Apply Hierarchical
Store feature 
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Store 
User Input Image
Query

Images spitted into frames

Extraction

Clustering technique

Cluster 
Results

Return Relevant Images

Find image set

Fig. 1 Proposed architecture
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3.3 Proposed Algorithm

Step 1 Get the various video files.
Step 2 Input the image and perform hierarchical clustering.
Step 3 Identify pixel as its own cluster.
Step 4 Find similar values and group of cluster.
Step 5 Find similarity between groups of cluster and merge most similar groups

into one cluster.
Step 6 Process gets continued until all pixels are combined into one group.
Step 7 Apply proposed technique and find number of cluster k.
Step 8 Each cluster group identifies which point center it is closest to.
Step 9 Generate centric points with the help of Step 8.
Step 10 Repeat steps 7–10 up to process get terminated

4 Experimental Setup

4.1 Image Elements Extraction

Compared to the traditional text-based technique, the proposed technique works
differently. Proposed technique works based on stored images from a huge complex
image collection by comparing image features [7]. The common features used here
are color and pixel value. In the proposed technique, find the histogram value of the
given input image. These values are used in future for image processing. Image
extraction process finds the equivalent values which are stored in the database;
corresponding images are returned as output of the input.

4.1.1 Pseudocode for Color Histogram Calculation

double A = Image.getHeight();
double B = Iimage.getWidth();
ColorHistogram = ColorStuctureExtraction((int)A, 
(int)B1);

ColorHistogram = reQuantization(ColorHistogram);
if(Image descriptor of Colorformationexecution)

{  Colorformationexecution = 
(Colorformationexecution) image descriptor;

if(Colorformationexecution.quantizationLevels
== quantizationLevels)

{f = 0.0F; for(int i = 0; i < 
ColorHistogram.length; i++)f+=Math.abs(ColorHistogram[i] 
- Colorformationexecution.ColorHistogram[i]);
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4.2 Indexing of Images

Video is an effective tool to exchange the information, instead of typing big
text-based information, and it brings easy communication between the user groups.
For almost all digital image processing, the RGB color space is utilized in normal
way for color monitors. Image indexing reduces the user searching time and also
improves the performance of image retrieval system. Getting a better result avoids
numerous measurement of images. Proposed technique uses image histogram value.
Experimental output verifies that proposed techniques work well for different
videos types.

4.3 Image Retrieval Using Clustering Technique

Clustering algorithms can follow a hierarchical or a partitioning model. Both use
some specific points within the cluster to represent it in order to find out the
similarities [8]. Clustering not only faces the time complexity and quality but also
frequency estimation, order statistics, and compute data stream [9].

4.3.1 Psecudocode for Cluster Calculation

int l = 0;        double A = Cluster(closest, lk, f, r);
while(d3 > EPSGLOB) 
{ Centroids(closest, lk, f, c);

B = Cluster(closest, lk, i, r);
if(A > 0.0D) C = (A - B) / A; else   C = 

0.0D;
A = B;   if(l == 0 || C < pixelspliet&& 

m_CurrSize < m_MaxSize)
{ Split(closest, af, f, c);

B = Cluster(closest, lk, f, r);
C= 1.0D; }for(j = 0; j < m_CurrSize; j++) 

{                for(int k2 = 0; k2 < j; k2++)}}

5 Experimental Outcomes

See Figs. 2, 3, 4, 5, and 6 and Table 1.
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Fig. 2 Based on user image input query 1 output

Fig. 3 Based on user image input query 3 output

Fig. 4 Based on user image input query 4 output
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6 Conclusion

In this work, an efficient framework for image retrieval from the given video is
proposed. Hierarchical clustering technique for image retrieval is presented; images
are initially clustered into groups based on image color; experimental output ver-
ified the proposed technique which brings more image outputs for given input
image query, and it also works well in all types of videos. From the observations
made, it is found that the existing techniques can be used only for limited sets of
videos. Proposed technique fetches accurate image results for all types of video files
and the outcomes have verified this. The technique may be further combined with
other clustering algorithms to design other cross-algorithms.
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Fig. 5 Performance graph of news video file
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Fig. 6 Comparison performance graph of various video files

Table 1 Frame count versus
time for different video files

Frame count Milliseconds Category of video file

150 3359 Cartoon
75 3250 Cartoon
152 3344 Cricket
75 2703 Cricket
150 3422 Debate

75 3172 Debate

Efficient Video Indexing and Retrieval … 7



References

1. Saravanan. D, Segment Based Indexing Technique for Data file. Procedia of computer Science,
87(2016), 12–17. (2016).

2. Saravanan. D, Video Substance Extraction Using image Future Population based Techniques.
ARPN Journal of Engg., and applied science, Vol. 11, No(11), 7041–7045, (2016).

3. D. Saravanan and S. Srinivasan, “Data mining framework for video data,” Recent Advances in
Space Technology Services and Climate Change (RSTSCC), pp. 167–170, (2010).

4. Y. Yang, F. Nie, D. Xu, J. Luo, Y. Zhuang, Y. Pan. A multimedia retrieval framework based on
semisupervised ranking and relevance feedback, IEEE Trans. Pattern Anal. Mach, 2012, Intell.
34: 723–742, (2012).

5. Martin Ester, Hans-Peter Kriegel, and Xiaowei Xu, A database interface for clustering in large
spatial databases In Int’l Conference on Knowledge Discovery in Databases and Data Mining
(KDD-95), Montreal, Canada, (1995).

6. D. Saravanan, “Various Assorted Cluster Performance Examination using Vide Data Mining
Technique”, Global journal of pure and applied Mathematics, Volume 11, No. 6 (2015), ISSN
0973-1768, Pages 4457–4467, (2015).

7. D. Saravanan, “Video Substance Extraction Using image Future Population based Tech-
niques”, ARPN Journal of Engg and applied science, Vol. 11, No(11), Pages 7041–7045,
(2016).

8. D. Saravanan, “Design and implementation of feature matching procedure for video frame
retrieval”, International journal of control theory and applications, 9(7), Pages 3283–3293,
(2016).

9. Tian Zhang, Raghu Ramakrishnan, and Miron Livny, (1996) Birch: An efficient data clustering
method for very large databases In Proceedings of the ACM SIGMOD Conference on
Management of Data, pages 103–114, Montreal, Canada, (1996).

8 D. Saravanan



A Data Perturbation Method to Preserve
Privacy Using Fuzzy Rules

Thanveer Jahan, K. Pavani, G. Narsimha and C. V. Guru Rao

Abstract Data miningmethods analyze the patterns found in data, irrespective of the
confidential information of an individual. It has led to raise privacy concerns about
confidential data. Different methods are inhibited in data mining to protect these data.
Privacy preserving data mining plays a major role in protecting confidential data. The
paper focuses on data perturbation method to preserve confidential data present in the
real-world datasets. These identified confidential data are perturbed using fuzzy
membership function (FMF) and obtains fuzzy data. The mining utility such as
classification and clustering methods are used. The accuracy is determined and
compared between an original data and fuzzy data. The results shown in the paper
proves the proposed method is efficient in preserving confidential data.

Keywords Privacy ⋅ Fuzzy logic ⋅ Fuzzy membership function
Data mining

1 Introduction

Privacy has become a major concern in data mining applications, cloud computing,
and service computing. Due to increase in era of internet, data is shared and is
available publicly. The valuable information is extracted from large amounts of
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data, for business analysis and scientific computing using data mining methods.
A major problem occurred while unauthorized users have access on private data.
The private data is well preserved along with accuracy in data mining through
privacy preserving data mining. PPDM protects sensitive information present in
individuals before releasing. In the field of research, privacy preserving data mining
has become novel [1]. The problem is challenging, primarily focusing to protect
crucial data and secondary on data usage, to meet specific requirements of an
organization. Violation occurred when confidential data is known from the patterns
extracted using data mining. Thus, developing efficient data mining methods is
needed to preserve privacy, in order to making data available publicly. Only by
ensuring sensitive private data has been protected. Data perturbation is well known
to preserve privacy in data mining techniques. Sensitive information of an indi-
vidual is not efficiently protected by data mining, this can lead violation. Data
mining extracts information hidden without disclosure of private data of individ-
uals. The major challenge of privacy preserving is to concentrate on factors to
achieve privacy guarantee and data utility.

1.1 Privacy Preserving Data Mining

Privacy is extensively used in two areas, they are centralized and distributed
environments. In centralized environment, the data is located at a single place.
Privacy preserving data mining algorithms are used to protect the sensitive infor-
mation in data. In distributed database environment, data is distributed on various
different sites either by horizontal or vertical partition. In this environment, the
privacy preserving techniques are applied to protect individual information by
integrated data from multiple sites. Privacy preserving is a technique to study
mining patterns which mask the private information and preserves data. Privacy
preserving algorithms are used to protect the sensitive information in data. It is
classified into reconstruction methods, heuristics methods, and cryptographic
methods (secure multiparty computations). Reconstruction is classified into data
perturbation, data swapping and data swapping and randomization. The main
research aspects of PPDM are applicability, privacy metrics, mining accuracy, and
computation [2]. The disadvantages of the existing methods in PPDM methods are
mostly concerned about protection metric and accuracy of mining. Data perturba-
tion is the popular model for privacy preserving data mining.

1.2 Data Perturbation in PPDM

Data perturbation methods are used to modify data or add noise to data, data mining
techniques have proved that original and perturbed data are relatively same and
accuracy is measured by different classifiers. Data perturbation is the popular model
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for privacy preserving data mining. Data perturbation is mainly categorized as
probability distribution and value distortion approaches. The value distortion
approaches perturb confidential data using noise. Recent methods on perturbation
focus on random noise applied to the datasets, but not considering various privacy
requirements of the different users. Mainly, there are two types of data perturbation
methods used on continuous data: additive and matrix multiplicative methods such
as, SVD, SSVD [3], fuzzy logic, and other detailed multiplicative data perturbation
techniques. Data perturbation methods are used by the data owners before data is
outsourced. Perturbation means changing of an attribute value by a new value. The
perturbed data meet the two conditions: first an attacker cannot discover the original
data from the perturbed or distorted data and second, the distorted data maintains
the statistical properties of original data and can be derived. Data perturbation is
extensively used in two areas, they are centralized and distributed environments. In
centralized environment, the data is located at a single place. Distributed database
environment relies on the data that is located/distributed on different sites or places.
In this environment, the privacy preserving techniques are applied to protect
individual information by integrated data from multiple sites.

The paper is mainly focused on the centralized environment, where data is
placed under an authorized user (Data owner). Data owner needs to respect these
privacy concerns when sharing, publishing, or otherwise releasing the data.
The data owner mainly primarily aims to protect data before publishing it to out-
source. Data perturbation methods are applied on the original set of data. These
perturbed data are then analyzed to check the accuracy along with the original data.
Since, there is no trade-off difference between perturbed and original data, the
perturbed data can therefore be released. Second, data owner should also assume the
role of attackers and develop techniques for breaching by estimating the original data
from the perturbed data and any available additional prior knowledge. The attackers
work can offers into vulnerabilities on different type’s data perturbation methods.

2 Background and Related Work

Huge volumes of data are collected during data publishing as there is rapid growth
of internet technology [4]. Many applications such as defense, medical care,
transactions based on finance rely on issues of data privacy. Data is collected and
gathered during the process of data mining. There are many data mining techniques
to analyze raw data and is prone to threat for individuals privacy [5]. Many PPDM
techniques are seen in literature such as data swapping, aggregation, Fourier and
signal transformation, data anonymization including generalization and suppres-
sion. Among all these methods, data perturbation plays a major role in PPDM. In
data perturbation, original dimension of data matrix was reduced by transforming
using feature selection and SSVD for analysis purpose. Small distorted values are
discarded as features for classification purpose [6, 7]. A fuzzy membership function
(FMF) was used on original data to provide increased data privacy and decreased

A Data Perturbation Method to Preserve Privacy … 11



number of passes to perform clustering. The advantages of fuzzy sets are impre-
cision and uncertainty that rely on real-world knowledge [8, 9]. Different fuzzy
membership functions are used to modify or distort data having confidential attri-
butes [10]. These confidential attributes are distorted and analyzed using data
mining techniques such as classification that has decreased complexity and pro-
cessing time [11]. In privacy preserving data mining, different methods are used in
the recent years, based on noise addition methods [12]. Rotation perturbation is
used as well as condensation-based perturbation [13]. Projection-based perturbation
and geometric based perturbation as a perturbation and large body of literatures on
k-anonymity model [9]. We mainly focus on perturbation methods.

3 Data Perturbation Using Fuzzy Logic

Fuzzy logic is used to solve imprecise problem with better solutions. To decrease
complexity of a system, we need to understand a system well. Fuzzy sets are the
extensions of generic set theory. The fuzzy sets are crisp set and progressive
transition. It deals with a fuzzy set of a pair (D, μd) where D is a set and μd:
D → [0, 1]. For all x є D, μd(x) is named as the grade of membership of x.
Different linguistic variables are defined by shape such as triangular, S-shaped,
Z-shaped fuzzy membership functions [14, 15]. Different FMF are defined such as
S-shaped membership function is represented as

f ðx; a, bÞ=
0, x ≤ a

2 x − a
b − a

� �2, a ≤ x ≤ a + b
2

1− 2 x − b
b − a

� �2, a + b
2 ≤ x ≤ b

1, x ≥ b

8
>><

>>:

9
>>=

>>;
, ð1Þ

where x is the confidential attribute or column of the dataset, a is calculated as max-
imum value of the attribute, and b is calculated as the minimum value of the attribute
for a dataset. The FMF such as Z-shaped membership function is represented as:

f ðx; a, bÞ=
1, x ≤ a

1− 2 x − a
b − a
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2 x − b
b − a
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>>=

>>;
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3.1 Fuzzy Rule Based Systems

Fuzzy rules are based on linguistic that constructs If-Then in the form of “IF X
THEN Y” where X and Y are the linguistic variables. X is named as premise
whereas Y is named as consequence of the rule. Fuzzy classification is developed
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for p training tuples Am = (Am1, Am2, … Amq), m = 1, 2, … p from p different
classes where Am is an q-dimensional vector of attributes in which Ami is the i-th
attribute value of the m-th training pattern (i = 1, 2, … q). the fuzzy if-then rules is
shown below:

Rule Fr: if A1 is Xr1 and . . . andAr is Xrq then class Cr with CFr, ð3Þ

where Fr is the r-th fuzzy rule, A = (A1, … Aq) is the q-dimensional vector of a
pattern, Xr1 is the antecedent fuzzy set, Cr ias a class label, and CFr is the weight of
the r-th fuzzy rule [16].

4 Proposed Work

It presents a new data perturbation technique for privacy preserving publishing or
outsourced data mining. A data analysis system is represented and it consists of two
parts, namely, the data manipulation and data analyst as illustrated in Fig. 1. The
original data D is perturbed or manipulated by the authorized user or data owner
using data distortion process. The distorted data or perturbed data D″ is collected by
analysts to perform all actions such as classification and clustering, etc. The pro-
tected data maintains privacy as analysts are unknown with actual values of the
original data. Data perturbation or data distortion methods are based on random
value data perturbation methods [17].

The data perturbation methods proposed in the work are implemented and
executed on MATLAB (version 7, R2012a). The data mining tool used is Tanagra
data mining tool. The tool is used to mine the original and perturbed datasets. The
accuracy of both perturbed and original are calculated. The datasets are downloaded
from UCI machine Learning Depository. A real-world dataset is used such as iris
dataset, water treatment plant dataset, and stone flakes dataset. Iris dataset contains
50 instances and 3 classes where each class is a type of iris plant. Water treatment
plant contains 527 instances and 38 attributes where the domain is stated as
ill-structured. Stone flake dataset contains 79 instances and 8 attributes having
history of mankind. It contains information about stone tool. The original dataset
has sensitive information of the above datasets are perturbed with S-based FMF and
Z-based fuzzy membership function. For experimental purpose, Tanagra data
mining tool and performance is evaluated using MATLAB package.

Fig. 1 Data analysis system
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4.1 Proposed Algorithm

Input: Original dataset D
Output: Fuzzy data D′
Step 1: An authorized user owns an original dataset.
Step 2: An original dataset is identified with confidential attributes.
Step 3: The identified confidential attributes are perturbed using S-based FMF

and Z-based FMF (fuzzy data).
Step 4: The fuzzy data is published by a user to an analyst for analysis.
Step 5: Analyst receives the fuzzy data and identifies fuzzy rules to classify and

cluster using mining techniques.
The above algorithm is applied on original datasets such as iris, water treatment

plant, and stone flakes. The fuzzy data obtained is analyzed using to determine
fuzzy rules and thus classified. The results obtained after classification and clus-
tering are discussed in the next section.

5 Results

The datasets of iris, water treatment plant, and stone flakes are downloaded from
UCI Machine Learning Repository. These datasets are given as input to the pro-
posed algorithm to produce fuzzy datasets. The fuzzy datasets obtained are further
used to generate fuzzy rules. The experimental results on the fuzzy data and original
data are analyzed using fuzzy rule based classification method. The classification
accuracy is calculated between original and fuzzy data using Eq. 3.

The above graph in Fig. 2 represents the classification accuracy on original
dataset and perturbed datasets. The accuracy is better on perturbed dataset than
original dataset. Similarly, the clustering utility is used on original dataset and
perturbed dataset. The different clustering techniques are compared on original
and distorted datasets. The clustering methods are k-means, nearest neighbor and
DB-scan. A F1 measure is used to compare the different datasets. The values
obtained on the datasets are tabulated in Table 1.

90 
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Distorted(ZMF)
IRIS WATER STONE
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Fig. 2 Resultant accuracy on datasets
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Precision Pij equals:
Ci ∩ C

0
jj j

C0
jj j and recall Rij equals:

Ci ∩ C
0
jj j

Cij j . The F-measure of a

cluster Ci is given by Fi = maxj Fij. Finally the overall F-measure is:

F = ∑
n

i=0

Cij j
N Fi, where N is the total number of records (Eq. 2).

6 Conclusion

Data perturbation techniques on multivariate datasets are used to perturb the
original data. The techniques proposed are well classified by different classifier and
clustering methods. The fuzzy transformation methods are efficient to perturb the
original dataset. The confidential attributes present in the original dataset are only
perturbed using the fuzzy logic. The classifiers are showing the better accurate
results to the original and fuzzy data. Fuzzy-based transformations have proved its
efficiency both in univariate and multivariate datasets. Further, the proposed method
is made resilient by incorporating the attack analysis. The proposed privacy pre-
serving methods are efficient to perturb the original data and can publish the
perturbed data to the data analyst.
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Abstract This article reveals an unsupervised learning approach for determining
the polarity of unstructured text in big data environment. The key inspiration for
sentiment analysis research is essential for end users or e-commerce firms with local
and global languages who expressed views about certain entities or subjects in
social media or blogs or web resources. In proposed approach, applied an unsu-
pervised learning approach with the help of idiom pattern extraction in determining
favorable or unfavorable opinions or sentiments. Prior methods have achieved
precision of sentiment classification accuracy on English language text up to
81.33% on a movie dataset with two co-occurrences of sentiment words phrases.
This approach addressed the enhancement of sentiment classification accuracy in
unstructured text in a big data environment with the help of extracting phrase
patterns with tri-co-occurrences sentiment words. Proposed approach used two
datasets such as cornel movie review and university selection datasets that are
publicly available. Lastly, a review document is classified after comprehensive
computation of semantic orientation of the phrases into positive or negative.
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1 Introduction

In the current era, fast escalation of social media platforms like Twitter, Facebook,
LinkedIn, Google plus, Yelp, Flickr, blogging and microblogging, forums, news
reports, click streams lead to mine, transform, load, analyze, heterogeneous,
unstructured, huge volume cross-domain and multilingual data [1]. This kind of data
is called as big data. Unstructured type of data to be analyzed, with a various gran-
ularity levels, traditional approaches or techniques such as statistical or data mining,
Information retrieval does not outperformwell. In this context, it is a very tedious task
to analyze or determine sentiment regarding customer opinion or reviews posed by
numerous people about various entities over social media platforms. Numerous
individuals are influenced by the opinionated information available over the social
media applications. Actually, it is absolutely right for any entity reviews to influence
buying activities. Furthermore, the information provided by the individual customer
is more reliable than the feedback given by the vendor. To derive certain accurate
decisions by the firm, considering likes and dislikes posed by the individuals would
assist a lot in many factors. Usually, classification of sentiment is essential for plenty
of applications. However, sentiment is uttered differently in various domains. Sen-
timent analysis (SA) is a computational process to extract opinion as positive or
negative from text about an entity. Discover polarity in unstructured text needs polar
words such as nice, thrilled, best, worst, bad, etc., these words are rooted pointers for
designing machine intelligent learning models for sentiment classification.
Lexicon-based methods compute the semantic orientation values for sentiment words
to compute the overall opinion of the document. An individual polar words are not
able to determine the actual sentiment of the text. Sentiment words are context sen-
sitive or domain based such as TV is curved is positive sentiment but in mobile
domain it is negative sentiment [2]. As a result, syntactical and contextual information
is vital for sentiment classification. In this situation, phrases patterns play an optimal
role to accommodate syntactical and contextual information. The proposed article
focuses on the approach for retrieving pattern phrases that are essential for sentiment
analysis to enhance classifier accuracy.

Lexicon-based approaches use dataset with predefined polarity or polarity score
to conclude the opinion or sentiment of giving text. The vital merit of these
approaches is that it does not require any training data. The author [3] proposed few
phrase patterns such as two-word co-occurrences from reviews. He achieved sen-
timent classification accuracy with 77.83% on the movie review dataset. The
authors [4] proposed new phrases for sentiment classification to enhance accuracy
than earlier authors. He achieved accuracy with proposed phrases and including
Turney rules such as 79.50%, with dependency phrases 80.50%, and combined all
phrases 81.33%.

In this article, sect. 2 deals about the associated work. Subsequently third section
deals about proposed model with detailed discussion. Consequently fourth section
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discussed about results and discussions. Last section discussed regarding conclu-
sion of this research work.

Following are the key contributions obtained by these authors in this article.
(1) Innovative POS-based tri-co-occurrence phrase patterns are recognized for
sentiment classification. (2) We used Stanford NLP parser for extracting relations
among sentiment words syntactically and contextually with the help of phrase
patterns. (3) Obtained enhanced accuracy of the sentiment classifier on movie
dataset and educational dataset than existing accuracies.

2 Associated Work

Sentiment Analysis approaches are broadly classified into three categories such as
machine learning, intelligent techniques [5–7]. This article deals with sentiment
classification with the help of unsupervised approach phrase extraction with various
possibilities. The author [3] discovered a two-word co-occurrence of phrases for
determining the polarity of the document and subsequently employed on the movie
review dataset. First, this method retrieves phrases with two-word co-occurrences
with the help of predefined POS based prototype. Subsequently, SO is computed for
retrieving phrases with the help of PMI. Lastly, the overall sentiment of the doc-
ument is determined by aggregating the SO of all the retrieving phrases. The
authors [4] proposed few two-word co-occurrence phrase patterns other than the [3]
phrase patterns to overcome the accuracy of existing methods. This author has
employed different combinations such as POS-based phrase patterns Turney rules,
Turney [4] rules, [4] combining all rules, as a result [4] author obtained 81% of
accuracy on movie dataset. This author uses the Stanford dependency parser tree for
providing syntactical relations between words in the statement. These dependency
relations are also useful to determine sentiment analysis. The authors [8] designed a
model for automatic recognition of phrase patterns with the help of feature selection
methods such as document frequency and information gain to determine the overall
polarity of the document. The authors [9] proposed a model for POS tagging with
the help of semi-supervised associative classification method for various languages
such as Telugu, Hindi, Tamil, Bengali, and English. This method outperformed
average accuracy 82.5% for English, 84.3% of Telugu language dataset, etc. The
authors [10] have employed genetic algorithm for recognition named entities with
the ensemble classifier method. This author obtained precision with 81.38% for
Telugu language. The authors in [11] discovered few phrase patterns using adjec-
tives, adverbs, verbs, conjunctions, noun, and prepositions.
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3 Proposed Model

In the proposed model, sentiment classification is determined with the help of three
major phases. Phase 1 performs data preprocessing. Phase 2 performs a sentiment
assessment (SA) from supplied preprocessed data. Phase 3 performs an accuracy
computation for employed technique. Figure 1 demonstrates the proposed model to
enhance accuracy of existing methods for sentiment classification.

3.1 Steps for Preprocessing Dataset

In Sentence Segmentation module, the raw text of the review document is split into
sentences with the help of sentence segmenter. In Tokenized Sentence module,
output returned by sentence segmenter will become input and further each sentence
is subdivided into tokenized sentences. Filter Stop Words module filters English
stop words from a document by eliminating words which are equal to the stop
words from the built-in stop word list. Stemming module stems English language
words using a porter stemming algorithm. It works an iterative, rule-based substi-
tute word suffixes to obtain meaningful word, for example, playing is stemmed as
play and studying is stemmed as study.

Parts of Speech Tagging does the tagging each word in the text with associated
class of word according to the English grammar. POS tagging is also known as
word group disambiguation. Chunking process determines types of sentiment or
polarity based on predefined phrase pattern.

Fig. 1 Proposed model to enhance accuracy of existing methods for sentiment classification
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3.2 Extract Phrase Patterns

In sentiment analysis, phrases are very crucial for retrieving syntactic and contextual
information in a given text. For instance, one-word polar word “good” may give
positive sentiment but a two-word co-occurrence an adverb followed by adjective
would enhance the sentiment intensity like “very good”. Although, as per the current
world, users review comments in social media, and intensity of sentiment expressed
is very high such as more than two-word phrases like three-word phrases like a nail
(NN) biting (VBG) movie (NN). Apart from this phrase pattern extraction, gathering
contextual information such as negation-related statements like “not good”, “erratic
behavior”, etc. In this article, we proposed tri-word co-occurrence phrases that
contain syntactic and contextual information that would be useful for sentiment
analysis. Lastly, with the help of the Stanford dependency parser tree, dependency
relations based phrases are also identified. In [3], the author discovered the phrase
patterns, in which one member of two-word co-occurrence phrases is adjective or
adverb or noun. In [4], the author recognized new phrase patterns, in which new
phrase patterns with two-word co-occurrence and their employed dependency parser
to parse syntactic and semantic information about the occurrence of the sentiment
words. These phrase patterns achieved higher level of accuracies than author [3]. In
dependency relation phrase pattern extraction, more useful phrases are extracted than
POS based phrases. For instance, “drama is very inspiring and effectual”, this sen-
tence is tagged as per POS tagging as follows “drama_NN is_VBZ very_RB
inspiring_VBG and _CC effectual_JJ”. The phrase “very inspiring” will be retrieved
with the help of POS-based phrase pattern. Following are phrases extracted with the
help of dependency relations [4], parse tree (ROOT (S (NP (NN drama)) (VP (VBZ
is) (ADJP (RB very) (JJ inspiring) (CC and) (JJ effectual))))). Below are the possible
dependency relations both uncollapsed and enhanced. Uncollapsed dependencies:
root (ROOT-0, inspiring-4), nsubj (inspiring-4, drama-1), cop (inspiring-4, is-2),
advmod (inspiring-4, very-3), cc (inspiring-4, and-5), conj (inspiring-4, effectual-6).

Fig. 2 Dependency mapping
between words in basic and
enhanced
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Enhanced dependencies: except nsubj (effectual-6, drama-1), the rest of the phrases
are same as uncollapsed phrases. Figure 2 shows a pictorial representation of
dependencies among the words.

Table 1 lists innovative tri-co-occurrence phrase patterns discovered as our
contribution to enhance the accuracy level of existing approaches.

3.3 Computation of Semantic Orientation

To compute semantic orientation for each phrase, extraction of phrase patterns
should be done before. A text document is said to be a positive sentiment if it has a
more positive phrase occurrence, subsequently semantic orientation of that docu-
ment is also proportionally high, else given text document is said to be negative
sentiment. Although, as part of SO computation, Pointwise Mutual Information
(PMI) is essential for computing the strength among phrases in terms of positive
and negative statements [11]. PMI is computed as follows:

PMI ðx, positiveÞ= log
pðx, positiveÞ

pðxÞ pðpositiveÞ ð1Þ

PMIðx, negativeÞ= log
pðx, negativeÞ

pðxÞ pðnegativeÞ , ð2Þ

where P (x, positive) is the probability of a phrase that occurs in positive docu-
ments. It is the ratio of frequency phrase pattern in positive documents divided by

Table 1 Discovered innovative phrase patterns

Si. no 1st Word
occurrence

2nd Word
occurrence

3rd Word
occurrence

Polarity/sentiment score

(i) RB RB JJ Ex: extremely very sorry
Polarity: neg, pos. 0.2, neg. 0.8

(ii) JJ* NN VBN Ex: spectacular (JJ) majestic (JJ) grandeur
(NN) personified (VBN)
Polarity: pos. 0.7 neg. 0.3

(iii) RB JJ NN Ex: very (RB) good (JJ) faculty (NN)
Polarity: pos: 0.8, neg.0.2
Ex: good (JJ) faculty (NN)
Polarity: pos: 0.6, neg: 0.4

(iv) NN VBG/VBD NN Ex: nail (NN) biting (VBG) movie (NN)
Polarity: positive, pos. 0.5, neg. 0.5
Ex: lovely (NN) love (VBD) story (NN)
Ex: half baked drama
Polarity: neg

(v) JJ NN NN Ex: likable/beautiful love story
Polarity: pos. 0.7, neg. 0.3

(vi) VBP/VBD RB JJ Ex: are not right/were hardly right
Polarity: neg
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total number of positive documents. P (x, negative) is the ratio of frequency phrase
pattern in negative documents divided by total number of negative documents. As a
result, a phrase polarity value is computed from their PMI value difference [3].

SO ðxÞ=PMIðx, positiveÞ− PMIðx, negativeÞ ð3Þ

SO ðxÞ= log
pðx, positiveÞ ̸pðpositiveÞ
pðx, negativeÞ ̸pðnegativeÞ ð4Þ

SO ðxÞ= log
pðx, positiveÞ
pðx, negativeÞ ð5Þ

3.4 Pseudocode Procedure for Implementation

Function (D,m)
Intend: Computation of Sentiment classification
Input: movie review text document d t , maximum threshold co-occurrence 

pattern phrases m
Output: obtain sentiment classification accuracy

1. Pre-process the review document Dt

2. Scan all the review documents in D and extract phrase patterns 
p1, p2,….pn from Segmented tagged sentences s1, s2,…..sn along with 
respective Polarities from all supplied review documents such 
that sentiment words pj ⊆ sij , j=1,2…n 
for each pattern
{ 

if (polarity = = pos)
*fp1 p;
pcount++;

else
*fp2 p;
ncount++;

} //end of for statement
3. Computation of point wise mutual information for each  pattern  

phrase stored in *fp1, *fp2 
For each phrase
 { 

PMIPOS = PMI(x,pos);
PMINEG =PMI(x,neg);

  } 
4. Computation of semantic orientation with the help of step3 PMI 

values.
5. Computation of sentiment classifier accuracy
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4 Results and Discussions

In order to estimate the performance of our tri-word co-occurrence method for
sentiment analysis, current method utilized freely available cornel review movie
dataset [12]. It possesses 2 K reviews, 1 K positive reviews and 1 K negative
review. In training dataset, arbitrarily selected 700 and 700 positive, negative
documents. The rest of the documents 300 positive, 300 negative are utilized for
testing the new model. Although, this research work used university selection
review documents with equal number of training and testing documents like a
movie review dataset. Evaluation of the proposed approach is measured with the
help of accuracy metric as below.

Accuracy=
Total No. of Correctly classified documents

Total No. of Testing documents
ð6Þ

Table 2 List of accuracies obtained using various phrase patterns on movie and university
selection review dataset

Dataset Phrase pattern True
predicted
positively

True
predicted
negatively

Total no.
of true
classified

Accuracy
in %

Cornel
movie
reviews

Turney 250 217 467 77.83

Basant 254 234 488 81.33

Tri-word-occurrence + existing
phrases

284 260 544 90.66

University
selection
review
(own)

Tri-word-occurrence + existing
phrases

260 243 470 83.83

Fig. 3 Sentiment classification accuracies using various phrase patterns
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Before computing accuracy of an approach, POS tagging is done with the help of
Stanford tagger on respective movie review documents. Further, according to fixed
predefined phrase pattern specified in [3, 4], Table 2. Extracted respectively.
Subsequently, with help of dependency parser tree, dependency relation based
phrases are extracted. Lastly, SO for each phrase is computed with the help of
equation given in (5). Table 2 lists the accuracies of applied phrase patterns.

Figure 3 reveals the accuracy of sentiment classification for new pattern phrases
and reference [3, 4]. Proposed method has got 90.66% of the sentiment classifi-
cation accuracy than past methods as shown in the graph.

5 Conclusion and Future Scope

This research article utilized unsupervised learning method for sentiment classifi-
cation. Proposed method used phrase patterns for tri-word co-occurrence sentiment
words extraction. Apart from proposed phrase patterns, the proposed method uti-
lized earlier designed phrases to enhance performance for sentiment classifier
accuracy. The proposed method is outperformed by 90.66% than previous applied
methods accuracies. Therefore, proposed phrase patterns are essential and helpful to
enhance overall performance of the sentiment classifier.

Future work includes discovering improved phrase patterns which might match
more sentences, various possibilities of expressing sentiments or opinion, applying
the current proposed method for multilingual reviews for sentiment determination,
and applying the proposed method for cross-domain sentiment analysis.
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Land Use/Land Cover Segmentation
of Satellite Imagery to Estimate
the Utilization of Earth’s Surface

D. R. Sowmya, Aditya N. Kulkarni, S. Sandeep, P. Deepa Shenoy
and K. R. Venugopal

Abstract Land Use/Land Cover (LULC) mapping plays a major role in land
management applications such as to generate community map, proper urban
planning, and disaster risk management. Proposed algorithm efficiently segments
different land use/land cover classes such as buildings, trees, bare land, and water
body. RMS value based multi-thresholding technique is used to segment various
land use/land cover classes and consequently using the binning technique to
accurately estimate the utilization of earth’s surface. The proposed algorithm is
tested on two different data sets of Bengaluru city, India. The percentage utilization
of surface objects for grid 7 image of dataset I is found to be 96.68% building,
1.05% vegetation, and 0.22% barren land, the area covered in grid 7 of dataset I is
identified as overutilized land. Percentage utilization of surface objects for grid 8 of
dataset II is found to be 68.95% building, 11.93% vegetation, 0.15% bare land, and
1.14% water body. The area covered in grid 8 of dataset II is identified as
overutilized land.

Keywords Binning ⋅ Land use/land cover ⋅ Segmentation ⋅ Superpixel
Utilization

1 Introduction

Remote sensing is the process of acquisition of information about an object, phe-
nomenon, or a geographic location without making physical contact with it. Remote
sensing is one of the most efficient techniques available currently for the obser-
vation of earth’s surface.

Each piece of earth’s surface is unique in its features and broadly it is classified
into land use and land cover classes. Land use is how human beings utilize land for

D. R. Sowmya (✉) ⋅ A. N. Kulkarni ⋅ S. Sandeep ⋅ P. Deepa Shenoy ⋅ K. R. Venugopal
Department of Computer Science and Engineering, University Visvesvaraya
College of Engineering, Bangalore University, Bengaluru, India
e-mail: sowmyadr8@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_4

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_4&amp;domain=pdf


socioeconomic activities and land cover is the geographical state of the earth’s
surface (physical cover) which covers grass, asphalt, trees, bare land, and water.

Land use/Land cover (LULC) mapping has many applications including military
reconnaissance, urban planning, generating community map, and disaster valuation.
Early days, the details of land cover are recorded by field survey, today there exist
algorithms which automatically segment and classify various land use and land
cover classes of earth’s surface and the classification of satellite imagery is still an
active research topic in remote sensing.

It is well known that the growth of urban landscape is rapidly on the rise due to
the increase in human population. Proper urban planning is an absolute necessity so
as to prevent various calamities such as hydrological consequences, transportation
issues, environmental damage, etc. An important step in urban planning is to
determine the utilization of the earth’s surface over a geographic area.

Segmentation is the first step in analyzing remote sensing image. Numerous
algorithms exist to perform segmentation. Threshold-based segmentation is one
such, which efficiently segments image but traditional threshold-based segmenta-
tion has many disadvantages, i.e., it considers only the intensity of each pixel and
neglects the differences between pixels thus arrives conflict in segmenting noisy
pixels. Traditional threshold-based segmentation performs segmentation operation
on binary or grayscale image. Multi-thresholding concept based on RMS value of
superpixel overcomes these disadvantages.

This paper describes land use/land cover segmentation using RMS value based
multi-thresholding technique and the result is used to estimate the utilization of the
earth’s surface based on binning technique which enables to identify overutilized
land.

This paper is organized as follows: Section 2 deals with related work. Section 3
is about the study area. Section 4 is the discussion of datasets and methodology.
Section 5 presents the proposed algorithm. Section 6 is the implementation and
performance analysis and Sect. 7 presents the conclusions of proposed work.

2 Related Work

Gueguen [1] discussed multi-scale segmentation and hierarchical clustering using
min-tree and kd-tree algorithms, respectively. Algorithm is applied on 2 m multi-
spectral UC Merced 21-class dataset to retrieve compound objects. The main focus
is to improve computational time. The author of paper [2] used graph theory
concept to detect buildings in urban area. Key points represent nodes in a graph,
spatial distance, and intensity values represent edges. Multiple subgraph matching
method is employed to accurately extract building in urban area. This method is
tested on ikonos 1 m resolution data set. Two-level-set-evolution algorithm is
proposed by Li et al. [3] to extract man-made objects from high-resolution multi-
spectral satellite data. Algorithm efficiently classified airport runways, building
roofs, and road networks.
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Authors of [4] discussed improved random decision tree algorithm and Genetic
Rule based Fuzzy Classifier (GRFC) to classify land cover types which is imple-
mented on ALOS images of Longmen city, China and Greek island of Thasos using
hyper spectral satellite image and obtained effective thematic map with accuracy
higher than maximum likelihood classification method.

Hu et al. [5] developed object-based method for mapping land cover/land use on
Google Earth (GE) image and quickbird image of Wuhan city, China. The classi-
fication results show that GE has different ghettoizing capacities for specific land
cover type because of lower spectral properties. However, there was no such sig-
nificant difference found between two images.

3 Study Area

Bengaluru is a major city situated in the southeast of Karnataka and it is the fifth
most urban agglomeration in India. Bengaluru is positioned at longitude 12.97° N
and latitude 77.56° E, covering an area of 1741 km2 having an average elevation of
920 m or 3020 feet above sea level. Bengaluru has about 40% of the land used for
residential purposes and another 23% of the land for transport. Land use/land cover
mainly consists of buildings, roads, bare land, water bodies, trees, and parking area.
Estimating the land utilization of Bengaluru city is very much essential for proper
urban planning.

4 Dataset and Methodology

4.1 Dataset Description

Dataset I: The availability of spaceborne remote sensing provides multispectral
satellite imagery with high spatial resolution. IRS-P5 multispectral data with spatial
Resolution 2.5 m is used for the study, which is a four-band (Red, Green, NIR, and
SWIR) spectral data.

Dataset II: GE Imagery is a mosaicking of images obtained from Satellite
Imagery and aerial photography with Geographic Information System (GIS) on the
3D globe. The spatial resolution of GE images varies from 15 to 15 m GE image is
used to validate the accuracy of the proposed system. High-quality GE image is
acquired through GE explorer 8 and ArcGis 10.2 is used for geo-referencing and to
export the study map (Fig. 1).
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4.2 Methodology

a. Preprocessing

Input image of 2.5 m resolution multispectral satellite image is subjected to pre-
processing. Preprocessing includes radiometric corrections, atmospheric correc-
tions, and geometric corrections and these corrections are already done in the
obtained data while geo-referencing is performed using ArcMap. Geo-referencing is
the process of assigning real-world coordinates to the map. GPS-based control
points are mapped on to the image to extract the study map of Bengaluru city.

b. Superpixel Generation

Superpixels form an object by grouping similar kind of pixels. Superpixel gener-
ation is based on SLIC algorithm, SLIC is Simple Linear Iterative Clustering and
the structure of this algorithm is inherited from K-means clustering algorithm. The
image is randomly divided into number of regular grids and center pixel of each
grid is named as k, the number of k cluster centers is sampled with step size of
b pixels. In order to avoid the localization on the edges of each grid, the sampled
k clusters are moved to its lowest gradient position which also avoids overlapping
of noisy pixels. Each pixel is assigned to its respective cluster based on distance
formula given in Eq. (1).

P=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q2r +
pb
b

� �2
r

a2 ð1Þ

Lab color space gives three-dimensional perceivable colors, where L is the
illumination lightness ranging from darkest black to brightest white (00 to 100),
a and b are color components. qr is the Euclidian distance between pixels in Lab
color space. pb is the Euclidean distance between the two pixel locations, b is the

Fig. 1 Proposed architecture
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maximum spatial distance between two k’s and a is a constant and the value of a is
in the range of 1–40. Given pixel is grouped into specific cluster based on distance
P and in updating step k is recalculated by assigning mean of all values in the given
cluster based on Lab color space and its location values. RMS value of each
superpixel is also calculated to perform segmentation.

c. Segmentation and Classification

Segmentation is the process of dividing an image into its constituent components or
multiple segments. RMS value based adaptive thresholding method is used for
segmentation, if the RMS value of a given superpixel is within a predefined
threshold for a specific class (land use/land cover) then the superpixel is classified
as belonging to that class.

For each land cover type, a superpixel is selected and labeled as reference
descriptor. Superpixels are mapped into respective class of land cover based on the
RMS values of the saved reference descriptors, RMS value of RD (Reference
Descriptor) is compared to that of each superpixel, if the difference between the two
is less than the thresholds which are predefined then the superpixels are mapped
into its specific class (land use/land cover).

Segmented land use type (building) has to be refined so as to calculate the land
utilization more accurately and refining process is done using binning technique.
The other land cover classes do not require refining process as it is clearly
distinguishable.

d. Binning

Binning is a technique which is used to reduce the noise effects such as minor errors
in observation. It is the process of grouping similar or continuous values into a
smaller number of bins. Following certainty and postulates are considered to per-
form refining process using binning technique.

• The extracted land use type (buildings) majorly consists of similar buildings
with close pixel RGB values.

• Considered fixed number of bins.

A number of bins are assumed and assigned each and every pixel to a specific
bin based on the RGB value of the pixel. For example for 11 × 11 × 11 bin, bin
number is calculated using Eq. (2).

Bin number =R+ ðG×11Þ+ ðB×121Þ ð2Þ

Once all pixels are positioned into their respective bins, the bin with the highest
or second highest number of pixels is considered and this selected bin is an input to
the next step.

e. Superpixel Selection

Instead of selecting all the pixels in selected bin, pixels in the superpixel of that
selected bin are considered which greatly improves the accuracy of utilization.
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f. Calculation of Utilization

The percentage utilization of land is calculated by dividing an image into multiple
smaller grids of equal size and then the utilization of each grid is calculated using
Eq. (3).

Utilization%=
Total no. of pixels in the grid belonging to the selected class

Total no. of pixels in grid
ð3Þ

The utilization estimation of surface objects leads to evaluate the overutilized
land.

5 Algorithm

Problem Definition: For a given multispectral satellite image, the main objective is:

(i) To develop segmentation algorithm.
(ii) To estimate utilization of surface objects.

Algorithm: The main objective is to obtain better segmentation from the satellite
image and to estimate utilization of surface objects.

Input: m: Multispectral image
Output: a. Land/use mapping.

b. Utilization of surface objects.

Sp = SLIC (I(x, y), No_of_superpixels);  
Rd = RMS (Sp[R, G, B]).
for each i in Sp do

rms = RMS(Sp).
Diff = rms – Rd 

if (diff<threshold)  
Mark that the superpixel is similar to that RD.

else do
Mark as unsegment.

end if
end for
for each j in Sp do: 

if the superpixel is marked as any non-natural segment do :
Im(x, y) = Sp(x, y)
end if
end for

Fig. 2 Proposed algorithm to perform segmentation
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SLIC algorithm shown in Fig. 2 is implemented on multispectral image to
extract the superpixel. RMS value is computed for each Sp (SuperPixel) based on
its RGB values; if the difference between RMS of Sp and RD is less than Th

(Threshold), then it is grouped into particular class of land use/cover.
Binning is applied on to the image by assigning each pixel into its respective

bins based on its RGB. Maximum frequency bin is considered for calculation.
Image is divided into grids and percentage utilization is calculated for each grid as
shown in Fig. 3.

6 Implementation and Performance Analysis

MATLAB 2013a is used for the implementation. SLIC algorithm is applied on to
the input images IRS-P5 and GE Imagery (Fig. 4a, b) of size 587 × 1119 and
generates about 7000 superpixels with the new cluster. RMS value of each
superpixel is calculated based on median of all the pixels in superpixel. Segmen-
tation algorithm is then applied to the image and it took around 45 s to segment
various land use/land cover, shown in Fig. 5a, b. The RMS values of Reference
Descriptor for each land objects were selected to perform fine segmentation of land
objects.

Bin(Im): 
for each row and column

Bin_no = r + (g*11) + (b*121)
  Count[Bin_no]++ 
end for
Gr = divide( Im )
for each j in Gr do:

Utilization= util( j )
end for

Fig. 3 Proposed algorithm to
estimate the utilization of
surface objects

Fig. 4 a Input image (IRS-P5). b Input image (GE Imagery)
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Five bins are selected out of which pixels belonging to the second highest
frequency bin are selected for superpixel selection to get better accuracy and to
eliminate majority of the noise. Certain bare land, roads, and wastelands are not
being considered after binning and superpixel selection, thus the data is refined. We
obtained accurate result for binning technique with superpixel selection shown in
Table 1.

To find the utilization of land objects (Earth Surface), image is divided into nine
equal grids (Fig. 6) and utilization is calculated for each object in the grid. This is
done by dividing the total number of pixels tagged in objects (buildings, trees and
bare land) by the total number of pixels in the grid. Percentage utilization of each
object in the grid is tabulated in Table 1. The area covered in grid 7 of dataset I
identifies the highest percentage of buildings and less percentage of trees and barren
land which signifies overutilization of land. The area covered in grid 8 of dataset II
is identified as overutilized land as shown in Fig. 7.

Fig. 5 a Segmented image (IRS-P5). b Segmented image (GE Imagery)

Table 1 Percentage utilization of surface objects for dataset I and dataset II

Grid Buildings after
binning and sp
selection

Vegetation Bare land Water body

DS-I DS-II DS-I DS-II DS-I DS-II DS-II
1 38.5 19.57 21.43 49.97 0.35 2.71 0.59
2 24.69 9.09 51.1 39.63 0.86 5.55 0.13
3 58.7 26.21 15.98 30.62 0.32 3.36 0
4 47.92 23.46 9.65 23.7 1.19 2.02 27.22
5 18.65 18.21 58.87 45.2 1.07 1.91 0.11
6 26.65 30.93 40.94 39.83 5.23 2.11 0.35
7 93.77 47.53 1.05 23.89 0.22 0.3 3.32
8 33.97 64.03 41.44 11.93 0.72 0.15 1.14
9 40.87 40.32 30.65 37.59 2.76 0.41 0.18
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7 Conclusions

We have proposed RMS value based multi-thresholding method to perform seg-
mentation operation and by implementing binning technique, we found that the
percentage utilization of buildings, trees, and bare land for grid 7 image of dataset I
are 96.68%, 1.05%, and 0.22%, respectively, hence it is identified as overutilized
land and percentage utilization of buildings, trees, bare land, and water body for
grid 8 of dataset II are 68.95%, 11.93%, 0.15%, and 1.14%, respectively.

We have done the accuracy comparison between multispectral satellite imagery
and the GE Imagery. Accurate result is found for multispectral satellite imagery
whereas GE imagery shows misclassification in classifying water body and green
patches (lawn) as the spectral properties of GE Imagery is low. The avenues of
future work are to use automation for the selection of reference descriptors and
focus more on segmenting various surface objects like roads, soil, rocks, etc.

Fig. 6 Grid images of dataset I and dataset II
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Grammar Error Detection Tool
for Medical Transcription Using Stop
Words Parts-of-Speech Tags Ngram Based
Model

B. R. Ganesh, Deepa Gupta and T. Sasikala

Abstract Medical transcription is the conversion of audio files, dictated by med-
ical experts, to electronic data files in a predetermined format. The doctor’s
thoughts are documented, covering procedures carried out on a patient starting from
the time the patient enters the hospital, until the ailment is treated. The transcripts
are important to track a patient’s medical history and need to be errorless. Most
tools are specifically designed to detect wrong grammar in the generic English
language. It is important to improve the intelligence of a grammar checker in an
unknown domain and to improve the level of accuracy set by the existing tools.
These are the driving factors to propose a new approach to an old problem. Using
the stop words as the backbone of a sentence and by figuring out the common
parts-of-speech tags which surround them, a sentence’s grammatical structure can
be better understood using statistical methods.
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1 Introduction

Medical transcription is the process of conversion of audio files dictated by medical
experts to electronic data files. The doctor’s thoughts as well as medical procedures
carried out on a patient needs to be documented. These instructions are dictated and
stored in an audio file. A medical transcriptionist does the text-to-speech conversion
by listening to the audio file and simultaneously typing the content. When these
audio files are converted to text files, they contain a vast amount of errors such as
grammatical mistakes, semantically incorrect use of words and wrong usage of
medical terms. The errors which have occurred might be due to diversity in the
dictator’s accent, inaudible medical terms, possible audio discrepancies, or gram-
matical errors in the doctor’s dictation. Therefore, these transcripts need to undergo
a numerous level of manual proofreading. A proofreader looks for mistakes in the
data generated by the medical transcriptionist and makes necessary changes to it.
A quality assurance manager scrutinizes the transcript one last time and forwards it
to the hospital’s archives for future references. The hospital picks up each transcript
file from the archives, scrutinizes it one more time, and appends a feedback to the
transcript file. This feedback is a copy of the original data of the transcript with the
necessary modifications included. The feedback data is the most authentic form of a
transcribed audio file. The proposed model addresses the problem of correcting
grammatical errors in the medical transcripts but this method is not confined to any
particular domain. It can be extended as required if sufficient training data is
available.

The amount of audio files that needs to be transcribed is huge. Cerebra Integrated
Technologies Limited is a medical transcription company which handles 800 h of
medical dictation each month resulting up to 5700 thousand lines of transcribed
text, each year [1]. Therefore, medical transcription companies look for ways to
automate and aid the proofreaders. To address the issue of grammatical mistakes,
companies look to buy commercial grammar checker tools available in the market
or use open source tools.

Open source grammar error detection tools are not accurate enough and most of
the features are either deprecated or not completely developed. Commercial
grammar error detection tools mostly follow a subscription model instead of
offering a one-time purchase. This is very expensive. Commercial tools and open
source tools could miss errors related to the medical terms since they are mostly
trained to detect errors in the generic English language. The feedback data from the
hospital serves as a great source of training data to build a grammar error detection
model, in-house. This enables the tool to identify any grammatical issues related to
medical terms since the training is performed on medical transcripts themselves.
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1.1 Prior Work

A grammar checker generally uses techniques such as a parser, a rule-based
approach or a statistical approach to isolate the errors. Most of the approaches first
separate a corpus of text into a group of sentences before looking for any errors.
The individual sentences from the list of sentences are then checked. There are two
important things carried out in every checker: detection of sentences and tagging
parts-of-speech (POS) tags. Therefore, the total accuracy of the sentence detector
and the POS tagger decide the dependent accuracy of the grammar checker itself.

The detectors which find the sentence boundaries have pretty high precision
rates (above 95%) for sentences which are from news articles, books, and other
well-written sources. There are two methods for detecting grammatical errors which
have been popular. There is a method to generate a parse tree of a sentence to detect
errors. The sentences are parsed into a tree structure that detects the part of speech
for each word. The detector generates parse trees for sentences which are syntac-
tically right. An incorrect sentence structure will either fail during a parse or be
parsed into an error tree [2]. Link Grammar is an English grammar parser by The
School of Computer Science of Carnegie Mellon University. Link Grammar fol-
lows a context-free formula to explain natural language. It consists of a set of
terminal symbols which are the words in the language and each has linkage
requirement. The words in a sentence and the grammatical dependencies are con-
verted into a graph and analyzed [3]. Relative Position Language Model is an error
detection technique which stores relative lexical position relationships between any
two given words in a huge corpus. Parse Template Language Model records the
possible parse trees to each word in all the sentences in the whole corpus. To avoid
the issue of data sparseness, the model does not consider only parse templates but
also the sub-trees that constitute them [4]. The first problem with the use of a parser
is that it should be able to understand the entire grammar of the languages. The
second problem is that parsing some sentences into a single tree may not be pos-
sible. Some of the natural ambiguities of a language cannot be handled by a parser.

The other method is to use a checker that is rule based to identify sequences of
text that does not seem to be regular. Natural Language Processing (NLP) problems
such as POS tagging have been successfully solved using rule-based systems.
A collection of governing rules can be revamped from time to time to cover a larger
number of errors. Specific errors can be found by tweaking the rules [2]. Rules
Combined Character with Instantiation is a method that uses the three important
reference groups in the Chinese grammar. These groups are considered to find the
most consistent grammatical mistakes made in the China National Matriculation
Examination (NME). An exhaustive rule set is generated by systematically ana-
lyzing the most common errors made in a 10-year period of the examinations [5].
One other approach is the indexing method of Chinese grammar rules based on
corpus. Rules are indexed based on their frequency and their accuracy. To further
improve their performance in the real world, an iterative enhancement approach is
followed [6]. Using Statistical Machine Translation is also a method where an
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erroneous sentence is translated to the corrected sentence in the same language [7].
This concept was further clubbed with a classification approach to improve the
results of detecting grammatical errors [8]. The common grammatical errors made
by the second language learners are a good source to learn and capture the structure
of errors where a statistical model is used to classify the associations of the errors
based on parts of speech [9]. Apart from these, text mining has been used to
uncover the underlying themes or concepts contained in large texts [10]. Healthcare
data is already being used to predict trends in the patient conditions and their
behaviors [11]. To perform such studies, the data needs to be in the cleanest form
possible. Removing grammatical errors before conducting such studies yields better
results.

Although, all the abovementioned approaches might be using stop words and
POS tags to aid them in finding the errors, they do not extensively explore the
associations that can be made by using just the combination of stop words and POS
tags alone.

The proposed approach generates a sentence skeleton in which the stop words
are rigid structures being linked together by the POS tags of the rest of the words in
the sentence. By statistically analyzing the rigid stop words and the surrounding
linking local POS tags, a deeper insight into the grammatical structure of the
sentence can be gained. This allows for the creation of a more efficient grammar
error detection model to spot the errors.

2 Research Method

The design of the Stop Words POS tags Ngram model consists of two stages,
training and testing stages. The training of the model uses the feedback data which
is found appended to all the medical transcripts. The feedback data is the most
accurate form of any given transcript. A corpus was formed, for training the model,
by concatenating a vast number of feedbacks from many different transcripts. The
corpus was preprocessed and a language model was generated by using an open
source toolkit called IRSTLM. The IRSTLM tool takes in a huge chunk of text data
and splits it into a set of ngram where the maximum level of n can be set as needed
[12]. A probability is calculated for each ngram based on its number of occurrence.

During the preprocessing stage, the individual sentences in the corpus were
identified and the words in the sentences were transformed into a sequence of
processed tokens. The language model holds the probabilities of all the ngrams
which are formed out of these processed tokens. This statistical analysis of the
occurrences of the processed tokens in the form of ngrams is passed onto the testing
phase. The actual grammar checker is a part of the testing phase. The user gives an
error-ridden transcript to the system and a similar type of preprocessing is done as
explained in the training phase but this time a language model is not created. The
preprocessed data is broken up into trigrams and quad grams. The statistical
information available from the training phase, in the form of a language model, is
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used to score these trigrams and the quad grams. In cases where there is no sta-
tistical information available on a particular ngram, a feature called back-off
weights in the language model is used to predict the probability score. A cutoff had
to be set in order to separate out the rogue ngrams. These ngrams were then
reported to the user as errors in the system. To set the cutoff, a large number of
error-ridden transcripts were processed and the distribution of the probability scores
of the ngrams from those files was analyzed. The probability distribution was
converted into a box plot to understand and find the outliers in the distribution. The
cutoff which was set was based on a combination of outlier analysis and heuristic
analysis. For the sake of simplicity, we have considered only unigrams and bigrams
to explain the proposed approach. Figure 1 shows the data flow in the system.

2.1 Training Stage

Data Preprocessing: The sentence boundaries in the corpus need to be identified.
A sentence tokenizer in the NLTK toolkit was used for this purpose [13]. Consider
the following set of sentences:

I am working in Cerebra. I am in Cerebra right now.

Fig. 1 Dataflow and workflow of the Stop Words POS tags Ngram model
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The words in these sentences are given a POS tag which is based on the Penn
Treebank English POS tag set. For this purpose, the Stanford POS tagger was used
[14, 15]. A word and its corresponding POS tag are separated by a ∼∼ (double
tilde). The sentences have now been transformed into the following:

I ∼∼PRP am ∼∼VBP working ∼∼VBG in ∼∼IN Cerebra ∼∼NNP. ∼∼.

I ∼∼PRP am ∼∼VBP in ∼∼IN Cerebra ∼∼NNP right ∼∼RB now ∼∼RB . ∼∼.

A robust set of stop words was then identified and listed. The POS tags of all the
identified stop words were removed but the stop words themselves were retained.
For the rest of the words, only their POS tags were retained. This step is done by the
Stop Words POS tag algorithm. Finally, each sentence is enclosed between a pair
of <s> and </s> tags. These tags are important to the IRSTLM toolkit to identify
the sentence boundaries in the corpus.

The final form of the sentences has been listed below:

<s> I am working in ∼∼NNP ∼∼. </s>

<s> I am in ∼∼NNP right now ∼∼. </s>

Ngram Language Model Generation: The new modified corpus was then broken
up into a set of non-repeating unigrams and bigrams. The respective counts of these
individual ngrams were calculated based on their occurrences in the corpus. Table 1
shows the tokens and the corresponding counts. Using these counts, a language
model was generated which specifies the probabilities of sequences of words of
varying length, occurring in a given corpus [16]. The language model is stored in
the ARPA format. This format is a popular way of representing all the statistical
information contained in a language model. According to the format specification,
every ngram should have a corresponding probability score and an optional
back-off weight. The back-off weights have a role in predicting the probability
scores of the ngrams which do not turn out in the language model itself. Further, the
logarithm of the probabilities is considered since the probabilities of occurrences of
the ngrams are very small.

Table 1 Tokens and the
corresponding counts

Unigram tokens Counts Bigram tokens Counts

<s> 2 <s> I 2
I 2 I am 2
am 2 am working 1
working 1 am in 1
in 2 working in 1
∼∼NNP 2 in ∼∼NNP 2
∼∼. 2 ∼∼NNP ∼∼. 1
</s> 2 ∼∼NNP right 1
right 1 ∼∼. </s> 2
now 1 </s> <s> 2

right now 1
now ∼∼. 1
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2.2 Testing Stage

User: The training stage provides the necessary statistical information on a huge
corpus of correct data (language model). This information can now be used to
analyze error-ridden files which will be passed by a user to the tool.

Preprocessing: The preprocessing step in the testing phase is slightly different from
the training phase. Consider the following test sentence:

I am right am working in Cerebra.

After sentence boundary detection, POS tagging and running the Stop
Words POS tag algorithm, the words in the sentences will be tokenized and will
look like the following sentence:

<s> I am right am working in ∼∼NNP ∼∼. </s>

The text is then directly broken up into unigrams and bigrams. It can be
imagined as if two windows, one token taken at a time and two tokens taken at
time, were sliding across the sentences while extracting the contents inside the
window at any given point of time. Table 2 shows the statuses of the windows at
the various intervals.

Querying Module: The unigram and bigram tokens from the previous step should
now be assessed based on their occurrences in the corpus used in the training stage.
In order to do that, their probabilities should be queried from the language model.
The KenLM toolkit’s querying module was used to score the test unigrams and
bigrams [17]. The querying module is designed to retrieve the probabilities of
recorded sequences of words from the ARPA file (Fig. 2). In cases where the
probabilities are missing, a conditional probability is calculated based on the history
of occurrences of the known subsequences of words in a given query. The calcu-
lations of such non-occurring sequences from the history of their subsequences are
governed by the concept of backing-off. One such governing model is the Katz’s
back-off model [18].

Table 2 Unigram and
bigram tokens in the test
sentence

Unigram tokens Bigram tokens

<s> <s> I

I I am

am am right

right right am

am am working

working working in

in in ∼∼NNP
∼∼NNP ∼∼NNP ∼∼.
∼∼. ∼∼. </s>
</s>

Grammar Error Detection Tool for Medical Transcription … 43



Computing the Decision Factor: The probabilities of all the test unigrams and test
bigrams have been found. Now, the errors have to be identified, for which a
decision parameter has to be set.

A huge sample of error-ridden test files was taken and preprocessed just like the
way the sample test file was processed in the previous section. The test unigrams
and test bigrams were assigned probability values from the ARPA file. This gen-
erated a huge probability distribution, on which an outlier analysis was performed
by using a box plot. The outlier formula on the minimum side of the box plot was
used to compute the cutoff:

<Q1− 1.5 × IQRð Þ. ð1Þ

However, in order to verify this cutoff value, the probability scores were further
analyzed heuristically.

Decision Module and Detecting Errors: The example that is being followed here
shows that the training has been performed only on two lines of transcribed text.

This is no way exhaustive and is only meant for the sake of reader’s under-
standing of the concept. However, it is easy to notice from Table 3 that the
probabilities of the bigrams, “am right” and “right am” being the least of the lot.
The Decision Module identifies such ngrams from the sequences of tokenized
ngrams based on the preset cutoff. These particular bigrams also happen to be the
site of the error in the test sentence. The errors are the ones whose probabilities go
well below the cutoff. These errors are then reported to the user.

Fig. 2 Working of the querying module
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2.3 Data Statistics and Parameter Setting

As mentioned earlier, the training has been performed here on just two sentences.
This is not exhaustive and is meant only for the sake of reader’s understanding. The
actual model was trained on a huge corpus of text.

Table 4 summarizes the statistical information about the data which was used for
building the actual model. The stop words were taken from various reliable sources
on the Internet [19]. The decision factor or the cutoff was set at −16.3 after per-
forming an outlier analysis (Fig. 3) which was verified heuristically.

In the actual model, trigrams and quad grams were considered in place of the
unigrams and bigrams. Trigrams are particularly well suited in identifying errors
with respect to tense of the verb in a given sentence. On the other hand, quad grams
are used to identify errors relating to subject–verb agreement [2].

Table 3 Tokens with the assigned probability scores

Unigram tokens Probability score Bigram tokens Probability score

<s> −1.26717 <s> I −0.443263
I −1.09108 I am −0.158832
Am −1.09108 am right −1.5682
right −1.26717 right am −1.39211
Am −1.09108 am working −0.557478
working −1.26717 working in −0.267172
In −1.09108 in ∼∼NNP −0.158832
∼∼NNP −1.09108 ∼∼NNP ∼∼. −0.536793
∼∼. −1.09108 ∼∼. </s> −0.157866
</s> −1.09108

Table 4 Statistical specification of data

Item Quantity

Number of transcripts used for training 8446
Number of words in the transcripts 1494232
Number of sentences in the transcripts 105725
Number of stop words 571
Number of transcripts used to compute decision factor 1100
Number of words for computing decision factor 222276

Number of sentences to compute decision factor 12836
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3 Results and Analysis

The evaluation of the grammar checker is done by a corpus of 180 annotated
sentences. A chunk (67%) of the corpus is grammatically right and the rest are
subjected to few errors. Instead of using a tiny corpus of sentences, using a
large-scale evaluation would use a larger variety of error sentences for the evalua-
tion. The same set of sentences was used to evaluate both Microsoft Word 2016 and
the Stop Words POS tags Ngram model. Table 5 explains the categories into which
the sentences were placed. The corpus to test the grammar checker is a collection of
many sentences. Let us suppose the total number of sentences is e. About a sentences
(a < e) are grammatically wrong where e = a + b + c + d. The analysis and
evaluation of the model were carried out based on the Precision, Recall, F-measure,
and Accuracy parameters. Many sentences in the test corpus were taken from the
medical transcripts which were yet to be proofread. A sample of sentences from
news articles on different topics was used as the set of correct sentences. The most
common types of grammatical errors mentioned on the web were taken to generate
the set of incorrect sentences.

An information retrieval system is evaluated by using two standard parameters
called Recall and Precision [2]. By minimizing the value of b, recall can be

Fig. 3 Probability
distribution, box plot, and
outlier analysis

Table 5 Sentence categories
as confusion matrix

Total population Probability score
Yes No

True
condition

Yes True positive (a) False negative (b)
No False positive (c) True negative (d)
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controlled, i.e., all the actual errors can be found. One of the most important
parameter is the accuracy. The verification is not based on the error type detected to
match a particular grammatical error. A sentence is only defined as right or wrong.
The accuracy parameter combines all the results in Table 5 into one unique per-
centage score. Accuracy is a ratio of the number of grammatically wrong sentences
and grammatically right sentences detected to the total number of sentences in the
corpus (Fig. 4).

The Microsoft Word 2016 fails to find many errors since its recall is very low.
On the other, the proposed model can find many complex errors relating to subject–
verb agreement and the tense of the verbs. But there are issues relating to some
sentences where many stops words form a long continuous chain and in cases
where very less POS tags are present.

4 Conclusion

The proposed model is still in its nascent form. The approach explained here should
be the key highlight. Further, the following aspects of the tool can be highlighted:
The Stop Words POS tags Ngram model can help capture the complete sentence
structure. A new set of training data can always be patched to the existing model as
and when available. This flexibility helps in increasing the robustness of the tool. If
the necessary training data is available in the right format, training can be

Fig. 4 Comparative study of Microsoft Word 2016 and the proposed model
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performed within few minutes. The technique can be applied to other domains
which require grammar error detection, e.g., blogging, news reporting, etc., pro-
vided a tagged corpus is available.
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Churn and Non-churn of Customers
in Banking Sector Using Extreme
Learning Machine

Ramakanta Mohanty and C. Naga Ratna Sree

Abstract With an invention been made in computational techniques, there has
been increasing interest in the field of neural networks as major potential machine
learning techniques have come to the front. In the current past, gradient
descent-based algorithm is used in feed forward neural network and the parameter
utilized, which devours extensively more opportunity for learning and tuned iter-
atively. The single hidden layer feed forward neural network have the input
weights, the hidden layer and biases randomly assigned. The straightforward
backward operation is utilized to discover output weight which thus relies on upon
handling from hidden layer to output layer. In this paper, we propose to utilize
Extreme Learning Machine (ELM) to foresee client churn. The goal of this paper is
to propose a novel approach that enhances the precision of churn and non-churn of
clients using banking data.

Keywords Extreme learning machine ⋅ Artificial neural networks
Customer churn ⋅ Single-layer feed forward network

1 Introduction

Customer churn implies loss of clients. Customer churn can be seen in numerous
ventures like banking, broadcast communications and insurance organizations.
Nowadays, Customer churn has turned into a vital issue in the banking industry, as
well as in media transmission industry excessively [1]. To discover the early
cautioning signs in lessened exchanges of clients, steps should be taken to retain the
customer. The principal target of the customer retention is to cut through the
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customer’s behaviour based on predictions. Because of the mechanical headways,
information has been expanded in an awesome space, size and dimensionality step
by step. Accordingly, it is essential to investigate some viable machine learning
strategies that can be used to analyse the information and haul out the valuable
information from the information.

Of late, Extreme Learning Machines (ELMs) has become one of the prominent
machine learning methods for predictive analysis. ELMs are a feed forward neural
network recognized by the introduction of their hidden layer weights, alongside the
training algorithm [2–5]. These models can create great execution and are utilized
to find a huge number of times quicker than other types of neural network like
probabilistic neural network, decision trees and by use of ensemble method [6, 7].

Since client agitation has turned into a noteworthy issue, to keep the beat, we
utilize a machine learning model where it is utilized to discover which sort of
clients will probably churn.

This paper is organized as follows: Sect. 2 presents about related work on churn
and non-churn different domain. Section 3 examines about the review of an
extraordinary extreme learning machine. In Sects. 4 and 5 the outcomes are dis-
cussed and the paper is concluded.

2 Literature Survey

Building a functional model for customer churn has now become a decisive topic in
recent days. The emergence of e-commerce has increased the information availability
and offered for companies to respond efficiently to the clients, hence this gave rise to
the notion of the customer churn by Lejeune et al. [8]. Kotler and Keller [9] analysed
that customer relationship management is nothing but solving the customer’s problem
such as customer dissatisfaction, switching cost, service message and customer status
and so on. Kincaid [10] defined CRM as the essential usage of information processing,
use of technology, and people to manage the client relationship with the governing
body for the industry to develop. Burez and Van den Poel [11, 12] proposed to
manage the customer churn by two methods, viz. reactive and proactive. According to
him, a customer requests the organization to offset the service supplied by the orga-
nization but on the other hand, in the proactive approach, organization solved the
problem brought up by the customer and produced it as suits for the churn and find out
a constructive way to solve the issues. Shaw et al. [13] proposed that genuine client
relationship management can be found by accumulating the information revelation
handle with the administration and by seeking after the promoting the market plans.
Salman et al. [14] examined about logistic regression and time oriented, analytical
technique to dissect client agitation. Zhang et al. [15] developed a model which
consisted of logistic regression, decision tree and neural network (NN) learning
algorithms by using Chinese mobile telecommunication dataset and also used SAS
Enterprise Miner for training the models for prediction of customer churn. Coussement
and Van sanctum Poel [16] utilized support vector machines and the result acquired by
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SVM is that SVM performed superior to other methods. Mutanen [17] employed
logistic regression in personal retail banking dataset to predict customer churn. Most
recently, Mohanty and Jhansi Rani [18] employed FuzzyArtMap and counter propa-
gation neural network on Indian Telecommunication data to predict churn of cus-
tomers. From this, we can conclude that neural networks can be used to predict
customer churn in different domains such as retails [19], banking [20] and finance
[21]. This paper proposes a neural network-based approach, i.e., extreme learning
machine to predict the customer churn with respect to the banking domain.

3 Methodology

3.1 Extreme Learning Machine

The architecture of extreme learning machine is depicted in Fig. 1. Extreme Learning
Machine (ELM) is a learning algorithm proposed by Huang et al. [2–5]. It consists of a
single-layer feed forward neural network, which consists of an input layer, hidden layer
and output nodes. The input weight is accessed to the outputs by series of weights.

The main advantages of ELM are that its parameters, hidden nodes, input
weights and biases are randomly allocated and need not required to be tuned.

Let D be the training data of M samples, which can be represented as (X1t1),
where {X1) Є Rm, Rm is m times input vector. t1 Є Rn, where Rn is n times Xl target
vector. The ELM is a single-layer network having N nodes and let f(x) be the
activation which can be defined as

∑
N ̄

i=1
βi fi xj

� �
= ∑

N ̄

i=1
βi f ðwi, bi, xjÞ= oj, 1≤ j≤ . ð1Þ

where wi is weight vector of the input hidden nodes.

βi be the weight vector of both the hidden nodes and the output nodes, whereas
bi is the threshold of the hidden node.

Fig. 1 Architecture of ELM
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We need to derive the relation between Xi and ti from βi, wi and bi such that
Eq. (2) can be written as

∑
N ̄

i=1
βi f ðwi, bi, xjÞ= tj, 1≤ j≤N. ð2Þ

Equation (2) can be written alternatively as

Hβ=T . ð3Þ

where

H =
h x1ð Þ
h xNð Þ

� �
=

f wi, bi, , xj
� �

. . . f wN, bN, , x1ð Þ
⋮ ⋱ ⋮

f wi, bi, , xNð Þ . . . f ðwN, bN, , xNÞ

2
4

3
5
NXn

ð4Þ

H is the hidden layer output matrix of the network.

h xð Þ= f wi, bi, , xð Þ . . . f wN, bN, , xð Þ is the hidden layer feature mapping. Equa-
tion (4) provides the hidden node output with respect to the input vector. If we
know the activation function, we can assign randomly the value of input weight
vector wi and hidden layer biases bi. Therefore, parameters need not required to be
tuned without changing the hidden layer output matrix. Accordingly, ELM provides
smallest training error and the smallest output weight as well to predict accurately.

Min= Hβ=Tk k ð5Þ

If N (the no. of hidden neuron) = training sample, then, the output weight β can
be found out by inverting the H. Thus, we can get less error in training samples by
using ELM.

Further,

β=H + T, ð6Þ

where H + is the Moore–Penrose pseudo inverse of matrix H, and it can be com-
puted by using the orthogonal projection method as

H + = HHT� �− 1
HT , ð7Þ

when HHT is remarkable, or
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H + =HT HHT� �− 1
. ð8Þ

When HHT is nonremarkable.
Where T means matrix transposition.

3.2 Algorithm

A dataset N with the number of hidden neurons L and Activation Function f(x) is
taken then

Step 1. Randomly assign input weights wi and biases bi. i.e. hidden layer parameters
wi, bi,ð Þ, i = 1————L randomly.
Step 2. Calculate the hidden layer output matrix H.
Step 3. Calculate the output weight β : β=H + T .

4 Results and Discussions

The churn and non-churn of customers is a Portuguese Banking Sector dataset,
where it consists of both categorical and numerical values. The dataset consisting of
41,189 samples and having 20 attributes are presented in Table 1.

The dataset is divided into training and testing in the ratio of 80:20 and followed
by tenfold cross-validation. We developed the Java code for ELM and the exper-
iment is carried out in MATLAB environment. We use the input function for ELM
as follows: training data, testing data, ELM type, number of hidden neurons, and
activation function type. The outputs of ELM algorithm are average training time,
average testing time, average training, and testing accuracy. We used the following
formula for calculating the training and testing accuracies as follows:

Training Accuracy=1−MisclassificationRate Training ̸Number of Training data

and

Testing Accuracy=1−MisclassificationRate Testing ̸Number of Testing data.

In our experiment, we chose four types of activation function, viz. Sigmoid,
Radbias, Hardlim and Tribias, respectively. From our experiment, we found that
Tribias activation function took less time for testing data to be processed.
Accordingly, it also provides best training accuracy of 0.0044 and testing accuracy
of 0.0420 by using the Tribias activation function. We got training accuracy of
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0.0431 and testing accuracy of 0.0420 by using Radbias activation function com-
pared to other activation functions, which are presented in Table 2.

Further, we simulate our experiment folds wise, we found that in case of fold 1
the best training accuracy is of 0.0045 and followed by fold 6 value of 0.0500,
respectively. But, on the other hand, the best testing accuracy value is on fold 1 of
value 0.0024 and followed by fold 5 of value 0.0344, respectively, which is shown
in Table 3.

Table 1 Attributes of
Portuguese telemarketing
dataset

Sl. no Attributes

1 Age
2 Job (type of job)
3 Marital (marital status)
4 Education
5 Default (has credit in default)
6 Housing (housing loan)
7 Loan (personal loan)
8 Contact (contact communication)
9 Month (last contact month year)
10 Day_of_week (last contact day of week)
11 Duration (last contact duration)
12 Campaign (no. of contact performed)

13 Pdays (no. of days that passed the client contacted)
14 Previous (no. of contact before campaign)
15 Poutcome (outcome of previous market campaign)
16 Emp.var.rate (employment variation date)
17 Cons.price.idx (consumer price index)
18 Cons.conf.idx (consumer confidence index)
19 Eribur3m (daily indicator)
20 nr.employed (no. of employees)
21 Output variable (yes or no)

Table 2 The training and testing accuracies and time taken by applying different ELM activation
functions

Type of
activation
function

No. of
hidden
neurons

Average
training time
(ms)

Average
testing time
(ms)

Training
accuracy

Testing
accuracy

Sigmoid 700 39.6875 0.3281 0.0566 0.0582
Radbias 600 45.1250 0.2031 0.0431 0.0420
Hardlim 500 16.5313 0.2500 0.0541 0.0585
Tribias 400 8.4375 0.1718 0.0044 0.0420
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The novelty of this algorithm is that processing time for both training and testing
data is in the order of milliseconds compared to other techniques what we observed
earlier [22, 23]. In our experiment, for training data, it took an average time of
13.41 ms and testing data of 23 ms out of 41.189 samples.

5 Conclusions

This paper analyses the systematic way to predict customer churn by employing
Extreme Learning Machine. The different activation functions used to predict the
actual churners relatively well. Bank customers churning average Training time,
Average Testing Time and Average Training Accuracy, Average Testing Accuracy
is being computed from the given dataset. The ELM model gives more accurate
results compared to other machine learning techniques, viz. SVM, Gradient des-
cent, backpropagation neural networks, etc. Time to time, many data mining
techniques have been implemented on the banking data to predict the customer
churn and non-churn but our results outperformed all other machine learning
techniques in terms of accuracies and time taken to process the dataset. This is the
significant study in this paper.
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Identifying the Local Business Trends
in Cities Using Data Mining Techniques

B. Pallavi Reddy and Durga Toshniwal

Abstract With the growing popularity of social media, and several users using
them, humongous amount of information is being generated. This information may
be 140 words like tweets, posts, and images shared on Facebook or reviews written
on Yelp. It would be valuable to both consumers and businesses if the current local
business trends followed by the people of different cities can be identified. Local
business reviews are available, which when mined can be used to find out the local
business trends across cities. With this information, the users can watch out for the
prevalent local businesses (yoga, beauty and spas, ballet, restaurant, etc.) in each
city, and the businesses can chart their b-plans, accordingly. To accomplish this, the
present work uses data mining technique of clustering on benchmark dataset.

Keywords Local businesses ⋅ Trends ⋅ Data mining techniques
Clustering ⋅ Yelp

1 Introduction

With the boom in the field of information technology, came the Internet and then
came the social media. Social media is of varied types like social networking sites
(Facebook, LinkedIn), microblogging like Twitter, news aggregation like Google
Reader, photo sharing (Flickr, Picasa, Instagram), video sharing (YouTube), rec-
ommendation platforms like Yelp, etc. 2016 statistics say that almost two billion
people are currently using social networks and it is expected to grow even more
because of the increasing mobile technologies. Due to the tremendous amount of
time people spend on these sites, they tend to give their views on the various current
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trends happening in the world. Be it their opinions on the elections of their
respective countries, the products they have bought, institutions and organizations
they have attended, etc. This generates huge quantities of data on social media,
which can be called in other terms as social media data. Collecting such huge
information, representing it, analyzing it, and mining the useful contents (like
patterns) out of this social media data is basically what is called as social media
mining.

Among so many social networking sites, Yelp.com [1, 2] is a popular social
media website which provides an online platform in which users can review local
businesses. It is basically a crowd-sourced review platform and a social networking
website. Not only the users but also the businesses can provide their information
like the hours they are open, location, contact information, etc. Figure 1 shows one
such local business. Yelpers can thus see which local businesses are prevalent in
their city and also recommend the same to other Yelpers.

The aim of this study is to find the trends of cities like which local businesses are
prevalent in a city from the reviews on Yelp dataset. Say, for example, a city “A” is
known for rafting and kayaking, a city “B” is known for beauty and spas and
nightlife, and so on. Work has been done in fields like recommendation (of
restaurants, cuisines, and movies among various services), star rating analysis,
sentiment analysis, popularity prediction, etc., but less work has been done to find
the different trends followed by people living in different cities. This study aims to
find such trends across all cities. The trends being considered are the local business
trends.

Finding such trends will be beneficial to both the customers as well as the
businesses. Let us take some scenarios. Say, tourists want to know what trends the
people of a particular city (they are planning to visit) follow. Then, these local
business trends will give them an idea as to what local businesses are prevalent in
that city. Accordingly, they can plan on visiting those businesses. On the other side
of the coin, the businesses can know if their category of business is prevalent in that
city or not. On the same terms, they can strategize their business plan to expand
their business, and also the startups can know their opportunities in a particular city.

Fig. 1 Proposed workflow
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The remainder of this paper is organized as follows. Section 2 presents a review
of related research work. Our proposed method is described in Sect. 3. Experi-
mental results are shown in Sect. 4. Finally, the conclusion is summarized in
Sect. 5.

2 Related Work

X. Mao et al. have used Yelp to detect popularity of recipes in [3]. Detecting
popularity of any resource means predicting how popular that resource is among the
Yelpers. Popularity prediction of news, videos, and advertisements has been of
interest in recent studies. In this study, researchers have predicted the popularity of
recipes by using polynomial regression. Traditional popularity detection schemes
only use the statistical measures of the reviews but in this study, the sentiments of
reviews were also taken into consideration.

M. Prithivirajan et al. [4] have also found how well the reviews relate to the star
ratings the Yelpers have given to a local business. For example, if someone has
given a bad rating but has written something good about that business, then the
rating becomes irrelevant. The study was motivated by the fact that star ratings are
the first to be seen by any person, and bad ratings on social media have the ability to
degrade any business by manifolds. So to find the relevance of the ratings, they
used LDA (Latent Dirichlet Allocation) [5] for topic modeling; aspect-based sen-
timent scoring.

Research has also been done on the business reviews provided in the Yelp
dataset. A. Salinca [6] proposed several approaches for sentiment classification,
which uses various machine learning models and feature extraction models.

Content annotation extraction has also been an interesting area for researchers.
Using the reviews on Yelp, one such study by M. Yamamoto et al. [7] focuses on
extracting the good and bad points of a service reviewed on Yelp. The content
considered are the Yelp reviews, might be food, restaurant, etc. To do this, they
used an unsupervised approach of data mining to extract unique aspects and the
user opinions on those aspects.

Lot of work has already been done on recommending restaurants, etc., but the
study by T. Yamasaki et al. [8] focuses on giving review-based service recom-
mendation. In other words, for a particular restaurant, their system takes a review as
a query and provides the user with the services of that restaurant that has been
collected from other reviews of a similar kind. This helps the user to not only find
the desired restaurant but also the desired service of that restaurant. To achieve this,
bag-of-words model and skip-gram-based model have been used.

Another study by I. Varlamis et al. [9] extracts the valuable information from the
Yelp reviews regarding the aspects that users prefer in products or services. This
aims for personalized advertisement by combining aspect-based opinion analysis
and personalized recommendation. This will not only help the users but also aims at
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benefiting the businesses. For this, the content of the aspect as well as the user
opinion on that aspect has been mined.

The study by G. Zhao et al. [10] predicts the user ratings by using the social
behavior of Yelper’s rating behaviors. A user’s daily rating was explored by using
aspects like when a user rates an item, what the rating is, on what item did the user
give the rating, the user’s interest based on his/her previous rating records, and how
this rating behavior influences fellow friend Yelpers. Based on these rating
behaviors, the study predicts the user ratings by probabilistic matrix factorization
model.

As we can see, the work done till now mainly focuses on a single domain, for
example, the recommendation of movies, restaurants, and services, determining the
popularity of cuisines, news, and businesses, predicting star ratings, analyzing the
star ratings of reviewers, sentiment analysis of reviews, etc. Less work has been
done to find the trends of local businesses and compare the results across the
diverse set of cities provided in the review data. These trends will help to differ-
entiate the cities based on the trends followed by the people living in different cities.
So, the study focuses on finding the cultural trends, specifically the trends based on
local businesses in different cities using data mining techniques.

3 Proposed Work

The main objective is to find the local business trends followed by people living in
different cities. The result intended to obtain is the cities with their prevalent local
businesses and finally, show the local business trends followed across cities. To
accomplish this, the step-by-step workflow has been shown in Fig. 1 and the steps
are detailed below.

3.1 Data Preprocessing

The dataset used might contain reviewers who have reviewed an abnormally high
number of businesses. So to remove the impact of these reviewers and free our
results from being biased to such users, the study will calculate the standard
deviation “s” of the Yelper’s reviews. The dataset was then observed for different
multiples of “s” (i.e., how many users have reviews greater than several multiples of
s). Depending on this observation, the Yelpers having reviews more than a large
multiple of “s” will be excluded from further steps. Thus, a frequency-based fil-
tering was carried out in the dataset.
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3.2 Vector Representation

After the preprocessing step of removing users having abnormally high reviews, the
task is to identify the business categories, like food and restaurants, beauty and
spas, nightlife, rafting, party and event planning, etc., that has been provided in the
dataset. Each city will then be represented as a normalized vector of the
above-determined categories, where each entry in the vector will represent the
percentage of presence of the xi-th business category in that city.

3.3 Clustering

There are several data mining techniques available. However, to find the local
business trends across cities, clustering has been used in this study. Clustering is a
data analysis technique by which objects are grouped into clusters, where each
cluster is a collection of objects with similar characteristics. There are many clus-
tering algorithms. But in this study, the clustering technique used is the
centroid-based k-means [11] algorithm. The reason for this selection is that it is
simpler and has lesser computational complexity such as DBSCAN. K-means
requires its distance function to be well defined. This has been made sure by the
vector representation of cities as discussed in the above subsection. Based on the
selection, k-means clustering was then applied to the above-obtained city vectors.
The result would be clusters of cities, each cluster being prevalent for a particular
combination of local business categories.

4 Experimental Results

In order to fulfill the objective of identifying the local business trends followed by
people living across cities, the proposed work has been discussed in the above
section. This section talks about the dataset and the experiments conducted.

4.1 Dataset Description

Yelp is one of the most popular user review sites in the world. Data has been
obtained from the Yelp dataset challenge [12] which is a benchmark dataset used by
researchers across the world. It has data pertaining to various local businesses, users
(Yelpers to be specific), reviews, check-ins, and tips. There is information about
42,153 local businesses, 11,25,458 reviews, and 2,52,898 Yelpers. All this data is
in json (JavaScript Object Notation) format. Services included in the dataset are
limited to those located in the cities across the United States of America.
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4.2 Data Preprocessing

On closely observing the dataset, it was found that there were few Yelpers who had
reviewed for an alarmingly huge number of businesses. The mean number of
reviews of all the users was four. But there were users whose review count was in
hundreds and thousands. There is a good chance that these reviews might be fake or
their reviews can impact the final result, thereby biasing it. So, to ignore these
Yelpers, the study first found out the standard deviation of all these reviews. This
value came out to be 15. As shown in Fig. 2, the line graph plots the number of
Yelpers versus the number of reviews that the Yelpers have greater than the number
of reviews in multiples of the standard deviation obtained, i.e., 15. In other words, a
coordinate on the line graph, say, (40, 18) shows that there are 18 Yelpers whose
review count is more than 40 times the standard deviation (15), i.e., 600 reviews.
Considering the huge dataset and the number of reviews written by the users, 40
such standard deviations were taken, i.e., 600. As stated, there were 18 Yelpers
whose review count was more than 600. Such users were excluded. Ignoring the
reviews written by the above-obtained 18 users, the processed data now contains
11,10,452 reviews. This data will now be used for further steps. Table 1 summa-
rizes these preprocessing results.

Fig. 2 Line graph of number of Yelpers versus number of reviews in multiples of standard
deviation
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4.3 Vector Representation

Categorizing the 42,153 local businesses, a total of 715 categories of businesses
were listed. Then, each city was represented as a vector of 715 categories of
businesses. Each entry of the vector determined the percentage of the popularity of
that category of business in that city as discussed above.

4.4 Clustering

As discussed, k-means clustering algorithm was applied to these vectors. K value
was taken to be 13 by rough estimation. 13 clusters of cities were obtained,
prevalent for a particular combination of categories of local businesses. The cities
are then mapped to their corresponding prevalent local businesses and a few have
been shown in Table 2.

4.5 Discussion

The result thus obtained is the city versus their respective prevalent local business
categories. A part of the result is shown in Table 2. For example, Las Vegas is
famous for beauty and spas, nightlife, Waunakee is famous for rafting/kayaking,
etc. This is just an intercept of the total result. Another observation from this result
is that one can see the culture of prevalent local businesses in most of the cities. The
pie chart shown in Fig. 3 shows this. In this observation, “Beauty & Spas” is the
most prevalent local business trend across most cities. “Jewelry” and “American”
food, follow up in line.

Table 1 Preprocessing
results

Number of
reviews

Number of
users

Before
preprocessing

11,25,458 2,52,898

After preprocessing 11,10,452 2,52,880

Table 2 City versus their
prevalent local business
categories

City Local business categories

Florence American (traditional)
Phoenix Beauty and spas
Waunakee Rafting/kayaking
Las Vegas Beauty and spas, nightlife
Carnegie Party and event planning
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5 Conclusion and Future Work

In this study, the main aim is to compare cities based on the various local business
trends followed by the people living in that city. To accomplish the task, the raw
Yelp data was first preprocessed and then, k-means clustering algorithm was
applied on each city’s normalized vector representation of the different categories of
local businesses. The clusters thus formed showed the different local business
categories prevalent across cities. The final result was thus obtained as shown in the
tabular format (Table 2). Also, visualization was done on the result to see the local
business trends across all cities.

The results obtained will help not only the customers for knowing the local
business trends of a city and affect their consuming decision but also the local
businesses themselves who can then strategize their b-plans accordingly. In future,
other trends (say cuisines or recipes, etc.) which have the potential to identify the
trends and help distinguish the culture of people living in different cities will also be
mined.

Fig. 3 Contribution of business categories in identifying cultural trends
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Relative-Feature Learning through
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Abstract A relative-feature learning system development within the data mining is
showing its capability in genetic algorithms to diagnose the normal behavior and
misuse features and anomalies in chosen learning environment. Under this contri-
bution research work, we investigated a learning method to diagnose the features in
data mining through genetic algorithm. The investigated method is connected with
the adaptive propagation planning which controls structuring, computing, and
predicting. In this paper, we use relative, a fast and effective behavior, to improve
the genetic data feature diagnosis. The authors have proposed Relative-Feature
Learning through Genetic-Based Algorithm, which performs genetic data operation,
feature fitness evaluation, scalable to large amount of data and effective in the field
of soft computing. Our proposed algorithm experimental approach can be used in
the developed system for feature learning in more depth.

Keywords Genetic algorithm ⋅ Data mining ⋅ Soft computing
Feature learning ⋅ Fitness function

1 Introduction

Genetic algorithms (GA) represent powerful general purpose search method based
on the evolutionary ideas of natural selection and genetics. They simulate natural
process based on principles of Lamark and Darwin. The field of genetic and
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evolutionary computation was first explored by Turing who suggested an early
template for the genetic algorithm. Holland performed much of the fundamental
work in GEC in 1960 and 1970. His goal of understanding the processes of natural
adoption and designing biologically inspired artificial systems led to the formula-
tion of the simple genetic algorithms [1–3].

Genetic algorithms are typically implemented using computer simulations in
which an optimization problem is specified. Members of space of candidate solu-
tions, called individuals, are represented as chromosomes. Genetic algorithms work
in an iterative manner by generating new populations of strings from old ones.
Every string is encoded in binary, real, etc., versions of a candidate solution. An
evolution function associates a fitness measure to every string indicating its fitness
for the problem [2, 3].

The essence of GAs is an efficient, parallel, and global search method. In the
development of different GAs, initial data analysis is made using components of
GA, they are (1) selection, (2) crossover, and (3) mutation.

GA [1, 4] is an optimization technique with a scope of selection and genetics,
capable of searching effectively large data sets. GAs are made to solve several
machine problems [5, 6]. J. H. Holland [7–9] and Bremermann [10, 11] had made
usage of the proposed GAs in mining applications. These GAs are capable of
solving many hard problems in real time. The applications of Data Mining
(DM) focussed on Searching algorithms [12], obtaining fitness values [13],
extracting data from large amount of data [14], to detect data intrusion in networks,
data preprocessing tasks [15] for data reduction and feature selection over the large
amount of data, to optimize the queries, reducing the random search over the large
databases, diagnose the best fit data [13], to improve the data coverage and
determine the data initial weights [15], optimizes the position of data centers,
weights and widths and data mining based on risk factor. Nowadays, GA is
extensively used in data clustering [14], data optimization, data cell placement,
design plan, hydrocyclone, data cache design, and in data network design.

Many practical GAs are present to perform data feature classification, requiring
learning of a classification function that have feature vector values to finite data
classes. The usage of data features to represent the data classification is as follows:

1. A learning algorithm or method to perform accuracy in data classification, e.g., a
decision tree algorithm. Learning algorithm describes the data patterns explicitly
to capture the complete information, which is required for data classification. If
the data present is incomplete and inconsistent, then learning algorithm used
will be failed in classification accuracy.

2. Data classification function estimates the time of data pattern representation, the
attributes of data, defining the classification of relevant and irrelevant attributes,
used to describe the search time and data availability. A requirement of data
availability is needed to estimate the learning of data accurate classification
function.

3. During the learning process, the number of data feature taken is huge for
aggregation and is sufficiently taken into account, an accurate learning
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algorithm. The data features taken into learning process are subject to interest to
improve the classification function.

4. Data mining includes the presence of sophisticated and sensitive features; the
data taken from these data sets have valuable features to learn. The algorithm
used to learn these kinds of data needs a planning to feature the accurate and
relevant data from sample data sets.

The above discussion presents the data feature learning problem, in the design of
genetic-based data algorithm. This feature learning problem refers to identifying
and selecting a useful subset of data patterns from a large data set [2, 3]. To improve
the learning algorithm, we are proposing an adaptive propagation planning algo-
rithm to structure, compute, and predict the data features accurately and to improve
the genetic data feature diagnosis explained in Table 1.

2 Relative-Feature Learning Algorithm

There are different learning algorithms presented in literature but none of the
method can solve the problem in absence of prior data/information and is not
possible to compute the similarities in two different data patterns. Hence, there must
be some prior data/information about the problem to solve with similarities. This
prior data/information is called relative data feature. Every data/information con-
tains the relative data feature, which classifies the data set correctly. Learning
algorithms are classified based on the dependencies: they are supervised learning—
need training examples to represent the data—unsupervised learning—no infor-
mation about the training examples—learning through data process, which results
in an uncorrected data classification, and reinforcement learning—need training
examples but could not be able to get the correct data classification. Our proposed
learning algorithm is based on decision trees under supervised learning method.

Table 1 Algorithm for
genetic algorithm

Begin
STEP 1: t=0
STEP 2: initialize population P(t)
STEP 3: compute fitness P(t)
STEP 4: t=t+1
STEP 5: if termination criterion achieved go to step 10
STEP 6: select P(t) from p(t-1)
STEP 7: crossover P(t)
STEP 8: mutate P(t)
STEP 9: go to step 3
STEP 10: Output best and stop
End
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2.1 The Adaptive Propagation Planning

When a data instance is initiated, the classification of data, the attributes required to
represent the data are acknowledged, the testing of the attribute to specify the data
node is performed, each data node corresponding to each attribute results in a
data-valued learning function, and data root node performs the corresponding
propagation of node paths to next aggregation levels. This process is repeated for
every data root node and data subtree node, until total classifications were identi-
fied. The decision tree which we have developed has a feature of adaptability by
improving the classification of data nodes by variation node analysis and allowing
the classified leaf node to modify to a base node. Main features of our proposed
adaptive propagation planning method are as follows:

(a) The data instances are regenerative with the data attributes.
(b) Consistent data classification.
(c) Data set considered needs training examples to avoid errors.
(d) The training data including misclassified and unknown data sets can be

detectable.

For our training data, we simulated our proposed learning algorithm in C4.5
algorithm using Weka Tool is listed in Table 2.

Table 2 Proposed decision
tree algorithm pseudocode

Input: instances, attributes, indicators
rn:root_node(instances, attributes)
if (instance=available) then
rn<=rn+1; return rn:
else if (instance=not available) then
rn<=rn-1; return rn;
if (attributes=zero) then
rn=rn(instance); return rn;
else
cn:current_node(instances,current_attribure,indicators)
d:decision<=true=cn;
for each can do
cb:current_branch(rn,cn);
if d=false then
ln:leaf_node(indicators)
endif
endfor
endif
return rn
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2.2 Controls Identified in the Adaptive Propagation
Planning Method for Feature Learning

The proposed relative-feature learning algorithm has identified the following cat-
egories for the adaptive propagation planning method.

(a) Structuring: In structuring, a model is created to decide the most probable
relational learning classes of data to classify. Best output result is possible using
the data recognition during structuring aggregation process. The process of
structuring is illustrated below:

1. Divide the data instances into data classes according to the data feature
criteria.

2. Label these data instances to recognize as training examples.
3. Use these training examples to detect the situation using anomalous.
4. Map the detected situations with the actual data labels.
5. Now, recognize the data classification.

(b) Computing: In computing, after anomaly detection, the data features of input
data are identified by training the decision tree for the best values to model the
feature aggregative, crossover, and mutation operations. To compute the best
hypothesis and fitness function, the process is illustrated below:

1. train the anomaly detected data features using supervised GA;
2. GA, in this case, performs the operation to compute the possibility of

outcome as right or wrong.

(c) Predicting: In prediction, the computed statement is processed clearly for
classification and regression analysis to identify the problem of outcome by
relating complex feature learning. During classification and regression analysis,
prediction of outcome takes a continuous value to generate latency value. The
latency value is used for prediction of actual latency to compare the prediction
process with actual latency to improve the future continuous latency values.
The future latency values are used as training examples for subsequent actual
values. During the optimization problem, the actual value is analyzed for dif-
ferent actions of training examples, and the best will be optimized.

3 A Genetic-Based Algorithm

3.1 Feature Selection

Consider a data set of Ds samples si, i = 0, 1, …, Ds, and the selected data for
analysis is given by criteria as CDs = (mini < si < maxi), where mini and maxi
represent the minimum and maximum sets of features to be taken from the given
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data samples, respectively. Figures 1 and 2 illustrate the selected features in the data
set and their patterns.

3.2 Population

A criteria-based samples were considered for the length of samples,
L = CDs(1) ∪ CDs(2) ∪ CDs(3), considering three types of features to be

extracted.
The features are considered based on the algorithm shown in Table 3.

Fig. 1 Set of distance features taken from the data set

Fig. 2 Pattern features
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3.3 Fitness and Crossover

For our GA implementation, we took four feature set samples, which are shown in
Table 4. The fitness function features are shown in Figs. 3, 4, 5, and 6, respectively.

During the validation of the fitness function, we used classifiers to estimate the
combined performance. Classifiers which we analyzed with our proposed algorithm
are 2-classes, 3-classes, and 9-classes. The computation of error rate is based on the
accuracies of the above-said classifier and the proposed as shown in Table 5.

The detection of data features is shown in Table 6.
In Table 6, the “Total number of correct answers” and the “Total number of

tries” are the pattern features analyzed for the classifications 2-classes, 3-classes,

Table 3 Feature selection
algorithm pseudocode

Initialize Ds, CDs, L
Evaluate Ds, CDs
Feature f
f=0
do
parents←feature_set(Ds)
offspring←variable_declare(CDs)
Evaluate CDs
Population p
p(f≠ 0)←p(f=0) and L(CDs)
f=f+1
return

Table 4 Four feature set fitness and crossover evaluation

Sample_One Sample_Two Sample_Three Sample_Four

Type Random Random Random Random
Number of features 10 20 40 60
Population size 50 60 70 80
Generation limit 500 400 300 100
Mutual likelihood 0.1–0.6 0.8–0.9 0.6–0.9 0–1
Crossover likelihood 0.05–0.4 0.1–0.9 0.6–0.9 0.2–0.8
Initial maximum tree
depth

2 4 6 8

Maximum number of
nodes

32 46 59 62

Crossover type Swap subtree Swap subtree Swap subtree Swap subtree
Mutation type Branch

mutation
Branch
mutation

Branch
mutation

Branch
mutation

Stop condition 99
generations

99
generations

99
generations

99
generations
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Fig. 3 Fitness: Sample_One feature

Fig. 4 Fitness: Sample_Two feature

Fig. 5 Fitness: Sample_Three feature

76 K. Chandra Shekar et al.



and 9-classes. These comparisons state the feature importance for the data set taken
for analysis. The error rate is measured in each classifier by taking the ratio between
feature 1 and feature 2 columns (Fig. 7).

Fig. 6 Fitness: Sample_Four feature

Table 5 Comparing the
accuracy of all classifiers

Classifier Performance
2-Classes 3-Classes 9-Classes

C 4.0 80.3 56.8 25.6
kNN 82.3 50.4 28.5
Proposed 84.9 58.9 33.5

Table 6 Feature results in 2-,
3-, and 9-Classes

Feature Results (%)
2-Classes 3-Classes 9-Classes

Total_Correct _Answers 89.25 91.36 95.36
Total_Number_of_Tries 42.56 51.26 53.25

Fig. 7 Fitness condition set
with its relative error rate
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3.4 Anomaly Detection

In our proposed GA, the anomaly detections metrics were measured as shown in
Table 7.

From Table 7, proposed algorithm has shown good results comparatively. The
comparative results prove that our proposed genetic-based data algorithm allows a
good analysis of the data sets and strive toward an effective prediction with greater
accuracy.

4 Conclusion and Future Enhancements

In this paper, a relative-feature learning algorithm is successfully investigated. This
paper makes the three contributions to feature learning: (1) it introduces a relational
learning class of data structuring aggregation, (2) it presents a hierarchy distribution
computing values to model the feature aggregative, and (3) it demonstrates pre-
diction on the genetic data domain that relates complex feature learning. Our
proposed algorithm explores strategies that merge (1) automated feature-test-suite
diagnose generation technique with long data testing by non-repetitive feature cases
for uncovering data from alignment problems, (2) resource leakages, and
(3) feature-data ambiguity.

Our further work concentrates on the ensemble methods, leading toward an
efficient hybrid model for classification and prediction.
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Performance of Negative Association
Rule Mining Using Improved Frequent
Pattern Tree

E. Balakrishna, B. Rama and A. Nagaraju

Abstract Negative Association Rule (NAR) mining is a task of finding rules which
contains data items that are negatively correlated. Many algorithms are imple-
mented to discover the NAR; from the offered approach, the frequent pattern
growth (FP-Growth) approach is proficient for finding the item sets, from which we
can discover NAR. But in the FP-Growth, it finds numerous Conditional FP Trees
(CFP-Tree). Frequent Item Set Mining (FISM) algorithm uses an improved FP-Tree
for generating NAR without producing CFP-Tree. In this paper, we presented the
overview of three different algorithms: Apriori, FP-Growth, and FISM that can be
used in the process of discovering NAR. Finally, we analyze the behavior of these
algorithms by considering a simple transactional database.

Keywords Improved FP-tree ⋅ Support ⋅ Confidence

1 Introduction

NAR is similar to positive association rules (PARs) [1–3] in which either the
ancestor or the consequent or both are negated [4]. To discover the NAR, first we
have to discover frequent item sets from the database. In this paper, we focus on
discovering NAR from frequent item sets. We can find PAR from frequent item sets
using a quantify known as “confidence”, i.e., Confd(X ⇒ Y), defined as
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Confd X→ Yð Þ= sup X→Yð Þ ̸sup Xð Þ ð1Þ

Possible NAR can be found from PAR by the following principle: For PAR
A → B, the possible negative rules are

ðaÞ A → ∼B ðbÞ∼A → B and ðcÞ∼A → ∼B ð2Þ

Valid NAR [5] from set of possible NAR can be generated using the following
measures:

ConfdðX→ ∼YÞ= fsupðXÞ− supðX ∪YÞg ̸supðXÞ ð3Þ

Confdð∼X→ YÞ= fsupðYÞ− supðX ∪YÞg ̸ð1− supðxÞÞ ð4Þ

Confdð∼X→ ∼YÞ= f1− supðXÞ− supðYÞ+ supðX ∪YÞg
1− supðXÞ ð5Þ

We get confidence of each NAR; the rule is said to be valid NAR, if the
confidence of that rule is greater than or equal to user mention confidence value.
Consider the below database for generating NAR using Apriori, FP-Growth, and
FISM.

Let us assume that minimum support (MS) defined by the user is 2, i.e., 50%
(Table 1).

The outline of this paper is as follows: Section 2 includes generating NAR based
on Apriori method. Section 3 includes generating NAR based on FP-Growth
method. Section 4 includes generating NAR based on FISM and comparative
results. Section 5 provides conclusion and future work.

Table 1 Database ID Items

T1 Ink, Pen, Eraser
T2 Pen, Sharpener
T3 Pen, Pencil
T4 Ink, Pen, Sharpener
T5 Ink, Pencil
T6 Pen, Pencil
T7 Ink, Pencil
T8 Ink, Pen, Pencil, Eraser
T9 Ink, Pen, Pencil

82 E. Balakrishna et al.



2 Generating NAR Based on Apriori

Procedure for finding NAR is as follows:

(2:1) Find frequent item sets using Apriori method [1].
(2:2) Get PAR from frequent item sets using Eq. (1).
(2:3) Discover possible NAR using Eq. (2).
(2:4) Find valid NAR using Eqs. (3), (4), and (5).

2.1 Frequent Item Sets Generated Using Apriori Method

Minimum support considered here is 20% (Table 2).

2.2 Generating PAR

Based on Eq. (1), below PAR is found using frequent item sets (Tables 2 and 3).

Table 2 Frequent item sets

Frequent 1-item sets Frequent 2-item sets Frequent 3-item sets

{Pen: 7} {Ink, Pen: 4} {Ink, Pen, Pencil}
{Ink: 6} {Ink, Pencil: 4} {Ink, Pen, Eraser}
{Pencil: 6} {Ink, Eraser: 2}
{Sharpener: 2} {Pen, Pencil: 4}
{Eraser: 2} {Pen, Sharpener: 2}

{Pen, Eraser: 2}

Table 3 PAR

Minimum confidence = 50%

Ink → Pencil (confidence = 0.667) Ink → Pen (conf = 0.667)
Sharpener → Pen (confi = 1.000) [Pen, Pencil] → [Ink] (conf = 0.500)
Eraser → Pen (conf = 1.000) [Pen, Ink] → [Pencil] (conf = 0.500)
Eraser → Ink (conf = 1.000) [Pencil, Ink] → [Pen] (conf = 0.500)
Pen → Pencil (conf = 0.571) [Pen, Ink] → [Eraser] (conf = 0.500)
Pen → Ink (conf = 0.571) Eraser → [Pen, Ink] (conf = 1.000)
Pencil → Pen (conf = 0.667) [Pen, Eraser] → Ink (conf = 1.000)

Pencil → Ink (conf = 0.667) [Ink, Eraser] → Pen (conf = 1.000)
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2.3 Generating Set of Possible NAR from PAR

From PAR generated in the previous step, the following possible NAR is found
using the rules (II) (Table 4).

2.4 Generating Valid NAR

The valid NAR is generated by making use of Eqs. (3), (4), and (5) (Table 5).
In this technique, we got 22 valid NARs.

Table 4 Possible NAR Ink → ∼Pencil Pen → ∼Pencil
∼Ink → Pencil ∼Pen → Pencil
∼Ink → ∼Pencil ∼Pen → ∼Pencil
Sharpner → ∼Pen Pen → ∼Ink
∼Sharpener → Pen ∼Pen → Ink
∼Sharpener → ∼Pen ∼Pen → ∼Ink
Eraser → ∼Pen Pencil → ∼Pen
∼Eraser → Pen ∼Pencil → Pen
∼Eraser → ∼Pen ∼Pencil → ∼Pen
Eraser → ∼Ink Pencil → ∼Ink
∼Eraser → Ink ∼Pencil → Ink
∼Eraser → ∼Ink ∼Pencil → ∼Ink
Ink → ∼Pen [Pen, Ink] → ∼[Eraser]
∼Ink → Pen ∼[Pen, Ink] → [Eraser]
∼Ink → ∼Pen ∼[Pen, Ink] → ∼[Eraser]
[Pen, Pencil] → ∼[Ink] Eraser → ∼[Pen, Ink]
∼[Pen, Pencil] → [Ink] ∼Eraser → [Pen, Ink]
∼[Pen, Pencil] → ∼[Ink] ∼Eraser → ∼[Pen, Ink]
[Pen, Ink] → ∼[Pencil] [Pen, Eraser] → ∼Ink
∼[Pen, Ink] → [Pencil] ∼[Pen, Eraser] → Ink
∼[Pen, Ink] → ∼[Pencil] ∼[Pen, Eraser] → ∼Ink
[Pencil, Ink] → ∼[Pen] [Ink, Eraser] → ∼Pen
∼[Pencil, Ink] → [Pen] ∼[Ink, Eraser] → Pen
∼[Pencil, Ink] → ∼[Pen] ∼[Ink, Eraser] → ∼Pen
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3 Generating NAR Based on FP-Growth

Procedure for finding NAR is as follows:

(3:1) Find frequent item sets using FP-Growth method [6].
(3:2) Get PAR from frequent item sets using Eq. (1).
(3:3) Discover possible NAR using Eq. (2).
(3:4) Find valid NAR using Eqs. (3), (4), and (5).

3.1 Generating Frequent Item Sets

Minimum support considered here is 20%.

3.2 Generating PAR

Based on Eq. (1), below PAR is generated using frequent item sets (Tables 6
and 7).

Table 5 Valid NAR Minimum confidence = 50%

∼Pen → Pencil ∼Eraser → ∼[Pen, Ink]
∼Ink → Pencil ∼Ink → Pen
∼Ink → ∼Pencil ∼[Pen, Eraser] → Ink
∼Pen → Ink [Pen, Pencil] → ∼[Ink]
∼Sharpener → Pen ∼[Pen, Pencil] → [Ink]
∼Pencil → Ink ∼[Ink, Eraser] → Pen
∼Pencil → ∼Ink [Pen, Ink] → ∼[Pencil]
∼Eraser → Pen ∼[Pen, Ink] → [Pencil]
[Pencil, Ink] → ∼[Pen] [Pen, Ink] → ∼[Eraser]
∼[Pencil, Ink] → [Pen] ∼[Pen, Ink] → ∼[Eraser]
∼Eraser → Ink ∼Pencil → Pen

Table 6 Frequent item sets Ink {Ink: 4}; {Ink, Pen: 4}

Eraser {Eraser: 2}; {Eraser, Ink: 2};
{Eraser, Pen: 2}; {Eraser, Ink, Pen: 2}

Pencil {Pencil: 2}; {Pencil, Ink: 2};
{Pencil, Pen: 2}; {Pencil, Ink, Pen: 2}

Sharpener {Sharpener: 2}; {Sharpener, Pen: 2}
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3.3 Generating Set of Possible NAR from PAR

See Table 8.

3.4 Generating Valid Negative Association Rules

The valid NARs are discovered using Eqs. (3), (4) and (5) (Table 9).
In this technique, we got 22 valid NARs.

Table 7 PAR

Minimum confidence (MC) = 50%

[Pen, Pencil] → [Ink] (conf = 0.500) Ink → Pen (conf = 0.667)
[Pen, Ink] → [Pencil] (conf = 0.500) Ink → Pencil (conf = 0.667)
[Pencil, Ink] → [Pen] (conf = 0.500) Sharpner → Pen (conf = 1.000)
[Pen, Ink] → [Eraser] (conf = 0.500) Eraser → Pen (conf = 1.000)
Pen → Pencil (conf = 0.571) Eraser → Ink (conf = 1.000)
Pen → Ink (conf = 0.571) Eraser → [Pen, Ink] (conf = 1.000)
Pencil → Pen (conf = 0.667) [Pen, Eraser] → Ink (conf = 1.000)
Pencil → Ink (conf = 0.667) [Ink, Eraser] → Pen (conf = 1.000)

Table 8 Possible NAR

[Pen, Pencil] → ∼Ink [Pen, Ink] → ∼Eraser Pencil → ∼Pen
∼[Pen, Pencil] → Ink ∼[Pen, Ink] → Eraser ∼Pencil → Pen
∼[Pen, Pencil] → ∼Ink ∼[Pen, Ink] → ∼Eraser ∼Pencil → ∼Pen
[Pen, Ink] → ∼Pencil Pen → ∼Pencil Pencil → ∼Ink
∼[Pen, Ink] → Pencil ∼Pen → Pencil ∼Pencil → Ink
∼[Pen, Ink] → ∼Pencil ∼Pen → ∼Pencil ∼Pencil → ∼Ink
[Pencil, Ink] → ∼Pen Pen → ∼Ink Ink → ∼Pen
∼[Pencil, Ink] → Pen ∼Pen → Ink ∼Ink → Pen
∼[Pencil, Ink] → ∼Pen ∼Pen → ∼Ink ∼Ink → ∼Pen
Eraser → ∼Ink Eraser → ∼[Pen, Ink] [Pen, Eraser] → ∼Ink
∼Eraser → Ink ∼Eraser → [Pen, Ink] ∼[Pen, Eraser] → Ink
∼Eraser → ∼Ink ∼Eraser → ∼[Pen, Ink] ∼[Pen, Eraser] → ∼Ink
Ink → ∼Pencil ∼Ink → Pencil ∼Ink → ∼Pencil
Sharpener → ∼Pen ∼Sharpener → Pen ∼Sharpener → ∼Pen
Eraser → ∼Pen ∼Eraser → Pen ∼Eraser → ∼Pen
[Ink, Eraser] → ∼Pen ∼[Ink, Eraser] → Pen ∼[Ink, Eraser] → ∼Pen
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4 Generating NAR Based on FISM

Procedure for finding NAR is as follows:

(4:1) Find frequent item sets using FISM [7].
(4:2) Get PAR from frequent item sets using Eq. (1).
(4:3) Discover possible NAR using Eq. (2).
(4:4) Find valid NAR using Eqs. (3), (4), and (5).

4.1 Frequent Item Sets Generated Using FISM Method

Frequent item sets are obtained from the transactional database (Table 1) after
applying FISM algorithm: Let minimum support considered here is 50%.

4.2 Generating PAR

According to Eq. (1), below PAR is discovered using frequent item sets (Tables 10
and 11).

Table 9 Valid NAR Minimum confidence = 50%

∼Pen → Pencil ∼Eraser → ∼[Pen, Ink]
∼Ink → Pencil ∼Ink → Pen
∼Ink → ∼Pencil ∼[Pen, Eraser] → Ink
∼Pen → Ink [Pen, Pencil] → ∼[Ink]
∼Sharpener → Pen ∼[Pen, Pencil] → [Ink]
∼Pencil → Ink ∼[Ink, Eraser] → Pen
∼Pencil → ∼Ink [Pen, Ink] → ∼[Pencil]
∼Eraser → Pen ∼[Pen, Ink] → [Pencil]
[Pencil, Ink] → ∼[Pen] [Pen, Ink] → ∼[Eraser]
∼[Pencil, Ink] → [Pen] ∼[Pen, Ink] → ∼[Eraser]
∼Eraser → Ink ∼Pencil → Pen

Table 10 Frequent item sets Ink {Ink: 4}; {Ink, Pen: 4}

Eraser {Eraser: 2}; {Eraser, Ink: 2};
{Eraser, Pen: 2}; {Eraser, Ink, Pen: 2}

Pencil {Pencil: 2}; {Pencil, Ink: 2};
{Pencil, Pen: 2}; {Pencil, Ink, Pen: 2}

Sharpener {Sharpener: 2}; {Sharpener, Pen: 2}
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4.3 Generating Set of Possible NAR from PAR

The following possible NARs are found using Eq. (2) (Table 12).

4.4 Generating Valid NAR

Valid NARs are generated from set of possible NAR using Eqs. (3), (4), and (5)
(Table 13).

In this technique, we got four valid NARs.

5 Comparative Results

See Table 14 and Graph 1

Table 11 PAR Minimum confidence = 50%

[Ink, Eraser] ⇒ Pen
[Eraser, Pen] ⇒ Ink
Eraser ⇒ [Ink, Pen]

Table 12 Possible NAR [Ink, Eraser] ⇒ ∼Pen ∼[Eraser, Pen] ⇒ ∼Ink
∼[Ink, Eraser] ⇒ Pen Eraser ⇒ ∼[Ink and Pen]
∼[Ink, Eraser] ⇒ ∼Pen {∼Eraser ⇒ [Ink, Pen
[Eraser, Pen] ⇒ ∼Ink ∼Eraser ⇒ ∼[Ink, Pen]
∼[Eraser, Pen] ⇒ Ink

Table 13 Valid NAR Minimum confidence = 50%

∼[Ink, Eraser] ⇒ Pen
∼[Eraser, Pen] ⇒ Ink
Eraser ⇒ ∼[Ink, Pen]
∼Eraser ⇒ ∼[Ink, Pen]

Table 14 Number of rules for given database

Apriori FP-growth IFP-tree

No. of frequent item sets generated 13 12 12
PAR generated 16 16 03
NAR generated 22 22 04
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6 Conclusion and Future Work

In this paper, performance of Apriori, FP-Growth, and FISM is compared by
considering sample transactional database. From the results, we can conclude that
FISM approach is efficient than Apriori and FP-Growth algorithms. In the future,
we will develop the NAR mining tool.
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Iterative Concept-Based Clustering
of Indian Court Judgments

Sumi Mathai, Deepa Gupta and G. Radhakrishnan

Abstract This paper proposes architecture for the legal practitioners to lessen the
burden of reading full document. The iterative Latent Semantic Analysis (LSA)-
based concept extracting and clustering of legal judgment is proposed here.
Headnotes in legal judgment explain about the cases in few sentences which is not
enough for the legal practitioners for preparing the arguments. Our approach is to
automate text processing for main concepts retrieval of legal judgments. An iter-
ative latent semantic-based concept extraction is used. The Natural Language
Processing (NLP) and data mining techniques are used for the comparison of full
judgment against: iterative latent semantic analysis based concept retrieval, head-
note, and different summarization levels using the existing summarization tool.

Keywords LSA ⋅ NLP ⋅ Concept retrieval ⋅ Hierarchical clustering

1 Introduction

Last few decades have witnessed exponential increase within the use of Information
Technology that has resulted in great amount of knowledge being generated, stored,
and searched. Information could be structured and kept as records in database
management system or may be totally unstructured like weblog posts or plain text
documents. With the abundance of data being out there as text documents, the

S. Mathai (✉) ⋅ G. Radhakrishnan
Department of Computer Science & Engineering, Amrita School of Engineering,
Amrita Vishwa Vidyapeetham, Amrita University, Bengaluru, India
e-mail: suminelson@gmail.com

G. Radhakrishnan
e-mail: g_radhakrishnan@blr.amrita.edu

D. Gupta
Department of Mathematics, Amrita School of Engineering,
Amrita Vishwa Vidyapeetham, Amrita University, Bengaluru, Karnataka, India
e-mail: g_deepa@blr.amrita.edu

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_10

91

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_10&amp;domain=pdf


problem of retrieval of data from such unstructured dataset is sitting new challenges
to the analysis community [1]. Court judgment is such an unstructured large dataset.

Judgment is a decision by a court or other tribunals that resolves a controversy
and determines the rights and obligations of the parties. Judgment is that the final
part of a court case. An applicable judgment includes all the contest issue and
concludes the lawsuit, since it is regarded as the courts official pronouncement of
the law on the action that was pending before it. It states what remedies the winner
is awarded and who wins the case [2]. Legal Judgments which is large in size has an
ever-increasing need of automatic text processing. The main challenge legal prac-
titioners are facing is to find judgment that is similar to his current case from the
huge dataset. It is not an easy task to read each and every document and decide
whether it is a relevant case to be referred for his current case. Lawyers cannot take
the risk of missing an appropriate case that will be available to the opposing lawyer.

The headnotes provided in the judgment are giving what the case is about; it is
not providing the details for legal practitioners to prepare the argument or get a
better review about the case. Legal practitioners have to read all related judgments
to prepare his argument. It is an onerous task for the legal practitioners to read the
whole judgments and find the facts from each document. The complexness of legal
domain datasets requires better and more refined methods to process legal judg-
ments to satisfy information need of legal practitioners.

This paper describes an approach for the legal practitioners to retrieve the main
concepts, for the argument preparation and to decide whether the case is similar to
lawyer’s current case with less reading using the iterative latent semantic analysis
based concept retrieval method. The automated concepts retrieval can be beneficial
for the headnote preparation too, which are prepared manually. Existing summa-
rization tool is used to summarize the document in different levels, and the accuracy
is verified using clustering techniques.

The outline is the paper is as follows. Section 2 is having a brief survey of the
works related to this paper. Section 3 gives a description about the court judgment
dataset. Section 4 gives the details about clustering approach. Section 5 gives
details of the experimental methods. Section 6 gives details about the baseline
model. Section 7 discusses about the experiment results and the result analysis.
Section 8 discusses about the conclusion.

2 Literature Survey

Using the Indian court judgments, researchers have implemented different infor-
mation retrieval systems and summarization methods. Topic retrieval, tabular
summarization, and some of the works which have done in this area are discussed
below.

In [1], document cluster analysis is presented as a tool to improve search in legal
domain. Cosine similarity method is used to group the case notes (abstracts) of legal
document dataset for better grouping. Latent Dirichlet Allocation (LDA) is a
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generative probabilistic model used to group the documents by topic. Using LDA,
the topics are created by breaking down the documents. Here, the number of cluster
is equal to the number of topics. Cosine similarity between topic and document is
used to decide to which cluster or topic the document belongs to [3]. Automatically,
preparing the catchphrases with respect to precedents is meant to identifying the
important legal points of a document. Several statistical extraction approaches to
extract the catch phrases have been proposed and tested it using Rouge [4]. Finding
argumentative roles and thematic structures of the legal document and preparing a
tabular structure with the important features like decision data, introduction, con-
text, juridical analysis, and conclusion can be done to give a quick review of the
legal document [5]. A hybrid approach in which a number of different summa-
rization techniques combined is a rule-based system for automatic summarization of
legal case reports [6].

Identification of rhetorical roles present in the sentences of a legal document for
automatic summarization using Conditional Random Field (CRF) has been done
in [7]. Accuracy of 80% for automatic summarization when compared it with expert’s
summarization was obtained. Cosine similarity has been used to find similar judg-
ments using different features like all-term, co-citation, in citation, paragraph link, etc.
Paragraph link is found to be the better way to find the similar documents [2]. Anna
Huang usedfive different distancemeasures like cosine similarity, Euclidean distance,
Jaccard coefficient, Pearson correlation coefficient to perform clustering using
k-means clustering [8]. Majority of the work done here are using latent Dirichlet al-
location, cosine similarity, conditional random field, etc. to find tabular structure or to
find the topics aboutwhich legal document represents or clustering between the topics.
Minority work is done in summarization of the legal documents.

Recent year’s works have been reported on text mining, document similarity,
clustering, summarization, etc. Different studies about information retrieval on the
different useful pattern, classification, and clustering methods can be found [9, 10].
The concept of correlated term vector to represent a document has been used in
three dynamic document algorithms: Term frequency based Maximum Resem-
blance Document Clustering (TMARDC), Correlated Concept based Maximum
Resemblance Document Clustering (CCMARDC), and Correlated Concept based
Fast Incremental Clustering Algorithm (CCFICA) [11]. Document similarity
judgment for interactive document clustering using snippet, topic term, and original
text has been proposed in [12]. Using Euclidean and Manhattan as similarity
measures, Rakesh Chandra Balabantaray et al. have used k-means and k-medoid
algorithms for clustering [13]. Different approaches of LSA method to summarize
Turkish and English document using sentence selection approaches have been
reported by Gong and Liu [14], Steinberger and Jezek [15], and Murray et al. [16].
Cross method and topic method have been implemented by Makbule Gulcin Ozsoy
et al. [17]. They found that cross method was performed better than other methods.
LSA [18] method is used to summarize the document and SVD method for cap-
turing and modeling interrelationships between terms to semantically cluster terms
and sentences. The evaluation is done using precision and recall F-measure giving
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different weighting to the sentences. Preprocessing, feature extraction, and Support
Vector Machine (SVM) techniques to extract the opinions from review are
explained in [19].

The above papers discuss the different methods for the topic retrieval and the
tabular form of summarization of the court judgment. Concept retrieval from Legal
judgments few research works is there. The proposed work investigates the pos-
sibilities of concept retrieval from the legal judgment for the legal practitioner’s
argument preparation. When considering the legal document, concept retrieval is an
important aspect. This paper addresses the main concept retrieval of the legal
document for the legal practitioners, for their argument preparation, which can also
be used for the headnote preparation also.

3 Court Judgment Dataset

The Indian legal court judgments are collected from International Environmental
Law Research Centre (Water and Sanitation www.ielrc.org). The International
Environmental Law Research Centre is an independent research organization
focusing on international and comparative environmental law issues, with a par-
ticular emphasis on India and East Africa. Supreme Court and State High Court
judgments from India are collected. Statistical information about the dataset is given
in Table 1. Legal judgments used for the study are related to different water and
sanitation cases.

Legal judgments are very multifarious, in the sense that there is no particular
structure to express the opinion of the judges pertaining to different information
about a case. A sample of court judgment is given in Fig. 1 The content of the legal
judgment document will have the following details.

1. Headnote about the case.
2. Citation number that gives the details of which all cases the current case has

referred.
3. Date.
4. Unique name for the judgment.
5. Detail about the judges.
6. The judgment part that gives the opinion given by the judges for the case in the

form of free text.

Table 1 Court judgment
dataset statistics

Documents description Statistics

Maximum size of a document 132 KB
Minimum size of a document 2 KB
Total number of sentences 33542
Total number of words 871842
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4 Decision of Number of Clusters

The number of clusters, judgments form, is difficult to decide as we do not know
exactly how many types of legal documents there are and how they are classified
initially. Elbow method is one of the suitable methods to decide the number of
clusters. Here, we have n court judgments to decide how many clusters they form.
Experiment is initially conducted to decide the hierarchical clustering cut; steps like
data preprocessing, vector creation, and distance matrix formation are explained
later. The hierarchical clustering of documents is drawn using the distance matrix
taking the distance on the y-axis and documents on the x-axis. Using the
inter-cluster distance, the optimal number of cluster is determined by the elbow
method [20] as shown in Fig. 2 with the distance in the y-axis and number of
clusters in the x-axis where the elbow shape is taking around the three clusters. For
analysis, four clusters are also taken for the evaluation of accuracy.

Fig. 1 Sample of court judgment
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5 Proposed Approach

Our proposed approach is to extract the main concepts from the legal judgments
through iterative LSA method and compare it with existing summarization tool and
headnotes which will help the legal practitioners to find the main points for the
preparation of their arguments. The proposed method spans of five major modules
are schematically shown in Fig. 3 and explained below.

Fig. 2 Elbow shape curve to identify the number of clusters

COURT JUDGMENTS

PRE–PROCESSING (stop word removal)

DISTANCE MEASURE

Truncated SVD

LSA Concept retrieval

VSM

CLUSTERING

VSM

Itera on

Is Summarized          
Concept based 
document 

No

Yes

CLUSTERING EVALUATION

Fig. 3 Schematics diagram
of the proposed approach
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5.1 Preprocessing

In raw data, preprocessing is done to remove the noisy and the inconsistent data
which are discussed here. The stop words that are present in the document have to
be pruned. Natural Language Processing (NLP) toolkit is used to prune the stop
word. The number of words can be further reduced by lemmatizing (the different
infected forms of a word are grouped to a single term and for the analysis con-
sidered as a single word), so that there will not be any repetition of the same word in
different forms in one document.

5.2 Documents Vector Space Model

Court judgment documents are represented in a vector form using document vector
space models. After preprocessing, the occurrence of each word in the legal doc-
ument is counted to weigh the frequent terms. Then, the term frequency of legal
document is calculated by dividing the number of times term t appeared in that
document by the total number of terms in that document. Then, the term frequency
is calculated using Eq. (1).

TFðtÞ= Number of times term t appear in a document
Total number of terms in a document

ð1Þ

The court judgments will be having varying length. Mostly, a term will appear
more frequently in longer documents than a shorter document. The term frequency
for each term in the document is normalized. For normalization, the term frequency
is constantly divided by the document length [21].

IDFðtÞ= log e
Total number of documents

Number of documents with term t in it

� �
ð2Þ

Term frequency and inverse document frequency [21] are calculated, to produce
a composite weight for each term in each document. The tf-idf weighting scheme
for term t in document d is calculated.

tf − idf = tfld * idfd ð3Þ

5.3 Latent Semantic Analysis (LSA)

The LSA method is chosen to find the important concepts from the set of legal docu-
ments.AmatrixX is createdwith rowas the document and columnas the terms from the
documents. Singular Value Decomposition (SVD) is an algebraic model. Here, the
given input matrix X is decomposed into three new matrices U, S, and V [15].
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X =USVT ð4Þ

Here, X has a rank n. The SVD is trying to reduce the matrix n to k where k < n by
truncated SVD. This means that it takes a list of n base unique vectors and approxi-
mates them to linear combination k unique vectors. The k is decided by giving
different values to k till we get an equal representation as n. The documents are
simplified into k linearly independent base unique vectors which represent the main
concepts of the document. The concepts are arranged in sorted form so that to get the
concept of maximum weight on the top. The number of concepts breakpoint identi-
fication is verified using different number of concepts given in Table 2. Five concepts
are selected when taking more concepts; the accuracy is varying. So the five concepts
are used for the analysis of full document against headnotes, summarization tool, and
iterative methods. The concept with maximum weight which is on the top is similar,
when going down the similarity decreases. Then, the sentences are extracted from the
original document which is having the above concepts in order.

5.4 Cosine Similarity

After deciding the number of concepts, the cosine similarity of each document is
calculated using tf-idf.

cosðD1,D2Þ= ∑ ðD1 ⋅D2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ D1ð Þ2

q
*

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ D2ð Þ2

q ð5Þ

The dot product of document represented in vector form D1 and D2 is calcu-
lated. Court judgments which are not sharing any single word get the similarity
value as zero because of orthogonality of the vector; else it will get greater values.
The cosine similarity for information retrieval of two documents will range from 0
to 1, since the term frequencies (tf-idf weights) cannot be negative. The angle
between two term frequency vectors cannot be greater than 90°. The distance
measure is calculated as

Distance Measure=1−Cosine Similarity ð6Þ

Table 2 Concept selection Full document 5 concepts 10 concepts 15 concepts

3 cluster 69.02 47.00 59.00
4 cluster 59.80 38.40 44.00
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5.5 Hierarchical Clustering

Hierarchical cluster similarities of each document with every other document are
found. There are “n” court judgments to be clustered, an “n × n” judgment distance
(or similarity) matrix are created. Hierarchical clustering starts by assigning each
item to its own cluster, such that if there are n court judgments, and n clusters are
formed. The steps of hierarchical clustering are as follows:

1. Join together the most similar pair of judgment by finding the least distance
measure and join them as a single cluster. Now one cluster is less.

2. Compare the distances between the new cluster and each of the old clusters.
3. Continue steps 2 and 3 until all judgments are clustered into a single cluster of

size n.

6 Experimental Setup of Baseline Model

In the experimental setup, headnote given in the document and the existing sum-
marization tool are used as the baseline models against our proposed approach.

• Full document—Full legal judgments are considered as baseline model using
which the clusters are formed and compared with proposed approach, the iter-
ative steps are not included in baseline model.

• Headnote—Headnote given in the legal court judgment is considered as another
baseline model where the clusters are formed as explained in proposed
approach; the iterative step is not included in baseline model.

• Summary 25 and 50%—The existing summarization tool which is having the
option to select the summary according to user’s need is taken to analyze the
cluster, where the steps for clustering are explained in proposed method, where
the iterative step is not included in baseline model.

The proposed method results are then compared with the baseline models to
verify the concepts which are shown in the graphical form in Fig. 4. The accuracy
rate in percentage is taken in y-axis for the comparison of full document against
baseline features in x-axis. The accuracy rate in percentage is calculated using the
clustering techniques keeping the full document as the comparison document
against other features. The number of sentences in each method is shown in Table 3
for the comparison of it with the proposed model.
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7 Experiment Results and Analysis

In the experiment shown in Fig. 5 where the y-axis shows the accuracy rate in
percentage and the x-axis shows the comparison features against full document.
Table 4 shows the comparison of the full document against the other entire feature.
This shows that our iterative method is giving better accuracy than judgments
existing headnotes and existing summarization tools. When comparing the pro-
posed iterative method clustering with summarization tool, iterative method is
showing accuracy similar to 50% summarizations; the advantage of iterative
method is that they have less number of sentences than the 50% summarization
given in Table 5, where PA-1 denotes our proposed approach. Proposed approach
is showing a slight decline after third iteration, so that we can stop the iteration after
third. The headnote which is given in the document is giving just a glance about
what the case is about, which is less informative for the legal practitioners checked
manually. Using our method, they will able to retrieve important concepts with less
reading for the argument preparation, which can also be used for the headnote
preparation which is manually done.

Fig. 4 Baseline model

Table 3 Number of sentences

Full doc Headnote 25% Summarization 50% Summarization

33542 396 6556 14381
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8 Conclusions and Future Work

Iterative Latent Semantic Analysis (LSA)-based concept retrieval method has been
developed for concept retrieval of the court judgment using Natural Language
Processing (NLP) and data mining techniques. Headnotes in legal judgment explain
the cases in few sentences which is not enough for the legal practitioners for
preparing the arguments. The onerous challenge legal practitioner are facing is to
find judgment that are similar to his current case from the huge dataset and the
important points for the argument preparation. Reading each and every document
and deciding whether it is a relevant case to be referred for current case is a tedious
work. In the same way, the headnotes which are available in the document are also
created manually which is also a monotonous task. The automated text processing
using latent semantic analysis method is showing better results, when the results are
compared using clustering. Full document is compared against headnotes, different

Fig. 5 Analysis of all-term against other features

Table 4 Comparison with full document

Full doc Headnote 25% 50% PA-1 PA-2 PA-3 PA-4 PA-5

3clu 50.6 58.5 68.3 69.2 70.1 71.9 69.5 68.9
4clu 42.1 56.9 65.2 59.8 64.6 67.7 61.6 61

Table 5 Number of sentence count in each method

Full doc Headnote 25% 50% PA-1 PA-2 PA-3 PA-4 PA-5

33542 396 6556 14381 604 356 322 297 279
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summarization levels used by existing summarization tool, iterative concepts
retrieval of legal judgments. The number of sentences in the iterative method is less
and at the same time, it is having the major concepts which are more informative for
the legal practitioners when compared with the other methods. These concepts can
be useful for the headnote preparation also. Rather than reading the whole docu-
ment, with use of the iterative model, legal practitioners can find that the main
concept is what the current research on iterative concept retrieval anticipates.

Here, basic hierarchical clustering techniques are used; in future, advanced
technologies will be used to improvise the technology. LSA method can be further
improvised to find the more refined concepts of the court judgment.
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Improving the Spatial Resolution
of AWiFS Sensor Data Using LISS III
and AWiFS DataPair with Contourlet
Transform Learning

K. S. R. Radhika, C. V. Rao and V. Kamakshi Prasad

Abstract Acquiring satellite images having high spectral, spatial, temporal, and
radiometric resolutions simultaneously is very difficult. In this work, data from two
sensors, viz., LISS III and AWiFS (DataPair) of Resourcesat-1 satellite (ISRO), are
fusioned for improving the spatial resolution of AWiFS data. Best temporal reso-
lution available from Resourcesat-1 is at 5-day repetivity by AWiFS. Using high
spatial temporal resolution images, more information can be extracted from the
images. Non-subsampled contourlet transform (NSCT) is used for the fusion of
LISS III and AWiFS data. Through this fusion, even fine details can be extracted
from the surface of the earth. Fusion of one or more images can be used, to
determine the information content more accurately in our unambiguous manner.
Image fusion process deals with two images with different characteristics and
combines the merits of both. Here, an image with high spatial resolution (HSR) is
used for a corresponding low spatial resolution (LSR) image. The quality of
the output data are checked with the quality of the original image. The results of the
desired high-resolution image through this current method are found to be
satisfactory.

Keywords AWiFS data ⋅ LISS III data ⋅ NSCT ⋅ LSR ⋅ HSR quality
assessment
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1 Introduction

Agriculture is the main source of revenue and is the prime occupation in India.
Periodical variation of the crops, percentage of yields, damage due to various
reasons, and several other factors pose a challenge.

LISS III, LISS IV (Linear Imaging Self Scanners), and AWiFS (Advanced Wide
Field Sensor) on board are the sensors available with Resourcesat-1 satellite mis-
sion. Temporal resolution (TR), radiometric, spectral, and spatial resolutions
(SR) are the main properties that describe remotely sensed data. Temporal reso-
lution is the satellite’s revisit time. Radiometric resolution represents sensitivity to
the magnitude of the electromagnetic energy when an image is acquired. Spectral
resolution describes the number of bands in the satellite. Spatial resolution is the
smallest discernable detail in the image.

LISS III and AWiFS are two sensors of the same satellite Resourcesat-1 of
ISRO, having identical spectral bands for both of them. Swath width (SW) and
temporal resolution are high for AWiFS data, while spatial resolution is high for
LISS III. Thus, images AWiFS and LISS III can be fusioned. The resulted image
formed will have high TR, high SR along with a wider swath. Thus, more infor-
mation can be derived through this technique [1].

To derive fine details from the RS data, HSR is needed. High spatial resolution is
a need for accurate boundary delineation of smaller features. To obtain area details
over wide range, high swath is recommended. High temporal resolution is required
to study periodical changes in the crops (change detection analysis). In
Resourcesat-1, sensor parameters of LISS III and AWiFS are given in Table 1.

1.1 Non-subsampled Contourlet Transform

The objective is to use an effective transform aiming the applications in which
redundancy is not of significant concern such as denoising. Being completely
shift-invariant and multiscale expansion, NSCT has fast implementation. In addition

Table 1 Resourcesat-1 sensor parameters

Swath width
(km)

Temporal
resolution

Spatial
resolution (m)

Spectral
bands

Wavelength
ranges (µm)

LISS3 740 5 days 56 Band 2 0.52–0.59
Band 3 0.62–0.68
Band 4 0.77–0.86
Band 5 1.55–1.70

AWiFS 140 24 days 23.5 Band 2 0.52–0.59
Band 3 0.62–0.68
Band 4 0.77–0.86
Band 5 1.55–1.70
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to this, NSCT is highly successful in applications such as image denoising and
enhancement techniques [2].

NSCT transform is composed of two parts. One is a multiscale property involved
a non-subsampled pyramid (NSP) structure and the another is a non-subsampled
directional filter bank (NSDFB) structure that results in directionality.

NSP: NSCT has multiscale property acquired from shift-invariant filtering which
gives a subband decomposition. This is possible by two-channel non-subsampled
2D filter bands.

NSDFB: DFB of Bamberger and smith [3] combines sampled two channels for
filter bands with resampling operations. The resultant tree-structured filter bank
decomposes the 2D-frequency plain to directional wedges.

Image is decomposed into multi-direction subbands at multiple levels using
NSCT. With the available subbands in the image, seven contourlet coefficients are
possible which are further processed. Coefficients of both the sensors in the over-
lapped region are used for creating the training database. This in turn is used for
predicting HR data for the corresponding LR data. In simultaneous capturing
according to their swath widths of the two sensors, LISS III sensor data are
overlapped at the center of AWiFS image.

In simultaneous coverage of an area with both the sensors, LISS III image
overlapped at the center of AWiFS data. Thus, an overlapping area occurs at the
center (Figs. 1 and 2). In Fig. 1, the SW of both sensors LISS III and AWiFS is

Fig. 1 Swath of LISS III and
AWiFS

Fig. 2 LISS III image
overlapped at the center of
AWiFS image
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shown. Figure 2 shows the coverage area of both sensors. In the overlapped region
corresponding to the low-resolution AWiFS data, high-resolution LISS III data will
be predicted.

2 Background

AWiFS has TR, SR, and SW of 5 days, 56 m, and 740 km, respectively. LISS III
on other hand has TR, SR, and SW of 24 days, 23.5 m, and 140 km. Inverse
relationship exists between SW and revisit time, and direct proportion lies between
ground sampling distance (GSD) and SW [4].

The main important describing factors of remotely sensed data are resolutions of
the image. They are TR, SR, radiometric resolution, and spectral resolution. The
discriminable smallest linear distance separation that exists between any two
objects on the surface of earth represents SR of RS system [5]. Each bandwidth and
the responsive bands number of the EM spectrum describe spectral resolution of the
RS system [6]. The revisit time of the imagery of a specific geographic area by the
system is called temporal resolution [7]. Remote sensed data at periodical data are
required to observe study certain agricultural variables.

Radiometric resolution is ability/sensitiveness of an RS detector to detect vari-
ations in signal strength while it captures the radiant which is either emitted,
backscattered, or reflected, from the area/location [8]. Countable number of distu-
inshable signal levels are represented through it. Resourcesat-1 satellite has three
onboard sensors, viz., LISS IV (SR is 5.8 m), LISS III (SR is 23.5 m) of AWiFS
(SR is 56 m). Parameters of various sensors in the satellite Resourcesat-1 are given
in Table 1. More than one number of sensors data are fusioned to significantly
enhance the information for decision-making application and analysis.

For improving SR of AWiFS image using LISS III dataset, single image
super-resolution (SISR) [9] technique with NSCT is proposed. Various applications
in RS such as precision agriculture, flood forecasting, and land-use–land-cover
changes require images with the greater swath along with increased temporal and
spatial resolution. Identification of vegetation-type habitat derivation improves
land-cover classification with high spatial data [10].

Sensor data having varying TR and SR are combined resulting in images with
simultaneous improvement in TR and SR. This technique of sensor data combi-
nation is observed by fusioning LISS III data (23.5 m of SR) with AWiFS data
(5 days of TR) producing an image having 23.5 m of SR and 5 days of TR. This
method hence derives the name LISS III SR and AWiFS TR data combination
(LSAT) [11]. For Landsat and MODIS data, the SR and TR are 30 m, 16 days and
250 m–1000 m, 1 day, respectively. Location regularized sparse representation
technique is used to predict the fine image corresponding to coarse image using a
pair of Landsat and MODIS images. Later, optimal solution is found using FISTA
algorithm [12].
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SISR method tries to find priori correspondence between low-resolution and
high-resolution image blocks and in the subsequent stages, these results are used to
get high-resolution data from low resolution data. This method uses support vector
regression (SVR) that accepts vector input and outputs scalar quantity. Corre-
sponding pairs in AWiFS and LISS III identical in geometry are made to train the
SVR model. High-resolution image pixel along with its corresponding block
(patch) in LR image constitutes pair. LR image patch is used by the trained model
of getting HR image pixel [13].

3 Methodology

Input images: As input images, two datasets dataset I and dataset II are considered.
Each dataset constitutes two images: one is LISS III and another is AWiFS data.
This pair of images is used in the entire work for processing. The datasets I and II
image pairs (AWiFS image and LISS III image) are acquired at the same area on the
same date, by Resourcesat-1 and this data has been collected from BHUVAN
database provided by NRSC. These datasets are widely used by research com-
munity in India and abroad [14]. The input image datasets are selected such that
they are covering uniform features.

Input DataPair 1: One pair images acquired on November 27, 2009. These are the
original images used as input DataPair (Figs. 3 and 4).

Input DataPair 2: One pair images acquired on October 31, 2009. These are the
original images used as input DataPair (Figs. 5 and 6).

Proposed method obtains HR image through the given steps, to prone the
concept.

3.1 Image Registration

Image-to-image registration is the translation, scale, and rotation alignment process
by which two images of similar geometry and of same geographic area are positioned
coincident with respect to one another that corresponding elements of the ground area
appear in the same place on the registered images. This is used to obtain exact
pixel-to-pixel matching of two images LISS III and AWiFS, which is obtained.

3.2 Normalization

LR images through LISS III are possible by weighted averaging of neighboring so
to compare the corresponding AWiFS radiance. SR equal to AWiFS (56 m) is the
same as LISS III data being down-sampled 2.4 times [15]. Direct digital number
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(DN) comparision is not suggestable as LISS III image is 8-bit data and AWiFS is
10-bit data. So radiometric normalization in radiance domain is performed. The DN
of down-sampled LISS III (L3) is calculated using radiance values through “(1)”
and “(2)” [16].

Radiance L3 = DN of L3 ̸Max. DN of L3ð Þ × LISS III Saturation Radiance ð1Þ

Using these radiance values, pixel values are estimated just as AWiFS image
using the following equation.

DN = Radiance L3 × Maximum DN of AWiFS ̸Saturation−Radiance of AWiFSð Þ ð2Þ

3.3 NSCT Training

Using NSCT, for one band say B2 in AWiFS image, seven contourlet coefficients
of which one constitutes low-frequency information, two belonging to middle-level
frequency information, and remaining four of high-frequency information are
extracted. In the similar way, using band B2 of LISS III image, seven coefficients
are obtained. Subsequently, corresponding coefficients of the two images are
combined to form the training database. The process thus yields seven different
databases corresponding to seven different frequency information.

3.4 NSCT Prediction

Using the training database and AWiFS information for each contourlet coefficient,
the respective coefficients of LISS III are predicted. So seven coefficients will be
predicted in the same manner of band B2. These seven NSCT coefficients of the
predicted image are combined to get the total NSCT information. Inverse trans-
formations result in the predicted band B2 information of LISS III image in spatial
domain. The procedure is adopted for all the remaining three bands. Thus, training
database of step (c) is used to predict the HR equivalent of the original LR AWiFS
data in the overlapped area.

3.5 Quality Assessment

The quality of the output image is tested with original data. Comparison of
assessment parameter such as RMSE, CC, SAM, R2, and SSIM of the predicted HR
image of original HR image is done in the overlapped area [17].
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4 Results

In this work, a pair of remote sensing images from two sensors AWiFS and LISS III
of Resourcesat-1 satellite are considered. Experiments are conducted on two
datasets (Figs. 3 and 4) and (Figs. 5 and 6) comprising of 300 × 300 pixels image
size. These two input images are acquired on same date and at the same

Fig. 3 AWiFS LR image

Fig. 4 LISS III HR image

Improving the Spatial Resolution of AWiFS Sensor Data … 111



geographical location. The AWiFS and LISS III sensor images are having four
spectral bands. The first band is green band denoted by B2, second is red band
denoted by B3, third is the near infrared band denoted as B4, and the fourth is
shortwave infrared band denoted by B5. The methodology is implemented on all

Fig. 5 AWiFS LR image

Fig. 6 LISS III HR image
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the above-mentioned bands separately. Later, four predicted HR bands are obtained
for the corresponding LR bands.

DataPair 1:

Figures 7, 8, 9, and 10 are the bands of LISS III image that are predicted using the
dataset pair on November 27, 2009 of the respective AWiFS bands 2, 3, 4, and 5,
respectively. Multispectral HR image of the predicted bands is obtained corre-
sponding to the low-resolution AWiFS data (Fig. 11).

DataPair 2:

Figure 12 shows the predicted LISS III band 2 image of the respective AWiFS band
2 that is obtained. Similarly, Figs. 13, 14, and 15 predicted LISS III bands 3, 4, and
5, respectively, for the corresponding LR AWiFS bands. Image pair of LISS III and
AWiFS on October 31, 2009 is used for the prediction of HR image corresponding
to the LR AWiFS image. Above four bands are layer stacked to obtain the mul-
tispectral predicted LISS III image. Predicted multispectral image with band
combination of band 2, band 3, and band 4 is given in Fig. 16.

The proposed method using NSCT has been implemented to predict
high-resolution LISS III data in overlapping area of DataPair. The output image
quality is checked with the original LISS III image in the overlapping area. The
quality assessment parameters are computed for the predicted image which is found
to be satisfactory. There may be similar earth features in the nonoverlapping area as
that of overlapping area. The NSCT database of the overlapping region can be used
to predict the features in the nonoverlapping region. If the nonoverlapping region
has similar features, then the proposed method can be extended even for the

Fig. 7 Band 2
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application to predict HR LISS III image. Thus, the spatial resolution of AWiFS can
be improved equal to that of L3. Later, the LISS III swath width and temporal
resolution can be improved with as that of AWiFS sensor data.

Fig. 8 Band 3

Fig. 9 Band 4
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Fig. 10 Band 5

Fig. 11 Predicted HR image

Improving the Spatial Resolution of AWiFS Sensor Data … 115



Fig. 12 B2

Fig. 13 B3
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Fig. 14 B4

Fig. 15 B5
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5 Conclusion

The predicted HR image for the LR image is obtained in the overlapped area of
DataPair imagery. The predicted HR image is satisfactory in the overlapped area.
Quality assessment is done on the predicted HR image and found to be high
accurate, in terms of all the assessment parameters described above.

The proposed work can even be extended for predicting the HR image
nonoverlapping regions since in simultaneous capture of the DataPair with LISS III
patch at the center of AWiFS patch the method predicts the HR data corresponding
to the LR data in the overlapping region. This can be extended even to the
nonoverlapping region where LISS III (HR data are not available). This uses the
fact that classes (say water bodies, vegetation, etc.) have similar characteristics
either in overlapping or nonoverlapping regions. So it is possible to improve res-
olutions for the entire AWiFS swath, which will enable us to create the images with
spatiotemporal image fusion in the nonoverlapping regions of the image, with
sufficient large training database.

Acknowledgements The images used in this work are downloaded from Bhuvan website of
NRSC, Hyderabad. Sincere thanks and gratitude by authors to NRSC for providing these datasets.

Fig. 16 Predicted HR image
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Regular Expression Tagger for Kannada
Parts of Speech Tagging

K. M. Shiva Kumar and Deepa Gupta

Abstract Part of speech tagging for Indian languages in general and Kannada in
particular is not a very widely explored territory. There have been many attempts at
developing a good POS tagger for Kannada, but the morphological complexity of
the language makes it a hard nut to crack. Some of the best taggers available for
Indian languages employ hybrids of machine learning or stochastic methods and
linguistic knowledge. Though the results achieved using such methods are good,
their practicability for other inflective Indian languages is reduced due to their
heavy dependence on linguistic knowledge. Even though taggers can achieve very
good results if provided good morphological information, the cost of creating these
resources renders such methods impractical. In this paper, we present regular
expression parts of speech tagger for Kannada. We apply 100 patterns incorporating
the TDIL tags for Kannada and tested for accuracy with manual tagged corpus.

Keywords POS tags ⋅ NLTK ⋅ Morphology ⋅ Regular expressions
Pattern ⋅ NLP ⋅ Semantics ⋅ Syntax

1 Introduction

Grouping the words into their respective classes is widely known as tagging. The
part of speech tagging is one of the stages in natural language processing. An NLP
system needs more information about each word in a corpus. The syntax-level
information is the words parts of speech, and the semantic level information is its
meaning and also a context. In this paper, we use the word tagging in the context of
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parts of speech tagging for Kannada words. Indian languages are well organized in
their syntax semantics and lexical information. We find more scripts about the
grammar rules of creating meaningful and syntactically correct sentences. The
process of framing the sentence with proper order in a language is acquired by
human beings by their parents and the surrounding environment very easily but to
train a computer that can process natural language like Kannada needs a
well-framed model and a good annotated corpus. The English language is resource
rich in providing language-related corpus and language processing tools on Internet.
Kannada corpus and linguistic data are resource poor compared to other languages.
So we need to create these resources manually or create software to automatically
create these resources. The free order languages like Kannada require tagging
information to reduce the ambiguity and get the context information from the given
sentence. Two broad approaches are followed by researchers for tagging the corpus.
(1) Rule-based approach which purely based on linguistic knowledge and (2) sta-
tistical approach and a hybrid approach is used to create a tagged corpus or a tagged
sentence. Statistical tagging techniques use either supervised or unsupervised or
hybrid methods. The tagging process is termed as the sequence labelling problem
using the noisy channel model in which every word in the input sequence is to be
assigned with a tag from the given tags. Technology development for Indian lan-
guages (TDIL) has released a standard tags for each official language in India. We
use the 32 official TDIL tags for Kannada in this work. Statistical approaches
require training data. The resource-poor languages like Kannada do not have online
annotated corpus. We need to create the corpus manually. A huge quantity of
tagged corpus creation is a difficult task for languages like Kannada because of their
agglutinative feature and morphological richness. The data sparseness and
smoothing techniques used in statistical methods lead other problems of omitting
important words in the different contexts. Statistical taggers use machine learning
algorithms to train their systems. In Kannada, inflections attachment to the main
word decides its meaning at lexical level as well as at sentence level. Because of
this feature, the number of unique words in the corpus is very high compared to
other Indian languages and English. Each lemma word in Kannada can be attached
with 13 inflections, and these inflections are orthographically attached to the root
word. The morphological richness makes the statistical tagger to treat the lemma
words as different if it is attached with variable inflections. Kannada consonants are
attached with vowels in a word to make them agglutinative. This leads to increase
in number of unique words in the training corpus, and their frequency is also less
compared to English or Hindi corpus. This is the major challenge which makes the
statistical taggers fail to give good results for Kannada.

In this paper, we present a regular expression-based parts of speech tagging for
Kannada textual data. We explore the morphological feature associated with
Kannada word glyphs to identify the POS tags and tag with NLTK tagger. We got a
promising result without using statistical or machine learning algorithms to tag the
Kannada words.
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2 Related Work

The need of Indian language scripts recognition and processing task is in demand as the
number of online users is increasing day by day. The phonetic keyboard input is enabled
for all Indian languages with the effort of TDIL. In Kannada, we can represent any
pronunciation with their equivalent script and the vernacular representation of the given
word. The languages with fixed word order follow certain order of words in a sentence.
Any change in this order gives a differentmeaning. The SVOorder is strictly followed in
representing English sentences. The free word order languages do not follow any fixed
order in arrangement ofwords in a sentence because in these languages eachword acts as
a functional or nominalword. InEnglish language, a phrase or a groupofwords represent
the partialmeaningof a sentence [1]. The combinationofprepositions andnouns or verbs
gives a partial meaning of the sentence. Such chunking may be achieved using different
methods. For fixed word order languages, phrase structure grammars and parse tree
adjoininggrammars are used formodelling the sentence structures [2] (Joshi andSchabes
1997). These techniques cannot be applied for free word order languages. In free order
languages, thepositionof phrasescanbe altered just by changing theattached inflectional
affixes. Thepositionof inflectional suffix attachedwith eachword in free order languages
decides the meaning of the sentence. This leads to device a constraint-based model to
process these languages adhering to the grammar rules. The free order languagegrammar
and their computational representation are proposed by Bharati et al. [3] (Bharati and
Sangal [4]; Tapanainen and Jarvinen [5]). Thesemodellingmethods are also beenused to
parsefixed order languages (Bharati et al. 1997).They proposed the rules andmethods to
parse Hindi sentences. ‘Unknown Word Guessing and Part-of-Speech Tagging Using
Support Vector Machines’ [6]. They were able to predict POS tag for mysterious words
using support vectormachines. They achieve high accuracy in POS tag calculation using
substrings and surrounding context. This method does not depend on exacting charac-
teristics of English. They can be applied to other languages. Drawback of this method is
computational cost. It is difficult to train for a large amount of training data, and testing
time increases in more complex models. Karthik Kumar et al. [7] proposed the ‘Com-
parative studyof variousMachineLearningmethods ForTelugu Part of Speech tagging’
and they introduced the Smoothing the flexibility of an information and Probability of
transition between depends current observations, past and future observations. The
drawback of this paper is low accuracy of Telugu POS tagging, when it is compared to
other Indian languages. Kumar and Josan [8] had proposed ‘Part of Speech Taggers for
Morphologically Rich Indian Languages’. This paper tells about the part of speech
(POS) taggers proposed for various Indian languages like Hindi, Punjabi, Malayalam,
Bengali and Telugu. This paper introduces the high generalization performance inde-
pendent of the dimension offeature vectors in support vectormachines. The limitation of
this paper is that low accuracy leads to less size of lexicon. Rajeev et al. [9] proposed the
‘Part of Speech Tagger for Malayalam’. They mentioned about the statistical approach
with hidden Markov model and TnT tagger. The taggers are used for parsing, for
recognition in message extraction system, for speech recognition, and for text-based
information retrieval. The system works fine with Unicode-8 bit format to train and test
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data and provides basic building block for constructing statistical models for automatic
processing of natural languages with hidden Markov model. Dhanlaxmi et al. [10]
developed an SVM-based POS tagger and chunker for Tamil language. They got POS
tag accuracy of 95.64% and chunker accuracy of 95.82%. They used a customized
Amrita tags to tag the corpus of 165000 training set and 60000 test set Tamil words.
Shambhavi and Kumar [11] proposed the ‘Kannada Part-Of-Speech Tagging with
ProbabilisticClassifiers’. This paper has a process of assigningPOS tags for eachword in
sentences using a supervised machine learning classification algorithms, second-order
hidden Markov model (HMM) and conditional random fields (CRF) in Kannada lan-
guage. They have taken training data of 51,269 words, and test data consists of 2932
tokens. This experiment illustrates the accuracy of the tools based on HMM and CRF,
which are 79.9% and 84.58%, respectively. Badugu [12] proposed ‘Morphology
Based POS Tagging on Telugu’; in this work, they presented the morphological feature
of functional words in Telugu and used the morphological analyzer to tag the words in
Telugu. Pallavi and Pillai [13] developed a Kannada POS tagger using conditional
random fields with 80000 words corpus. They used the TDIL tags to train and test the
system.The rulesor arrangement ofwords inKannada is a free form innature; due to this,
the system requiresmore number of rules for specifying a single part of speech. They got
92.4% accuracy in POS Tagging.

3 Challenges in POS Tagging for Kannada

Attachment of Kannada inflections to the root words makes the number of unique
words much more larger than English corpus. Figure 1 presents the comparison
between the number of words and unique words in English and Kannada Bible text
corpus of 3000, 6000 and 9000 sentences. The analysis of parallel corpus of English
Kannada Bible text which is a parallel corpus reveals that the number of words used
to represent the information is twofolds more compared to Kannada words. The
number of unique words between English and Kannada is fivefolds more. We
observe more number of repeated words in English than Kannada. The main reason

Fig. 1 English–Kannada corpus details
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for this feature for Kannada textual representation is Kannada words are attached
with inflectional suffixes which includes the gender number and case markers.

In Kannada language the declinable words have seven cases as shown in Table 1.
A phrase or chunk in English is a group of two or more words but in Kannada

the phrase can be an inflected word with number gender or case markers. This
morphological richness makes the task of tagging more complex with statistical
methods as in the case of English.

4 Kannada Morphology-Based Parts of Speech Tagging

The proposed approach differs from all other work on tagging for Indian languages
in the way we process words. In English, a functional word is a combination of two
or three words. The meaning of the phrase is spread over all the parts of the phrase
but in Kannada the morphological affixes attached to the main words decide the
meaning, gender, number and case. A word or token in Kannada is a complex
functional word inflected with morphological suffix, and the position of these
suffixes will decide the meaning of the given sentence. This leads to less number of
words in a given sentence of Kannada. Because of this feature, Kannada tokens are
to be seen beyond the space separated group of characters. Kannada words can be
classified based on meaning and morphological and syntactic properties. When a
Kannada word attached with morphological suffix its phonetic pronunciation
slightly varies reflecting in a different meaning. Each word in Kannada sentence
comprises a definite meaning and syntactic role in the sentence. The arrangement of
words in the sentence follows the well-defined syntactic rules especially with
respect to gender number and case. The case markers in Kannada are attached to
noun and verb categories. We need to define a set of syntactic relations that are
applicable to all domain-specific data which is available in Kannada.

Statistical approaches for tagging assume that the information necessary for tag
assignment comes from the associated tokens in the sentence. This is true for English
but the same approach cannot be applicable for Kannada. In many cases, only the
combination of two or three words together that come before the current word is
taken for consideration. In contrast, the information required for assigning the cor-
rect tag for Kannada word comes from within the word that is in morphology. This is

Table 1 Kannada case markers

English case name Kannada case name Characteristic affixes

Nominative Prathama vibhakti ramaNu, (masculine) seethaLu (feminine)

Accusative Dvitiya vibhakti Annu, (colloquial)
Instrumental Trutiya vibhakti Inda
Dative Chaturthi vibhakti Ge, ige, akke, kke
Genitive Shashti vibhakti Aa
Locative Saptami vibhakti Alli
Vocative Sambodhana vibhakti Ae
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true in the case of morphologically rich languages. The majority of the words in
Kannada can be tagged correctly by looking at the main word and the inflections
attached to the word. The case, gender and number attachment in Kannada words
make the language rich with more number of unique words of the language. This
feature is a threat for statistical processing of the language because we cannot derive
the pattern of arrival of words in the sentences. In Kannada, the morphology assigns
8–10 affixes to the main word. Because of this feature, the syntax modelling for
Kannada becomes more complex compared to English or Hindi languages. The
Kannada sentence syntax follows a free form arrangement of words. In the present
context we use interrelationship between main tags, such as nouns and verbs that will
not model the syntax correctly. The complex functional dependencies between the
words of the sentence are decided by the inflectional suffixes in Kannada. Each noun
and verb in Kannada is attached with any of the above-mentioned inflectional suf-
fixes; it is required to refine the POS tags to represent different forms of nouns and
verbs. This makes the statistical techniques to capture and utilize complex functional
dependencies between words in a sentence. The syntactic parser with improved of
tags will be able to eliminate most of the tag ambiguities. Tagging is intended only to
reduce tag ambiguities, not necessarily to eliminate all ambiguities.

5 Tags and Kannada Tagging

Kannada words are inflected with more than ten affixes which decide the meaning
and context of word in the sentence. The question here is whether we need to tag
the words with inflectional suffixes or without consideration of the suffixes. If we do
not consider the suffix attachment to the words in Kannada sentences, we will be
successful in good tagging but we may lose inherent meaning attached with the
inflected words. In this work, we present the impact of using the modified POS tags
by considering the associated inflections. We are using the variants of noun and
verb main category parts of speech to inclusively tag the Kannada words. We retain
the other main POS tags provided by TDIL. Since the inflections attached to the
main parts of speech category decide the unique meaning of the word in the
sentence, we believe in creating more variants of main category parts of speech
such as noun and verb will improve the tagging accuracy and to extract the lin-
guistic pattern of Kannada sentence. The attachment of case markers in Kannada
sentence follows a particular pattern as shown in Table 2.

The free order arrangement of words in Kannada sentences follows a predefined
pattern of arrangement of words which are inflected by the number and case markers.
In the above example, all three variations of the sentence give the same meaning but
the word order is different in each sentence. We can see the difference in case markers
position in each of these sentences. Hence, in Kannada the inflectional suffixes decide
the meaning associated with their position in a given sentence. Hence, to extract the
syntactic information for Kannada sentences, we need to analyse the pattern of
arrangement of these number, gender and case markers positions in the sentences.
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Nouns and verbs are treated as universal categories. Since the inflections attached to
these main categories do not alter their respective categories in Kannada sentence but
carries a high impact on deciding the meaning of the sentence, we need to tag the
words with all possible variants of the main POS tag types. In this regard, we present
the following POS tags for Kannada nouns and verbs. We retain the other POS
categories specified in TDIL tags for Kannada is shown in Table 3.

6 Experiments and Results

In availability of a standard corpus for Kannada, textual data is the major challenge
for Kannada language processing. We downloaded the publicly available Bible text
corpus which is in xml format. We converted the xml form corpus into textual form

Table 3 Proposed tags for Kannada

POS tag Description Example

NN_Pr Proper noun , BengaLuru Bangalore
NN_S Noun singular , Rama Rama
NN_P Noun plural , pennugaLu Pens
NN_M Noun masculine ,sevaka Servant
NN_F Noun feminine sevakaLu, sevaki Maid
NN_N Noun neutral , Kurchiya Chair
NN_1 Noun nominative , Sevakanu Servant
NN_2 Noun accusative , Sevakanannu Servant’s
NN_3 Noun instrumental , Sevakaninda From servant
NN_4 Noun dative , Sevakanige To servant
NN_5 Noun genitive , Sevakana Servant’s
NN_6 Noun locative , Sevakanalli In servant
NN_7 Noun vocative , sevakanE The servant
VB_M Verb masculine , Bandanu He came
VB_F Verb feminine , bandaLu She came
VB_N Verb neutral , Banditu That come
VB_S Verb singular , Bantu Came
VB_P Verb plural , Bandavu Many have come
VB_1 Verb nominative , koDu Give
VB_2 Verb accusative , koDalu To give
VB_3 Verb instrumental , Kottiddarinda Given
VB_4 Verb dative , koDalikke To give
VB_5 Verb genitive , Kotta He gave
VB_6 Verb locative , Kottalli Where he gave?
VB_7 Verb vocative Kottane,

kottaLe
Did he gave?
Did she gave?
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and obtained 20000 sentences. It is observed that number of unique words in
Kannada is more compared to English.

6.1 Algorithm Kannada RegEx Tagger

Input: Raw Kannada sentences or a text document.
Step 1: Tokenize sentences using NLTK tokenize module.
Step 2: Design the RegEx patterns.

Step 2:1: Pass above patterns to nltk RegEx tagger.
Step 2:2: For each token in sentence or file.
Step 2:3: Assign POS tags using the RegEx tagger.

Step 3: Copy tagged words into json dump as a file.
Step 4: Read or print Tagged sentences.
Step 5: Close file.

6.2 RegEx Tagger Results

The Kannada RegEx pos tagger performance for randomly selected sentences is as
follows in Table 4.

Since we used the morphology-based regular expression patterns to identify all
possible variants of noun and verb forms, number of unknown words has been
reduced to maximum extent and the tag accuracy is more. The precision and recall
with respect to identifying the noun and verb forms in the Kannada text are more
compared to other statistical approaches of tagging.

Table 4 RegEx tagger results for Kannada

# sentences # tokens Unique words Identified by RegEx tagger Unknown (%)

3000 47324 1274 1210 5
6000 94942 20248 19788 2.27

9000 150899 28859 27959 3.11
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7 Conclusion and Future Work

In this paper, we presented morphology-based regular expression tagger for Kan-
nada parts of speech tagger according to the complex morphological feature of
Kannada words. We have shown that the performance and accuracy are high in the
proposed system. Manual verification of the results shows that the system is flexible
to tag any domain-specific data. We are planning to extend the same for developing
a speaker identification system for Kannada textual data using the gender and case
markers associated with verbs. The proposed work can also be used to model a
more flexible syntax and semantic analyser for Kannada sentences.
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Design of Conservative Gate and their
Novel Application in Median Filtering
in Emerging QCA Nanocircuit

Bandan Kumar Bhoi, Neeraj Kumar Misra
and Manoranjan Pradhan

Abstract In this era of emerging technology, fault-tolerant logic is applied for
circuit design. As the deep submicron and scaling, a number of pitfalls are the faces
of the CMOS technology. So a lot of constraints related to CMOS have shorted
with the quantum-dot cellular automata (QCA) technology. In this work, a new
parity conservative gate referred as parity-QCA (P-QCA) is proposed. The gate is
simulated with QCADesigner and compared with existing parity preserving logic
gates. By the comparative outcomes, it is found that the proposed design achieved
higher efficiency as compared to the counterparts. We achieved 100% stuck-at fault
coverage.

Keywords Parity preserving logic ⋅ Testability ⋅ Quantum-dot cellular
automata ⋅ Nanotechnology

1 Introduction

Advances in CMOS technology and deep submicron scaling have made reliability a
prime concern in advance semiconductor technology. In fact, it is worth mentioning
that QCA technology is much used in research because of the smaller area, high
computation speed, and low power concern [1, 2]. Electric potential-based charge
flow occurs in QCA cell. This approach is advantage for both no leakage current
and high computation; however, as with any CMOS technology, it suffers from
leakage current as for the reliability issue. In VLSI circuits, parity preserving
method is preferable for fault detection. The primary abstract behind the preserving
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logic of the observance of testability is to match the parity of inputs with parity of
outputs [3]. In fact, it is the hamming weight used in both inputs and outputs to
ensure the observance of testability. More formally, momentary incorrect logic
output in the circuit can cause fault to occur, which effect circuit functionality.
Hence, the parity preserving feature is of importance to circuits’ reliability. Since
the parity preserving approach is not suited of error correction, the testing engi-
neerings usually accept the testing by means of stuck-at fault to be able to correct
the fault. So using parity preserving circuits faults can be easily detected which
increases the reliability and performance. All these above factors motivate us to
design a new logic gate which is proving more efficient than previously published
parity-preserving gates.

This work is structured as follows. Section 2 gives a glance of QCA logic.
Section 3 provides related work on parity preserving circuits. Section 4 introduces
the proposed design, and Sect. 5 evaluates the performance of P-QCA. A novel
efficient median filter architecture is reported in Sect. 6. Section 7 deals with the
test evaluation of the P-QCA for all possible defects. The conclusion is presented in
Sect. 8.

2 Preliminaries

The state-of-the-art technology was driven towards smaller area and low power.
QCA technology was all geared towards succeeding these two aims. In a QCA,
quantum cell is computed by the logic bits. Each cell is composed of four
quantum-dot and two free electrons [2, 4]. Two extra electrons are present in the
cell and because of tunneling effect they move around the quantum dots. Due to
Coulomb repulsion, the electrons are repealed to the corner locations to maximize
their space. The QCA cell has values, binary 1 and binary 0, according to the
different positions of two free electrons as shown in Fig. 1a.

QCA devices can be designed by various physical arrangements of QCA cells.
The two primary logic gates in QCA are the MAJ and INV [5, 6]. MAJ gate can be
realized by five QCA cells as shown in Fig. 1b. The inverter is shown in Fig. 1c,
where 45 displacements in the two lines of the merging cells produce the com-
plementary action of the input signals. QCA operates by the Columbic interaction
that connects the state of one cell to the state of the neighbors, unlike the con-
ventional logic circuits in which information is transferred by electrical current.

Fig. 1 Basic QCA designs a cell, b majority gate (MAJ), c inverter (INV), d wire
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Figure 1d shows binary wire. In the binary wire, a signal propagates from the input
to the output due to the Columbic interactions between the cells. An external clock
signal is used in CMOS-based system for designing sequential circuits and con-
trolling the timing operations. However, timing in QCA is necessary for both
combinational and sequential circuits, and is achieved by clock zones [7, 8].
Clocking zone satisfied the power gains in QCA as well as the control of the
information flow between the cells.

3 Related Works

Reliability of the devices is always a major concern. To ensure the reliability of
devices, parity checking is the preferred method used in fault-tolerant circuits due to
its low overhead for storage as well as interconnect. Researchers have designed
testable logic circuits using parity preserving logic gates such as Fredkin gate,
CQCA gate, MX-gate, t-QCA, PPRG gate, and TPC-QCA gate. Fredkin gate [9] is
a universal gate that is shown in Fig. 2a. But its disadvantage is that it requires six
majority gates and four clocking zones in QCA implementation, so that it is difficult
to build a large circuit using Fredkin gates. MX-QCA gate [6] shown in Fig. 2b has
five majority gates and four clocking zones. The structures of CQCA gate [10] and
t-QCA gate [11] are shown in Fig. 2c and d, respectively. These two gates have
majority logic functionality at the primary outputs which are useful for circuits
having that functionality. But their QCA implementation requires more number of
cells. TPC-QCA gate [12] structure is shown in Fig. 2e. QCA implementation of
this gate is better than other parity-preserving gates in terms of cell count and area.
But the disadvantage is that it requires five majority gates and majority logic
functionality implementation requires three numbers of such gates. PPRG gate [13]

Fig. 2 a Fredkin gate, b Mx-QCA, c CQCA, d t-QCA, e TPC-QCA, f PPRG
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is shown in Fig. 2f. The disadvantage of PPRG gate is that it requires a large
number of QCA cells for QCA implementation. All these factors motivate us to
design a new parity-preserving gate having less cell count, area, and delay.

4 Proposed Gate

In this section, we proposed a self-testable parity-preserving gate called P-QCA.
There are three inputs and three outputs having input, output mapping as P =
AB + BC + AC, Q = B′, R = A′B + BC′ + A′C′. The schematic of the P-QCA
gate is shown in Fig. 3a. The logic block of the proposed P-QCA gate is illustrated
in Fig. 3b. Truth table is shown in Table 1. The truth table of the proposed P-QCA
gate confirms that A XOR B XOR C = P XOR Q XOR R. It requires two majority
gates and three inverters. Two possible ways of QCA realization of P-QCA gate are
shown in Fig. 4a and b. The first implementation has coplanar structure. In coplanar
design, 90° cells are used for wire crossing. The second implementation has mul-
tilayer structure. This structure uses crossover cells for wire crossing. The multi-
layer layout has the advantages of reduced number of cells and area.

Fig. 3 P-QCA gate a block diagram, b QCA schematic

Table 1 Truth table of
P-QCA gate

A B C P Q R

0 0 0 0 1 1
0 0 1 0 1 0
0 1 0 0 0 1
0 1 1 1 0 1
1 0 0 0 1 0
1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 1 0 0
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5 Simulation Results and Comparison

The P-QCA gate is simulated using QCADesigner tool [14]. QCA results of P-QCA
gate are shown in Fig. 5. These results confirm that our proposed QCA layout has
achieved desired functionality. The P-QCA gate is compared with Fredkin, CQCA,
MX-QCA, t-QCA, and TPC-QCA gates. Table 2 reports the implementation results
of the proposed design and previous parity preserving logic gate designs. The
P-QCA design has 0.06 µm2 and 0.03 µm2 area for coplanar and multilayer design
techniques, respectively, as shown in Table 2. A comparative performance of
P-QCA and some of existing QCA primitive gates implementation of thirteen
standard function is presented in Table 2. It indicates that the multilayer imple-
mentation of a P-QCA gate is most efficient in terms of QCA design metrics. It
requires 33 QCA cells compared to 71 cells required in coplanar structure. Clocks
zone is reduced to 1 in multilayer QCA layout which is highly efficient to design
larger circuits. It also covers a minimal area of 0.03 µm2. Table also reported that
the multilayer layout of proposed P-QCA gate is more efficient than existing
parity-preserving gates in all QCA design metrics. P-QCA gate has reduced cell
count, clock zones, and area compared to previous most efficient TPC-QCA gate. It
is because five majority gates having two-level implementation are needed in
TPC-QCA gate compared to two majority gates and one-level implementation in
the proposed design. In order to have the comparison with existing
parity-preserving gates for logic realization, we have realized 13 standard three
input-variable Boolean operations in [15] for QCA based. These thirteen operations
have 256 Boolean functions for three input variables. Table 3 presented the com-
parative analysis results with existing gates by synthesizing these 13 standard
functions.

Fig. 4 a Coplanar QCA layout of P-QCA, b multilayer QCA layout of P-QCA
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Fig. 5 Simulation result of P-QCA gate
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6 Logic Synthesis with P-QCA

The primary purpose of this P-QCA gate is to design fault-tolerant logic devices
with low design cost. In this section, a novel median filter is designed using the
proposed P-QCA gates.

Median filtering is basically improving the interpretability of information in
image processing for noise reduction. It is well known that the noise reduction is a

Table 2 Comparison of
P-QCA and existing
parity-preserving gates

Parity-preserving
gates

Cell
count

Clock
zone

Area
(µm2)

Fredkin [9] 246 5 0.36
MX-QCA [6] 218 4 0.35
PPRG [13] 171 5 0.19
CQCA [10] 117 2 0.11
t-QCA [11] 113 4 0.12
TPC-QCA [12] 34 3 0.04
Coplanar P-QCA 71 2 0.06
Multilayer P-QCA 33 1 0.03

Table 3 Comparison of P-QCA and existing parity-preserving gates

Standard function Logic gate
CQCA t-QCA TPC-QCA P-QCA

(Multilayer)
# Gate # Clk # Gate # Clk # Gate # Clk # Gate # Clk

1. F = ABC 2 4 2 8 2 6 2 2
2. F = AB 1 2 1 4 1 3 1 1
3. F = ABC + AB′C′ 3 4 2 8 3 9 3 3
4. F = ABC + A′B′C′ 6 8 8 16 3 9 4 4
5. F = AB + BC 2 4 2 8 2 6 2 2
6. F = AB + A′B′C 5 8 6 16 2 6 3 3
7. F = AB + A′BC′ +
AB′C′

6 6 6 16 4 9 5 5

8. F = A 1 2 1 4 1 3 1 1
9. F = AB + BC + AC 1 2 1 4 3 9 1 1
10. F = AB + B′C 3 4 4 12 1 3 2 2
11. F = AB + BC +
A′B′C′

6 8 2 8 3 9 4 4

12. F = AB + A′B′ 4 6 1 4 2 6 2 2
13. F = ABC + A′B′
C +
AB′C′ + A′BC′

3 4 2 8 5 9 5 5

Total 43 62 38 116 32 87 35 35
Improvement (%) 18.6 43.5 7.8 69.8 – 59.7
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challenging task and the goal of the image processing. Many methods such as
nonlinear to reduce the noise; another method is linear filtering. Nonlinear tech-
nique is the very first step performed for the noise reduction as the algorithm is
applied. To apply this algorithm, first find the middle element of the group numbers.
In this group number, we are applying the shorted technique either ascending or
descending. However, applying the standard median filter may yield replace the
pixel value as a result of algorithm apply. Figure 6 shows the median finding and
encoding. Here, the median finding algorithm is designed using one-hot encoding
method which is shown in Fig. 6b. The advantage of this encoding method is that
no decoders are needed to decode the input data.

Figure 6a shows an example of 3 × 3 size filter. In Fig. 6b, all the numbers are
decoded using one-hot encoding method. Here, every column has nine digits. From
this nine digits, either 1 or 0 will be taken which is maximum among the nine digits
to calculate the median. In this example, 0000000001111111 is the value for each
column, where the value is 7 in one-hot decoding. So the median is 7. As we are
calculating the majority of nine numbers in a column, our proposed P-QCA gate is
more suitable for it. The proposed design is shown in Fig. 7. Here, four P-QCA
gates are used to calculate the majority number among the input nine numbers of a
single column. Here, I0 to I9 are nine inputs to find median value, Y is final median
output, and g1 to g8 are unused or garbage outputs. Above example shows a
median value calculation of four-bit size numbers, so that here 16 columns are
required to design. Similarly, for 8-bit numbers, 256 columns are required. For this
size, 256 × 4 = 1024 P-QCA gates are required to design the median filter. From
Table 3, it is shown that majority number finding functionality F = AB + BC +
AC is achieved by a single gate in CQCA and t-QCA. So a comparative study of
the proposed gate with these gates to design an 8-bit median filter is shown in
Table 4.

Fig. 6 a Median finding of 3 × 3 matrix, b median finding using one-hot encoding
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7 Testing and Fault Coverage

This section explores the fault testing methodology of the proposed P-QCA gate. In
parity preserving logic gates, the parities of input and output vectors are same. So
that faults can be easily detected by comparing the parity of input test vectors with
output vectors. Table 5 illustrates the testability of proposed P-QCA gate for
stuck-at faults. Table 5 illustrates the different single stuck-at fault patterns of the
P-QCA gate. The outputs corresponding to test vector 000 and 111 are 011 and 100,
respectively. If any input/output is stuck-at 1, the output corresponding to test
vector 000 yields an output different from 011. Similarly, if any, input/output is
stuck-at 0, and the output corresponding to test vector 111 yields an output different
from 100.

Fault coverage of < 000, 111> = 100%

E-output = Expected output, F-output = Faulty output

Table 5 illustrates the different multiple stuck-at fault patterns of the P-QCA
gate. In both single stuck-at fault and multiple stuck-at fault, the test vector set
{000, 111} can detect all faults with 100% fault coverage. It also indicates that there

Fig. 7 Median finding using
P-QCA gate

Table 4 Comparison for
implementing median finding
architecture of 3 × 3 matrix

Gate No. of
gates

Area
(µm2)

Clock
zones

CQCA [10] 1024 112.64 2048
t-QCA [11] 1024 122.88 4096
P-QCA
(multilayer)

1024 30.72 1024
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is a parity mismatch between inputs and faulty outputs. This led us to conclude that
P-QCA gate can concurrently detect a permanent fault by matching the parity.

Table 5 Stuck-at fault characterization

I/O Fault type Test vector ABC E-output
PQR

F-output
PQR

Single stuck-at faults
A

s-a-0 111 100 101

A s-a-1 000 011 010
B s-a-0 111 100 110
B s-a-1 000 011 001
C s-a-0 111 100 101
C s-a-1 000 011 010
P s-a-0 111 100 000
P s-a-1 000 011 111
Q s-a-0 000 011 001
Q s-a-1 111 100 110
R s-a-0 000 011 010
R s-a-1 111 100 101
Multiple stuck-at faults
AB

s-a-0 111 100 010

AB s-a-1 000 011 101
BC s-a-0 111 100 010
BC s-a-1 000 011 101
AC s-a-0 111 100 001
AC s-a-1 000 011 110
ABC s-a-0 111 100 011
ABC s-a-1 000 011 100
PQ s-a-0 111 100 000
PQ s-a-1 111 100 110
QR s-a-0 000 011 000
QR s-a-1 111 100 111
PR s-a-0 111 100 000
PR s-a-1 000 011 111
PQR s-a-0 111 100 000
PQR s-a-1 000 011 111
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8 Conclusion

In this paper, a new parity-preserving gate is designed using QCA. The design is
implemented and verified in the QCADesigner tool. We compared the proposed
gate with existing parity-preserving gates. We have also implemented 13 standard
functions. The comparison results illustrate that our proposed gate has significant
improvements in area, delay, and power consumption. We also designed a new
median finding architecture using majority logic. Finally, stuck-at fault analysis of
the proposed gate indicates that with minimum test vectors all stuck-at faults can be
detected.
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A Brief Survey: Features and Techniques
Used for Sentiment Analysis

P. N. V. S. Pavan Kumar, N. Kasiviswanath and A. Suresh Babu

Abstract Today, people are more passionate in using websites, social media, and
e-shopping. They are also more eager to express and share their opinions or
feedbacks on web regarding day-to-day activities and global issues. But most of the
reviewers are not genuine in giving reviews and opinions. Some people may create
false reviews to promote or disparage products and services. This practice of
making fake, untruthful, or deceptive reviews is known as opinion spam. Over the
past few decades, research communities, academia, public, and industries are
meticulously working on sentiment analysis (opinion mining) to extract and predict
the authentic interests and usage requirements of customers. Using natural language
processing, meaningful features can be extracted from the text and are possible to
conduct review spam detection using various machine learning techniques. In this
paper, we emphasized and analyzed the various feature selection methods in sen-
timent analysis by studying the various papers of different authors.
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1 Introduction

In this internet world, share marketing, opinion sharing and checking of opinions,
e-ticket bookings, e-shopping, etc., are all increasing in day-to-day life of people.
The size and importance of these reviews is also increasing. Hence, in taking
decisions for purchasing products and in share value predictions in share markets,
etc., people are depending on these reviews (opinions, feedbacks, or ratings). These
reviews, made by the reviewers, will be in different types that include comment
reviews (positive or negative), ratings, color or graph indications, good and bad
indications, likes, etc.

Some companies or organizations write reviews by themselves for promoting
their own products or disparaging other companies or organization products.
Sometimes reviewers, usually common people, give blind opinions on the products
that are purchased. Definitely, online reviews are helpful to the user but predicting
the genuineness of the reviews is very difficult for the user and trusting of these
reviews blindly is perilous for seller and buyer. Hence, review spam [1] is grievous
enough that have enticed to heed by both government and media. Hence, it is a
challenge for researchers to develop efficient methods in order to help sellers and
buyers for distinguishing genuine reviews from fake reviews.

Sentiment analysis or opinion mining is a natural language processing
(NLP) application. It depends on feature selection methods and approaches to
extract the feature sets from the review corpus. For performing this, certain sta-
tistical measures are used. Here, features are chosen based on empirical evidence.
Hence, features are very important in the task of sentiment analysis. Text analytics
is the most commonly used method to find and extract polarity (positive or nega-
tive) of a subjective information in the review documents. This review paper pre-
sents the survey report on the techniques and approaches for feature selection and
extraction in sentiment analysis. In this paper, we have done a literature review
process by studying various papers of different authors to identify areas that are
thoroughly observed by researchers.

The paper is organized into four sections. Section 1 is an introduction; Sect. 2
discusses about the feature selection algorithms and methods used for the review
process; Sect. 3 gives a survey report on the features and techniques used in the
process of feature selection and extraction for sentiment analysis, and Sect. 4
concludes and reports opportunities for further research.

2 Feature Selection

Feature selection (FS) and extraction methods are needed in sentiment analysis
especially for improving learning performance, minimizing computational com-
plexity, building generalizable models in a better way, and reducing required
storage. Actual feature space is mapped to a new feature space, with reduced
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dimensions in the feature extraction method (FE). But this transformation and
further analysis of transformed features are difficult because transformed features
obtained have no physical meaning. But without any transformation, FS chooses a
subset of features from the actual feature set and the physical meanings of actual
features are preserved. As FS is better readable and interpretable than FE, it is
considered to be superior. Certain FE methods can also be transformed into FS
methods [2].

In terms of label availability, FS methods can be broadly classified into super-
vised, unsupervised, and semi-supervised methods [3]. In terms of different
selection strategies, FS can be categorized as filter, wrapper, embedded, and hybrid
models.

2.1 Feature Selection Algorithms

The characteristics of the FS algorithms [4, 5] in terms of their output types and
feature redundancy handling capability characteristics of some FS algorithms are
listed in Table 1.

2.2 Feature Selection Methods

FS methods are classified into offline and online methods [6]. Offline FS methods
are classified into four types: filter, wrapper, embedded, hybrid, and ensemble

Table 1 Feature selection algorithms

S no FS algorithm Characteristics of FS algorithm Feature redundancy
capability

1 BLogReg Embedded, supervised, multivariate,
feature set

Cannot handle

2 CFS Filter, supervised, multivariate,
feature set

Cannot handle

3 FCBF Filter, supervised, multivariate, feature set Cannot handle
4 mRMR Filter, supervised, multivariate, feature set Cannot handle
5 SBMLR Embedded, supervised, multivariate,

feature set
Cannot handle

6 Gini index Filter, supervised, univariate, feature
weighting

Can handle

7 Information
gain

Filter, supervised, univariate, feature
weighting

Can handle

(continued)
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feature selection (EFS) methods. These methods are called as flat FS methods [6].
The working of each flat FS method is depicted in Fig. 1.

The structured FS methods [7] are categorized into a tree, graph, and a
group. Traditional FS is the offline method. Supervised FS methods use labeled
variables and find the correlation among features. Unsupervised methods do not use
labeled data but usually preserve the data similarity or manifold structure. Thus, this
method has gained an increasing attention since many years. Semi-supervised
methods utilize a manifold structure corresponding to both the label and unlabeled
data.

Features from various web documents arrive in by streams which are different
from classical online learning that allows samples to flow dynamically. Out of all
the samples available, only one feature descriptor fdi is assumed by the online FS
methods. Thus, the ultimate task of online FS is to evaluate whether the feature with
fdi should be accepted by their arrival or not using the proposed methods like
Grafting [8], Alpha-investing [9], and online streaming feature selection (OSFS)
[10, 11].

The features of various reviews exhibit certain intrinsic structures [12] in many
real-world applications, e.g., trees, graphs, spatial or temporal smoothness, and
disjoint or overlapping groups [4, 13, 14]. Hence, online and offline feature
structures should be analyzed and understood well in reviews in order to signifi-
cantly improve classification performance and help identify the important features.

Table 1 (continued)

S no FS algorithm Characteristics of FS algorithm Feature redundancy
capability

8 Kruskal–
Wallis

Filter, supervised, univariate, feature
weighting

Can handle

9 Fisher score Filter, supervised, univariate, feature
weighting

Can handle

10 ReliefF Filter, supervised, univariate, feature
weighting

Can handle

11 Chi-square Filter, supervised, univariate, feature
weighting

Can handle

12 t-test Filter, supervised, univariate, feature
weighting

Can handle

13 Spectrum Filter, unsupervised, univariate, feature
weighting

Can handle
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(a) Filter

(b) Wrapper

(c) Embedded

(d) Hybrid

(e) Ensemble

Fig. 1 Flat FS Models: a Filter, b wrapper, c embedded, d hybrid, e ensemble
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3 Survey on Features, Techniques, and Datasets Used

In Table 2, we specified the year and reference number, features used, techniques,
and datasets used in various papers from 2005 to 2016. Accuracy (A), precision (P),
and recall (R) values are also specified in the table above.

4 Conclusion

FS is still an active field and is perpetually rejuvenating itself to answer new
challenges. In this paper, we provide a brief survey report from 13 reference papers
(2005–2016) based on the features used, techniques applied for extracting features
for the sentiment classification, and performance evaluation of the techniques
applied on the datasets or corpus used in terms of accuracy, precision, and recall.
The datasets or corpus used in Table 1 are Movie Reviews, MPQA, News, Twitter,
Hotel and restaurant, customer opinion corpus, etc.

From the survey report, the goals in 2005 papers are polarity classification,
rating inference, information extraction, text categorization, and scalable pattern
evaluation. Various methods used are augmented lexicon-based methods (2011),
proposed hybrid approach (2012), pair-wise combination of techniques (2013), an
extensive study on the effect of seven FS methods on the three machine learning
classifiers (2014), swarm-based FS methods and meta-heuristic algorithms (2015),
bootstrapping, sampling, machine learning techniques, and decision forest-based
methods (2016).

From the 13 papers surveyed, the accuracy ranges from 67 to 98% when N-gram
and binary features are used, whereas for other features like syntactic and semantic
features, polarity features, and lexicon features, the accuracy ranges from 65% to
88% only. Hence, N-gram based approach of FS outperforms than the other
approaches. From the survey report, it is observed that SVM-based approaches and
pair-wise combination of techniques like DF-TF, MI-DF, etc. gives better perfor-
mance than other techniques.

Very few papers are on social media web sources like Facebook, Twitter,
YouTube, etc. Most of the reviews are from movies and news and less research is
there on regional movie reviews and the regional news. There is a vast scope for
research in a well-designed sentence structure, regional, and language-centric
sentiment analysis.
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Content-Centric Global Id Framework
for Naming and Addressing for Smart
Objects in IoT

Prasad Challa and B. Eswara Reddy

Abstract In the Internet of Things (IoT), things include variety of objects like
computers, sensor nodes, RFID tags, vehicles, medicines, books, etc., and these
things can be uniquely identified for the addressing and communicating each other.
As the key part of the Internet architecture, naming scheme is crucial change
brought by the vision of the IoT. Classical naming schemes like IP and URI are
facing great challenges due to adopted features and have been altered and broaden
to endure with all the aspects. Other identification schemes are also offered for
distinct causes. The building of new naming schemes within future Internet
architecture projects has brought fresh thoughts and fresh answers. In this paper, we
propose a naming scheme called content-centric global Id for addressing the
problems of mobility, scalability and energy conservation challenges effectively.
The advantage of the proposed method is delivering simple routing approach that
exclusively depends on content and efficient content distribution.

Keywords IoT ⋅ 6LoWPAN ⋅ URI ⋅ AAID ⋅ GS1 ⋅ Sensor UID
NDN ⋅ MF

1 Introduction

The Internet of Things (IoT) connects billions of devices. In such a vast network of
different interconnected objects, the issue of naming and identification of objects
plays an important role and it affects the other aspects such as architecture, privacy
characteristics, governance, etc.
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To identify many numbers of low-power smart devices, it is required effective
naming and addressing policies. Soon, the TCP/IP network protocol identifies each
device using 4-byte IPv4 address in which IPv4 we can address 232 devices only.
Therefore, other alternative solutions used for the addressing policy. In this context,
IETF group proposed IPv6 addressing that has been advised for low-power wireless
communication nodes within the 6LoWPAN context. IPv6 addresses are expressed
by means of 128 bits and therefore it should be enough to identify any object which
is worth to be accosted. Therefore, we may look at assigning an IPv6 addressing
policy for identifying the objects in the cyberspace world.

Radio Frequency Identification (RFID) tags are embedded into IoT objects and
are interconnects the objects using standard communication protocols. In the lit-
erature, various solutions are proposed [1–3] for mapping the RFID into IPv6
addressing. Due to the limitations of RFID technology, the solutions can address
the mobility of objects and security issues in the networks.

IoT devices are constrained in terms of memory, processing capability and
power supply, and to support mobility to these constrained devices, several
IP-enabled mobility protocols are proposed [4, 5]. Mobility management protocols
evolved by host-centric network or network-centric each of them having their own
importance in handover delay, signal strength and packet loss to improve the QoS
in real-time applications. In IPv6 networks, auto-configuration supports the
mobility management.

In IP-based networks, all the host systems are identified by querying the Domain
Name Server (DNS) which cannot sufficient to address the scalability and adapt-
ability for object to object communication in IoT. However, instead of querying
DNS servers in hierarchical, Object Name Service (ONS) [6, 7] is flat naming
scheme to resolve names of objects.

In order to achieve a true identity management in the IoT, an essential feature is
to provide support for finding the IoT devices in order to addressable, named and
discovered. The taxonomy of IoT identifiers is categorized into object Ids, com-
munication Ids and application Ids. The sensor data is effectively distributed over
the core network with routing on GUIDs [8]. It can also inherit the nice mobility
and security features of GUID.

In [9], IoT applications are classified into four types: Energy management
application, supply chain management and logistics, urban mobility applications
and defence and Intelligence applications. Each application has its own trade when
it comes to naming issues.

The rest of the article is organized as follows. Section 2 reviews the related work
on naming and addressing of IoT objects. Section 3 gives the details of problem
definition and system model. Section 4 presents the simulation results and
discussion.
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2 Related Work

Today’s Internet is mainly based on IPv4 and uses 32-bit addresses which limit the
address space to 4,294,927,296 different addresses. In future, according to the
estimate, there are 50 billion connected devices by the year 2020. The limitation of
IPv4 stimulated the growth of IPv6 that covers the address space of 128 bits, that is,
3.4 * 1038 unique addresses. Based on IPv6 addressing, 6LoWPAN (IEEE
802.15.4) is designed to typically constrain devices in terms of storage and pro-
cessing capability which uses the features like header compression and machine
configuration, neighbouring discovery, security and interoperability [10]. 6LoW-
PAN is lacking RFID mobility support and likewise a large number of information
generated and having different traffic characteristics due to heterogeneity.

The header size of 6LoWPAN (IEEE 802.15.4) is 21–41 bytes, to reduce the
header size and for supporting non-IP technologies like Bluetooth Low Energy. In
[11], global IP protocol, which introduces Access Address Identifier (AAID) that
translates the in-node frame to out-node frame by mapping the heterogeneous
devices where header size is reduced to 5 bytes, improves the performance but
when nodes are moving it cannot address the problems of home agent relocation
issues and security is weak.

Electronic Product Code (EPC) global and global standard 1 are the solutions for
identifying the objects in supply chain management; it can identify the objects and
provide the strong security [12]. In [13], it is not suitable for smart objects in IoT
due to lack of interoperability among the protocol standards. In [14, 15], Open
Sensor Web Architecture (OSWA) focuses on providing a platform to discover,
access heterogeneous sensor networks and then process the information collected
from those resources. In addition to this, a service-oriented prototypes of sensor
collection service, sensor planning service, web notification service and sensor
repository service have been designed and implemented targeting the sensor
applications running on top of TinyOS.

In [9], for naming and addressing smart objects in IoT, NDN is a future Internet
architecture project which addresses the problem of interoperability and mobility
but it uses name-based routing that depends on dynamic binding of network address
which creates a bottleneck at gateway nodes.

ICN-NDN (Information Centric Network-Named Data Network) and ICN-MF
(Mobility First) are projects under future Internet architecture in which routing is
based on content instead of depending on network address; it uses the context to
transmitting packets. In [16–21], name-based routing and mobility first routing
address the network congestion in pervasive computing. These are lacking in
interoperability and flexibility.

The summary of classification on related work which addresses the naming and
addressing of smart object in IoT is given in Table 1.
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3 Content-Centric Global Id Framework

The architecture of content-centric global Id framework is shown in Fig. 1. The
main idea is based on content and identity-based naming scheme for
device-to-device communications in IoT. Figure 1 describes how things (sensors,
RFID tags, actuators, etc.) of heterogeneous system are accessed by various
applications through the IoT middleware.

IoT middleware serve platform is associated with content store database which
employs an XML encoding scheme to encode data packets and decode the names
stored in content store. The key functionalities of an IoT middleware are discovery,
security, interoperability, data management and content redistribution, and those are
summarized into three groups as

Table 1 Summary of methods of naming and addressing adopted by various schemes

6LoWPAN Global
IP

GS
1

SWE IoT@Work ICN-NDN ICN-MF

Network
independent

✘ ✘ ✘ ✘ ✘ ✓ ✓

Scalability ✓ ✘ ✓ ✘ ✓ ✓ ✓

Efficient ✘ ✓ ✓ ✓ ✘ ✓ ✓

Preserving of
privacy

✘ ✘ ✓ ✓ ✘ ✓ ✓

Interoperability ✘ ✘ ✘ ✓ ✘ ✘ ✓

Reliability ✘ ✘ ✓ ✘ ✓ ✓ ✘

Flexibility ✘ ✘ ✘ ✘ ✘ ✘ ✓

Mobility ✘ ✘ ✘ ✘ ✘ ✘ ✓

Fig. 1 Architecture of
CCGId
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(1) Discovery,
(2) Data processing and
(3) Data redistribution.

• Discovery service:
Discovery service provides the applications for finding things through the
Object Name Service (ONS) which is similar to Domain Name Service
(DNS) in the traditional TCP/IP Internet architecture for resolving the names.
The IoT object connects to CCGId network and makes itself available to other
applications.

• Data Processing:
The applications access sensor data through the CCGId network and generate
new data from an existing knowledge by applying semantic rules.

• Data Redistribution:

The CCGId host distributes sensor data through the network and delivers data
from their source to different locations for quick access.

3.1 Protocol Stacks of CCGId

The protocol stack of CCGId is shown in Fig. 2 which elucidates the CCGId core
network functionalities to achieve flexible communication among the IoT objects.
The main components of CCGId are Object Name Service (ONS) which registers
all object’s global Ids using the two components: one is public key and another one
is sequence number which is shown in Fig. 3. ONS is a distributed and dynamic
service which updates in real time.

Name Certification Service (NCS) is a component for supporting access of data
and/or services of IoT objects; NSC verifies the objects global Id for providing the
access of data/service that ensures the privacy communication endpoints.

Fig. 2 Protocol stack of
CCGId
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In contrast to TCP/IP, which leaves a responsibility for security to endpoints,
CCGId secures the data itself by requiring data producers to cryptographically sign
on every data packet.

The gateway device can identify the service type such as light control, tem-
perature, sensing, etc. Routing makes use of both global Id and Network Address
(NA) from ONS for hop-by-hop reliable block transfer of data packets. In CCGId
core network, each router has enough storage for caching to provide Delay Tolerant
Network (DTN).

Applications are in the following sequence of steps.

• Name Registration: The user of device publishes global Id and service type
through the NAS function, which can available on both device and router of
CCGId.

• ONS Refresh: When the application service connects to CCGId network, the
access router calls ONS update to provide a global Id to connect to network
address mapping.

• Service Discovery: Whomever wish provide service to the corresponding
application can find global Id through query for requesting service with proper
keywords.

• Service Request: Once discovering, the service-seeking device next makes a
service request with an RDF query to join the service membership.

• Routing and ONS lookup: The service request towards god is routed to the
corresponding network address which is obtained from an ONS lookup.

• Service Request Redirection: User application device selects one of the service
providers by making use of GPS location.

In the process of routing, router storage is useful for processing location-based
services. All the routers in the core network are connected in a distributed fashion.

4 Simulation Result

We have conducted extensive experiments of the ICN-building management system
architecture using network simulator-3. The CCGId framework is implemented in
the C++ programming language. We observed that the CCGId framework per-
formance is efficient in terms of delay, throughput and energy consumption metrics.

The CCGId-BMS (Building Management System) system topology is shown in
Fig. 4 which works based on Building Automation and Control network (BACnet)
protocol. It includes wireless sensor nodes, sink nodes, actuator nodes and
CCGId-BMS application server. CCGId-BMS server receives the data from all the

Public key Sequence Number

Fig. 3 Structure of global Id
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smart objects via sink nodes corresponding to application user requests. The
assumption is that every actuator is associated with the sink node.

Delay:
We measure the delay metric as the average time for a processing a request from the
application server. We show the average delay for the application server requests in
Fig. 5. In the experiment, there is a sink for every 10 sensor nodes to report the
queries. Every sensor periodically reports data for every 500 ms. We observed that
the delay is more when the number of hops increases from the application server to
the sink nodes.

Compared with existing frameworks like NDN and MF, the proposed CCGId
average delay is improved because of reducing per-packet overhead. Therefore, we

Fig. 4 BMS topology based on flood plan
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observe that the average delay for CCGId is less compared to MF and it is less
compared to NDN.

Throughput:
Throughput is measured as the average number of user requests completed with a
unit of time. The observation of CCGId throughput is improved when the number
of sensor nodes that are associated to sink node is increasing; this is compared with
NDN and MF methods because of the light weightiness of the proposed CCGId
framework. In case of MF, the GUID->NA mapping entry requires higher number
of routing updates. In case of NDN interest packets carries sensor data from nodes
increases the Pending Interest Table (PIT) on the sink node should be enough to
accommodate the maximum rate of Interest load. It is reduced by CCGId decen-
tralized NA mechanism. The results are presented in Fig. 6.

Energy Consumption:
The energy consumption is the amount of energy consumed by each sensor node.
Initially, all the batteries of sensor nodes are fully charged and only sink node is
provided by active power supply. There is a significant improvement in the pro-
posed CCGId framework in terms of energy consumption because of the
periodic-per hop scheduling and multilevel data aggregations which reduce the
average transmission rate of data packets. In addition to this, the data packets are
encoding and decoding information in present in Content Store (CS) database. Due
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to number of bytes, per-packet is reduced which inturn improves the residual
energy of passive devices is explained in Fig. 7.

5 Conclusion

In this report, we presented naming and addressing of smart objects in future
Internet architectures. Classical solutions in the Internet of Things (IoT) like
6LoWPAN and global IP are inefficient to support networking and privacy char-
acteristics. Other naming and identification methods are also offered for specific
purpose. The proposed content-centric global Id (CCGId) framework provides
better solution for all the issues to support IoT devices. We presented the naming
scheme called content-centric global Id for addressing the problems of mobility,
scalability and energy conservation challenges effectively. The advantage of the
proposed method is delivering that simple routing exclusively depends on content
and efficient data distribution. In the future, it can be extended to support more
security and bulk data transferring.
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Road Traffic Management System
with Load Balancing on Cloud
Using VM Migration Technique

Md. Rafeeq, C. Sunil Kumar and N. Subhash Chandra

Abstract The collection of traffic data using multiple sensors and other capture
devices are been addressed in multiple researches deploying the mechanism using
geodetically static sensor agents. Nevertheless to avoid the congestion, the parallel
research works have proposed frameworks based on cloud-based data centers.
Those approaches do not propose any technique to reduce the cost and improve the
service-level agreements to match with the current industry and research demands.
Thus, this work proposes a cloud-based automatized framework for virtual machine
migration to increase the SLA without compromising the cost for storage and
energy. The major achievement of this work is to minimize the SLA violation
compared to existing virtual machine migration techniques for load balancing. The
extensive practical demonstrations of virtualization and migration benefits are also
carried out in this work. With the extensive experimental setup, the work furnishes
the comparative analysis of simulations for popular existing techniques and the
proposed framework.
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1 Introduction

Load balancing techniques on cloud computing is the generic framework-based
process where the generated workloads are distributed over multiple data center
resources. The load balancing techniques bring the advantage of lower response
time [1]. However, the cost of replication of resources is also to be taken care of an
additional cost. The cloud data center-based load balancing is distinguished from
the domain name service-based load balancing. The domain name service load
balancers deploy the hardware and software components to balance load for the
hardware resources, whereas the cloud-based load balancing techniques deploy the
software algorithms or protocols to distribute the load over multiple data center
nodes. Also, it is to be understood that the cloud-based load balancing techniques
allow the customers to use the global or geodetically distributed services based on
geodetically distributed servers. Multiple parallel researches are been carried out to
demonstrate the benefits of load balancing on cloud-based data centers as handling
the high unexpected traffic generally referred to Cyber Spikes [2]. Making the
application scalable based on demand without degrading the performance increases
the reliability at the cost of VM migration and load balancing on cloud data centers
using proposed three-phase optimal virtual machine migration technique.

2 Proposed Framework for Road Traffic Data
Management Framework

Henceforth with the detailed understanding of the generic traffic data monitoring
and management framework, we propose the novel framework for road traffic data
management control with replication control on cloud storage. In the proposed
framework, we have considered the layer-based approach for better controlling and
management of the agent-based components. The agents in the wireless network are
single function oriented but the collective network is multipurpose. In this study, we
propose the framework consisting of deployed network layer, monitoring layer,
application management layer, storage layer, and finally the server-based server
layer virtualization benefits for cloud data centers. This work also highlights the
benefits of virtual machine migrations and also evaluates the parameters influencing
the performance and productivity [2, 3].

2.1 Open Access Control

The virtual machines come with a reduced abstraction in the system level and allow
the provider, customer, and researchers to access more properties of the system. The
access to computing environment data, system-level codes, hardware utilization
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statistics, traces of the active application, failing and down timing component
configurations, and the guest operating system configuration parameters and the
ability to control them independently helps to understand the performance
perimeters [4] (Table 1).

2.2 Optimal Hardware Control

Virtual machines come with a flexibility to change or alter the operating system and
hardware components seamlessly. After the initial cost for setting up a virtual
environment, the users are free to modify the computing system including the
operating system, libraries, tools, and other supporting patches without investing
the full time needed for computing system change or upgrade [5] (Table 2).

2.3 Optimal Replication Control

The replication of the virtual machines using the snapshot feature allows the users
to take timely and on-demand backups of the virtual machine images. Thus, the
backups help to quickly reproduce the same computing environment without
investing the complete setup time (Table 3).

Table 1 Parameters for open access control [4]

Parameter type Parameter name Access permissions
Traditional Virtual machine migration

Processing CPU type Not allowed Allowed
Allocation Allowed Allowed
Priority Allowed Allowed

Memory Size Allowed Allowed
Buffer Not allowed Allowed

Storage Access IDE bus Not allowed, physical Allowed, logical
Capture mode Not allowed Allowed
Library group Allowed, physical Allowed, logical

Network IP address Allowed Allowed
MAC address Not allowed Allowed
Internal network Partially allowed Allowed
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2.4 Service Provider Support for Virtual Machine Migration

The virtual machines are hosted by all service providers with similar configurations
but with added advantages. Hence, adopting to virtual machine computing is the
best choice to avoid the lack of support and facility availability (Table 4).

Table 3 Reduced replication duration [5]

Parameter type Replication time
Traditional (min) Virtual machine migration

Windows server 50–90 Just in time
MAC servers 40–60 Just in time
Linux servers 30–40 Just in time

Table 4 Service provider support for migration [6]

Server
type

Amazon
Cloud

Microsoft
Azure Cloud

Google App
Engine Cloud

IBM
Bluemix
Cloud

Private
Hosted
Cloud

Windows
server

YES YES YES YES NO

MAC
servers

YES YES YES YES NO

Linux
servers

YES YES YES YES NO

Table 2 Reduced hardware upgrade constraints [5]

Parameter type Parameter name Accessibility
Traditional Virtual machine

migration

Operating system Version Available Available
Interoperability No continuous

availability
Available

Patch Available Available
Development
environment

Patch Available Available
Device driver No continuous

availability
Available

Version control Available Available
Configuration Configuration

delay
Very high Low

166 Md. Rafeeq et al.



2.5 Optimal Manageability of Updates

Application on virtual machines hosted on cloud is always liable for automatic and
regular updates from the service provider without any extra cost. However, on the
other side, hosting the traditional system demands the cost and time implications for
updates.

3 Proposed Optimal Migration Framework

This work deploys a cost evaluation function to determine the most suitable virtual
machine to be migrated considering the least SLA violation [6]. The framework for
optimal migration is presented here (Fig. 1).

The proposed framework is classified into three major algorithm components as
VM identification, VM migration, and cost function. Algorithms for all three phases
are been discussed here.

3.1 Virtual Machine Identification

The first phase of the algorithm analyzes the highest loaded node and migrates the
virtual machine to the available less loaded node. After identifying the source and
destination, the algorithm identifies the virtual machine to be migrated. The out-
come of this algorithm is to obtain optimal load balanced condition for the data
center after virtual machine migration. The detail of the algorithm is explained here:

Fig. 1 Optimal framework virtual machine migration [6]
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Step-1.1. Calculate the load on each node in the data center

PhyCPUCapacity = ∑
n

i=1
VMðiÞCPUCapacity ð1Þ

PhyMemoryCapacity = ∑
n

i=1
VMðiÞMemoryCapacity ð2Þ

PhyIOCapacity = ∑
n

i=1
VMðiÞIOCapacity ð3Þ

PhyNetworkCapacity = ∑
n

i=1
VMðiÞNetworkCapacity ð4Þ

Π= ðPhyCPUCapacity +PhyMemoryCapacity +PhyIOCapacity +PhyNetworkCapacityÞ ð5Þ

Step-1.2. In the second step, the algorithm identifies the highest and lowest loaded
node in the data center

ΠMAX =
If Πi >Πj, then ΠMAX =Πi

Else Πj >Πi, then ΠMAX =Πj

�
ð6Þ

ΠMIN =
If Πi <Πj, then ΠMIN =Πi

Else Πj <Πi, then ΠMIN =Πj

�
ð7Þ

Step-1.3. Once the source and destination are identified as MAX and MIN,
respectively, the identification of virtual machine to be migrated is carried out.
During the identification, the optimal load balanced condition is identified.

VMðiÞ=
VMðiÞCPUCapacity +VMðiÞMemoryCapacity

+VMðiÞIOCapacity +VMðiÞNetworkCapacity
ð8Þ

ΠMAX −VMðiÞ=ΔSource ð9Þ

ΠMIN +VMðiÞ=ΔDestination ð10Þ

Step-1.4. After the calculation of the new load, the source and destination nodes
must obtain the optimal load condition, where the loads are nearly equally balanced.

If ΔSource≈ΔDestination, Then Migrate VMðiÞ
Else i= ∈ ðnÞ

�
ð11Þ

where n is the total number of virtual machines in source node.
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3.2 Virtual Machine Allocation

During the second phase of the algorithm, this work analyzes the time required for
VM allocation for the selected virtual machine with other parameters like energy
consumption, number of host shutdowns, execution time—VM selection time,
execution time—host selection time and execution time—VM reallocation time.
These parameters will help in generating the cost function

Step-2.1. Calculate the energy consumption at the source before migration:

ESource = ∑
t

i=1
ðECPU +ENETWORK +EIO +EMEMORYÞi ð12Þ

Step-2.2. Calculate the energy consumption at the destination after migration:

EDestination = ∑
t

i=1
ðECPU +ENETWORK +EIO +EMEMORYÞi ð13Þ

Step-2.3. Calculate the difference in energy consumption during migration:

EDiff = ESource −EDestinationj j ð14Þ

Step-2.4. Calculate the number of host shutdowns, execution time—VM selection
time, execution time—host selection time and execution time—VM reallocation
time during migration:

HostDown VMSelectionTime

HostSelectionTime VMReallocationTime

� �
ð15Þ

Henceforth, the comparative analysis is been demonstrated in the results and
discussion section.

3.3 Cost Analysis of Migration

The optimality of the algorithm focuses on the SLA. During the final phase of the
algorithm, the migrations are been validated with the help of the cost function to
measure the optimality of the cost. The final cost function is described here:

CostðVMÞ=EDiff +
HostDown VMSelectionTime

HostSelectionTime VMReallocationTime

� �
+ SLAViolation ð16Þ
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4 Results and Discussion

This work has performed extensive testing to demonstrate the improvement over
the existing migration techniques [7]. The various considered migration techniques
are listed with the used acronyms here (Table 5).

The simulation of the algorithm is based on CloudSim, which is a framework for
modeling and simulation of cloud computing infrastructures and services. The
experimental setup used for this work is been explained here (Table 6; Fig. 2).

Finally, the proposed technique is been tested for the load balancing with the
below-furnished simulation setup (Table 7).

Table 5 List of techniques used for performance comparison [8]

Used name in this work Selection policy Allocation policy

IQR MC Maximum correlation Inter quartile range
IQR MMT Minimum migration time Inter quartile range
LR MC Random selection Local regression
LR MMT Minimum migration time Local regression
LR MU Minimum utilization Local regression
LR RS Rom selection Local regression
LRR MC Maximum correlation Robust local regression
LRR MMT Minimum migration time Robust local regression
LRR MU Minimum utilization Robust local regression
LRR RS Rom selection Robust local regression
MAD MC Maximum correlation Median absolute deviation
MAD MMT Minimum migration time Median absolute deviation
MAD MU Minimum utilization Median absolute deviation
MAD RS Rom selection Median absolute deviation
THR MC Maximum correlation Static threshold
THR MMT Minimum migration time Static threshold
THR MU Minimum utilization Static threshold
THR RS Rom selection Static threshold
OPT ALGO Proposed algorithm Part-1 Proposed algorithm Part-2

Table 6 Experimental setup [7]

Setup
parameters

Number of physical
hosts

Number of virtual
machines

Total simulation time
(s)

Values 800 1052 86400.00
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The CPU utilization achieved during the simulation is furnished below (Table 8)
and 100% of the CPU utilization is achieved during load balancing.

5 Conclusion

Load balancing can be achieved through virtual machine migration. However, the
existing migration techniques constraints to improve the SLA and often compro-
mise to a higher scale on the other performance evaluation factors. However, the
proposed technique is independent of the virtual machine image format and
demonstrates the same improvement. The comparative analysis is been done with
the proposed technique with the existing techniques like IQR MC, IQR MMT,
LR MC, LR MMT, LR MU, LRR MC, LRR MMT, LRR MU, LRR RS, LR RS,
MAD MC, MAD MMT, MAD MU, MAD RS, THR MC, THR MMT, THR MU,

Fig. 2 Number of VM migration comparison [8]

Table 7 Load balancing simulation setup [8]

Simulation
duration (s)

Requests
per user

Data size
(bytes)

Avg.
users

Virtual
machines

Memory CPU

216000 120 2000 2000 5 512 2.4
GHz
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and THR RS. The work also furnishes the practical evaluation results from the
simulation to retain the improvement of the other parameters at least to the mean of
other techniques during SLA improvement. Also, this proposed technique for vir-
tual machine migration demonstrates no loss in existing CPU utilization during load
balancing [9, 10].
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Energy Constraint Service Discovery
and Composition in Mobile Ad Hoc
Networks

P. Veeresh, R. Praveen Sam and C. Shoba Bindhu

Abstract In recent years, processing capability of mobile devices had greatly
increased. Utilization of service-oriented architecture (SOA) in mobile ad hoc
networks will increase efficiency of the running application. Single service cannot
solve the complex requirements of the user; hence, in service composition, multiple
services are combined to handle complex requirements. The nature of MANETs
like heterogeneity in resources, dynamic network topology, and distributed nature
makes the service composition as a complex task. Most of the existed service
discovery and composition techniques consider one service in one node and QoS
constraints are not considered. In this paper, a new node model is proposed where a
node maintains multiple services by considering minimum energy constraint
associated with the services during service discovery and composition which
reduces the number of nodes involved in composition path and thereby reduces the
failure rate in composition. The performance of proposed method is measured in
ns3 simulation tool, where it outperforms the existing protocols by reducing energy
consumption and failure rate of composition.
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1 Introduction

In recent years, a rapid development occurred in processing capabilities of mobile
devices such as smartphones and personal digital assistants (PDA), growing needs
of the users, and it is essential to communicate with each other. MANET is an
infrastructure-less, temporary, spontaneous, and multi-hop communication network
with collection of independent nodes [15]. The challenges in MANETs are dynamic
topology, limited bandwidth, packet loss, battery constraints, and security.

Service-Oriented Architecture (SOA) has attractive benefits, where it can be
implemented by services. Services are self-descriptive, self-encapsulated, dynamic
discovery, loosely coupled, heterogeneous, machine interaction, and dynamic
loading components.

Service-oriented methodology retains the benefits of component-based devel-
opment. A lot of service-oriented research is presented in [6, 10, 18]. It has an
interface portrayed in a machine-processable format (especially Web Service
Description Language—WSDL). In SOA, other systems can interact seamlessly
with each other using SOAP (Simple Object Access Protocol) messages. Imple-
menting services into MANET increases taste of technology and solves complex
tasks of the users [5].

Service discovery means identifying required services in the vicinity of network.
Service discovery in wired networks uses centralized registries, i.e., Universal
Description Discovery and Integration-UDDI. The approaches defined for wired
networks are not suitable for wireless networks.

Service composition means combining individual services into a large and
complex distributed service to satisfy the user’s needs. Service composition
includes combining and planning an arrangement of services. This process can be
performed either automatically or manually [17] but requires cooperation from
other mobile nodes.

Wired networks are stable networks but MANETs are not stable networks.
In MANET, energy constraints are very important because nodes in the network
purely depend on limited energy sources. Service discovery and composition
methodologies defined for wired networks not suitable for MANET due to
time-varying and dynamic in nature [2]. This may enable great challenges in
MANETs for service composition.

To counter the problems of existing approaches, the proposed method has the
following features.

1. Service description is maintained in decentralized registries.
2. Energy-aware service composition for MANET finds least energy constraint

services in composition path.
3. Multiple services can be accommodated in a single node.

Service composition success rate will depend on number of nodes involved in
composition [16]. The proposed method increases the system performance with
minimum number of nodes in the service composition.
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The paper is organized as follows. Section 2 specifies the related work, i.e., work
done so far. Section 3 represents system model and Sect. 4 represents energy
constraint service discovery and composition in MANETs. Section 5 represents
simulation and performance evaluation. Section 6 presents conclusion and future
work.

2 Related Work

In [3], JINI and SLP architectures are proposed for service discovery. In this
approach, resource and service discovery are based on either broadcasting of
requests or service advertisement propagation. In [9], the authors have proposed a
group-based service discovery (GSD) process. This protocol works based on two
methods. One is intelligent selective group-based request forwarding and another is
peer-to-peer caching of advertisements.

In [8], Chakraborty et al. proposed a protocol, where the service discovery is the
part of routing protocol. It reuses the path, which is discovered in both requests and
advertisements at the routing layer. But this method lacks of modularity and
scalability features.

In [4], service composition is proposed by constructing hierarchical task graph
using smaller components. In graph, a node represents logical services and edge
represents data flow between corresponding nodes. In [7], a distributed
broker-based service composition protocol is proposed for MANET. The compo-
sition is accomplished with localized broadcasting and intelligent selective for-
warding technique to minimize composition path length. In [1], service composition
will not depend on the central repositories for service registration. Here, each node
maintains the table with network information. To achieve the service composition
process, table update messages are sent to neighbor nodes until it reaches to
maximum propagation distance in the network.

A method named service composition by simple broad casting has been pro-
posed in [19]. After initiating service composition by the starting node, it will
broadcast the requirement to the neighbor nodes. The neighbor nodes will use the
output of the previous service as the input to find the appropriate service.

In [11], minimum disruption index is evaluated using dynamic programming for
optimal solution for service composition. They used minimum disruption service
composition and recovery (MDSCR) algorithm for uncertain node mobility. This
algorithm predicts the service link lifetime by approximating the node location and
velocity with one-hop look-ahead prediction. But they do not consider the arbi-
trariness of node mobility. The prediction result may be inaccurate.

In [14], they proposed service field, and when the service is executed in a node,
the neighbor nodes calculate the field strength of the next service. Based on service
field strength, the node which is executing service selects the next service for
composition.
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In [12], they present QASSA, an efficient service selection algorithm which
provides ground for QoS-aware service composition in ubiquitous environments.
They formulate global QoS requirements for service selection as a set-based opti-
mization problem.

To counter the problems in the existed system, in this paper, a new node model
proposed where more than one service in a node is considered and also energy
constraint associated with each service. In the results of energy constrained service
discovery and composition, the proposed method reduces the overall failure rate
and increases throughput.

3 System Model

Here, the node architecture in terms of services and service response packet
structure is discussed, which are used in ESDC.

3.1 Node Architecture of a Service in MANET

Node description with more than one service in MANET can be defined as

N= ðNid , S1, S2, . . . Snf g,ENodeÞ,

where

Nid = Node ID, node can be identified uniquely, i.e., IP address of a node.
{S1, S2, … Sn} Services present in a node.
Each service Sj = (Sid, Sip, Sop, ESer, C), where Sid, service ID, service can be

identified uniquely, Sip, service input, Sop, service output, ESer energy index value
for service, be the amount of energy needed to process the service. C, other con-
straints. Enode, node energy.

A node defined as triplet, node id Nid, services in the node {S1, S2, …, Sn} and
node energy Enode. Enode specifies the amount of energy needed to maintain its
properties like bandwidth, mobility, and reliability. Calculation of Enode value is
discussed in next section. Each service can be uniquely identified by its service id
Sid. A service can be machine interoperable with its input SIP and output SOP. ESer

represents energy required to process a service. A service can be uniquely identified
by Ni. Sj, Ni represents node, and Sj represents J-th service on that node.

Figure 1 represents example scenario of a node structure in MANET with
respect to services. Each node contains one or more services. For example, a node
N2 contains s10, s18, and s4 services.
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3.2 Response Packet

After receiving request from the service composition initiator, if the node contains
related services, it initiates response packet for each service separately. Figure 2
shows the response packet format.

Response packet format is explained as follows:

1. Service composition initiator address represents source node ip address.
2. Service provider address represents target node ip address.
3. Sequence number counters stale use of old packets.
4. Hop count represents number of hops between sources to destination.
5. Timeout represents the packet alive time.
6. ServiceID represents unique identification of service.

Fig. 1 Nodes in MANET
with multiple services

Fig. 2 Response packet format
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7. Energy index value for node includes mobility constraints like bandwidth, node
mobility, and service discovery mechanism.

8. Energy index value for service represents amount of energy needed to process
the service.

4 Energy Constraint Service Discovery and Composition
in Mobile Ad Hoc Networks

Figure 3 visualizes the process of service composition. Composition initiator issues
the complex request and in turn splits into atomic services. Atomic services request
is forwarded to local service registry node. The local registry node gives response
back to the initiator and forwards the request to other registry nodes. The service
request packet keeps forwarding from one registry node to another registry node till
the TTL value reaches to zero. After receiving responses from multiple registry
nodes, the initiator node runs the energy constraint service composition algorithm to
trace out minimum energy constraint service providers. After completion of com-
position execution, the results are to be transmitted to service composition initiator.

4.1 Service Discovery in MANET

Service discovery in MANET uses decentralized mechanism due to dynamic
behavior of nodes. The service discovery in the MANET is done by categorizing
the nodes participating as service registry, service providers, and service request
nodes. The topology contains the nodes belonging to one of the categories stated.
The discovery process is executed repeatedly whenever a new node gets into the
network or else an existing one leaves or expires.

Fig. 3 Service composition process
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Service registry node takes the responsibility of registering and maintaining the
services available in the network. Service provider node provides services. Usually,
they are registered with the service registry. Service request node is the consumers
of the services.

Service Discovery Process:
Here, we explain the service discovery process in brief as shown in Fig. 4.

(1) Service providers’ nodes register at the service registry which is at minimum
hop distance.

(2) On receiving the request from service provider, service registry node registers
the list of service details which are provided by provider.

(3) The service registry node maintains the information of all the services provided
including service description and provider information. Additionally, a service
registry maintains the information regarding the energy constraint of each
service and node.

(4) A node requests a service it needs to query the service registry node.
(5) Service registry node sends response to the requester and forwards requested

packet to the next registry node until TTL value reaches to zero.

Fig. 4 Process of service discovery
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4.2 Energy Consumption Evaluation

We proposed two indexed values for energy evaluation.

4.2.1 Energy Index Value for Node

This includes energy required for mobility constraint and service discovery.
Equation (1) measures cost of energy consumed for each packet in the network for
each node.

EPkt =m * size+ b, ð1Þ

where b is the channel acquisition overhead, m is incremental component propo-
sitional to packet size and size of the packet.

Total energy consumed by each node is calculated as

ENode =Eack + ∑
n

i=1
CostEi ð2Þ

Energy cost for transmission and reception of control packets is

Eack = n×EPkt ð3Þ

n is the number of control packets, where Ei = {Node Movement, Band Width,
Resources, Service Discovery, etc.,}. CostEi Cost incurred for various mobility
constraints.

4.2.2 Energy Index Value for Service

The calculation of energy consumption of a single service is as follows:

ESer = Epre + Ecom + Eloc + Edis + Euse, ð3Þ

where Eser is the energy consumption of a single service. Epre Eloc Edis and Euse is
the energy consumption at preparation stage, composition stage, the logistic
transportation stage and service configuration, service waste disposal, and execution
stage of a service, respectively. Total energy consumption of a service for each
node is ECNð Þ

ECN = Enode + ESer , ð4Þ

where ENode is the energy index value for a node and ESer is the energy index value
of a service.
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4.3 Energy-Aware Service Composition

In energy-aware service composition, minimum energy constraint services are
selected. Composition initiator will get all nodes energy index value ENode and
energy index value for service ESer. A matrix is established between nodes and its
services with ECN as shown below:

E11 E12 E13 . . . E1n

E21 E22 E23 . . . E2n

E31 E32 E33 . . . E3n

. . . . . . . . . . . . . . .
Em1 Em2 Em3 Em4 Emn

0
BBBB@

1
CCCCA

We maintain a matrix, where the columns represent the nodes and rows represent
their services. An entry in the matrix Emn represents the energy required for the
node n to provide the service m. We select the nodes that provide the required set of
services with minimum energy power consumption.

For example, as shown in Fig. 5b, matrix consists of total energy index values of
each service in Jowls. Node N1 contains three services S1, S3, and S4. Node N2

contains two services S2 and S4. Node N3 contains two services S1 and S2. Node N4

contains two services S3 and S4. Node N5 contains only one service S4. Among
these nodes, for Service S1 node N3 is selected because of minimum energy index
value, for Service S2 node N2 is selected, for Service S3 node N4 is selected, and for
Service S4 node N4 is selected. The minimum energy constraint service composi-
tion path is N3 → N2 → N4 → N4.
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5 Simulation and Performance Evaluation

In this section, the performance of proposed method is compared with traditional
AODV in service composition. The performance is measured with metrics path
failure rate, throughput, and energy consumption. For implementation of services,
we utilized the tool specified in [13], which is the extension framework of network
simulator NS-3.

Table 1 summarizes simulation parameters.
First, we organized an infrastructure-less MANET with 100 mobile devices with

wireless capabilities, and each device can communicate within their proximity with
other devices.

Figures 6, 7, and 8 represent (a) path failure rate, (b) throughput, and (c) energy
consumption. Using visual trace analyzer tool, we obtained the number of times
path failed in duration of time as shown in Fig. 6. The simulation is run for 150 s,
where the proposed method has shown an enhanced performance when compared
with the traditional AODV approach. In the service composition, the proposed
method chooses nodes with good energy levels; hence, it could reduce the path
failures.

It has shown a rapid increase in the throughput when compared with the tra-
ditional AODV approach as shown in Fig. 7.

Fig. 5 a Nodes with multiple services, b energy constraints matrix

Table 1 Simulation setup Parameter Value

Number of nodes 100
Simulation time 150 s
Wifi standard 802.11b
Wifi rate Dsss rate 1 Mbps
Transmission range (R) 45 m
Routing protocol AODV
Number of concrete services 180
Size of composition plan 5 (abstract services)
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Fig. 6 Service composition failure rate

Fig. 7 Throughput

Fig. 8 Energy consumption
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Figure 8 represents that traditional approach will consume more energy than our
proposed methodology. Energy consumption reduces which means that network
lifetime increases thereby failure rate of service consumption may be reduced. The
proposed method defines the service execution path to minimize the total energy
consumption.

6 Conclusion and Future Work

The proposed approach energy-aware service discovery and composition in
MANET is designed for highly dynamic environment applications and requires
multiple participants; a node provides multiple services and distributes components
in an ad hoc manner. Node mobility, bandwidth, energy constraints, etc. are the
important constraints in MANET. Due to course, we proposed energy constraint
service discovery and composition in this paper. We observed that our proposed
service composition algorithm in MANET performs better results through simu-
lation than traditional AODV-based compositions in terms of failure rate,
throughput, energy consumption, and delay.

In our future work, we would like to add QoS metrics for a node as well as
metrics for services are into the consideration to get better results. We also planned
to test proposed methodology in real-time disaster management.
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Classifying Aggressive Actions of 3D
Human Models Using Correlation
Based Affinity Propagation Algorithm

Binayak Gouda and Satyasai Jagannath Nanda

Abstract Unlike traditional clustering techniques like K-means, K-nearest neigh-
borhood where the number of initial clusters is known apriori, in affinity propa-
gation (AP) based approach the numbers of clusters present in a given dataset are
chosen automatically. The initial cluster centers in AP are termed as exemplars
which are initialized randomly, and their numbers are automatically set and refined
with the progress in the iteration. The AP has improved accuracy than K-means and
has much lower computational time than the evolutionary based automatic clus-
tering approaches and density based clustering like DBSCAN. The original AP
algorithm was based on Euclidean distance. Here a Correlation based affinity
propagation (CAP) algorithm is introduced considering Pearson Correlation as
affinity measure. Simulation results reveal that the CAP provides effective clusters
than that achieved by AP for datasets having a large number of attributes. The
proposed algorithm is applied to categorize aggressive and regular actions of 3D
human models. Extensive simulation studies on fifteen cases reveal the superior
performance of CAP on finding the exact number of clusters as well as numbers of
points in each cluster close to that of the true partition.
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1 Introduction

Frey and Dueck [1] introduced the Affinity Propagation (AP) clustering algorithm
in 2007. The algorithm becomes popular in the research community due to auto-
matic determination of number of clusters, insensitive to initialization of cluster
centre, accurate allocation of data points to clusters and lower computational time
requirements. It has been applied for analyzing functional magnetic resonance
images [2], shadow detection in remote sensing images [3], gesture recognition in
video frames [4], routing in wireless sensor networks [5], creating energy-efficient
base station network for green cellular networks [6], cluster formation in Vehicular
Ad Hoc Networks while managing node mobility [7], oral conversation texts [8].
Based on applications the original algorithm has been modified in several aspects.

Wang et al. [9] proposed a multi-exemplar affinity propagation (MEAP) algo-
rithm which uses a number of exemplars in every cluster to associate them to a
super exemplar. They have reported superior performance of MEAP for unleveled
image categorization and clustering of handwritten digits. Gan and Ng [10]
developed a subspace clustering algorithm by combining AP with attribute
weighting which is effective for analysis on Human liver cancer, Breast and colon
tumor datasets. Hang et al. [11] reported a Transfer affinity propagation-based
clustering algorithm (TAP) which is helpful when there are insufficient data to
develop model.

It is observed that the accuracy of original AP algorithm [1, 12] is not promising
for applications when real life datasets have large number of attributes. Therefore in
the present article instead of distance minimization from the points to the exemplars,
the maximization of correlation between them is exploited as the affinity measure.
The primary intuition is that when a dataset has a large number of attributes there
may be a similarity between them and correlation may be a suitable statistic to
explore it. Interestingly simulation results reveal that the assumption worked on five
benchmark datasets, and clustering accuracy of CAP is better than AP.

Theodoridis et al. [13] developed an experimental set up in University of Essex
to record the physical activities of human being in the 3D environment. The aim is
to develop an automatic recognition system which can categories the aggressive and
regular behaviour of human models. Originally Theodoridis et al. [13] viewed it as
a classification problem and proposed an artificial neural network (ANN) model
trained with genetic programming (GP) to solve it. Later on Nanda and Panda [14]
have formulated it as an automatic clustering problem and solve it using
multi-objective immunized PSO algorithm. Though the authors have achieved good
accuracy in obtaining the desired number of clusters and the samples in them but
computational time involve in the process is enormous. The proposed CAP is able
to achieve similar accurate clusters at lower computational time than immunized
PSO [14].

The rest part of the manuscript is organized as follows. Section 2 highlights the
significance of using Pearson Correlation Coefficient as affinity measure. The
proposed algorithm step wise implementation is also narrated in this section.
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Section 3 describes the simulation environment and performance of the proposed
CAP and original AP algorithm on five benchmark datasets. The real life appli-
cation of the proposed algorithm to classify the aggressive and normal actions of
human models is demonstrated in Sect. 4. The concluding remarks are given in
Sect. 5.

2 Proposed Correlation Based Affinity Propagation
Algorithm

The proposed algorithm is motivated by Nanda et al. recently published compu-
tationally efficient density based algorithm [15] which uses Pearson correlation
coefficient (PCC) as fitness measure to group the samples. In [15] the density based
algorithm DBSCAN is suitably modified with PCC as affinity measure. Here the
maximization of PCC is introduced as the affinity measure to improve the perfor-
mance of affinity propagation algorithm. The PCC between data samples x, y ∈ P_
((M × N)) is given by

ρ x, yð Þ= COV x, yð Þ
sx × sy

=
∑M

j=1 x1, j − μx
� �

y1, j − μy
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑M

j=1 x1, j − μx
� �2 × ∑M

j=1 y1, j − μy
� �2q ð1Þ

where COV(x, y), µ, s stands for covariance, mean, standard deviation respectively.
The range of ρ(x, y) is [−1, 1]. The essential properties of PCC which make it an
effective function for clustering (like symmetric, invariant with change in scale and
location of variables etc.) are discussed in details in [15].

The step wise implementation of the proposed CAP algorithm is outlined here

Step 1: Formation of Correlation Matrix: For any given input dataset D of
dimension M × N compute the correlation matrix c(x, y) of dimension M × M.
As, c(x, y) is a symmetric matrix so its upper diagonal elements are computed by
taking the PCC of the samples in D as given in (1).

Step 2: Selection of Shared Preference: After correlation matrix c(x, y) is
obtained, replace the diagonal elements of this matrix by the minimum value of c(x,
y). This process is termed as ‘Selection of shared preference’. This works fine for
the benchmark datasets like Iris, Wine, Small Soyabean, Lung Cancer and Image
Segmentation. But, for 3D human modelling dataset the sample values lie pretty
close to each other. Therefore the correlation values lie between 0.7 and 1. So, in
this case for proper clustering the diagonal elements are replaced by a much lower
value i.e. −2.2.

Step 3: Formation of Responsibility Matrix: A responsibility message r(x, y) is
sent from data point x to exemplar y, which indicates how suitable the data sample
y is to serve as a role model for point x.
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rðx, yÞ= cðx, yÞ− ∑
y′ ≠ y

aðx, y′Þ+ cðx, y′Þ� � ð2Þ

Step 4: Formation of Availability Matrix: Availability a(x, y) is a message sent
from data point y to data point x which indicates how pertinent it would be for data
point x to choose point y as an exemplar.

aðx, yÞ=min 0, rðy, yÞ+ ∑
x′ ≠ ðx, yÞ

maxf0, rðx′, yÞg
( )

ð3Þ

The message between all the exemplar points to the data points, create matrix a
(x, y).

Step 5: Self Availability Matrix: Self-availability a(y, y) reflects the collective
evidence that y is an exemplar, based on the positive responses (responsibilities)
sent to it from other points.

aðy, yÞ= ∑
x′ = y

max 0, rðx′, yÞ� � ð4Þ

Step 6: Selection of Exemplar: The exemplar is identified from criterion matrix
which is the combination of responsibility and availability matrices is given by

Crðx, yÞ=Rðx, yÞ+Aðx, yÞ ð5Þ

For any data point x∈Cr the value of y∈Cr which maximizes Crðx, yÞ is
identified as an exemplar for the point x.

Step 7: Damping of Matrices: After messages are updated, a small random noise is
added to correlation matrix for avoiding numerical oscillations as suggested in [5].

Cðx, yÞ= cðx, yÞ− 10− 12 ⋅ randnðM,MÞðmaxðcð: ÞÞ−minðcð: ÞÞÞ ð6Þ

Each message is assign to λ times of its past value and (1−λ) times of its updated
value. The value λ = 0.9 is taken for simulation.

The steps 2–7 are repeated for a number of iterations till the exemplar points or
corresponding clusters do not change for certain number of iterations (taken as 10).

3 Simulation Results on Benchmark Datasets

In order to validate the performance of proposed CAP algorithm simulation is
carried out on five benchmark datasets taken from UCI repository [16]. The datasets
and their size (samples × dimensionality) used for testing are: Iris (150 × 4),
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Small Soyabean (47 × 35), Wine (178 × 14), Lung cancer (32 × 57) and Image
segmentation (210 × 19). The simulations of AP and proposed CAP are carried
out in the MATLAB R2014.

In order to evaluate the performance of original AP [1, 12] and proposed CAP
algorithm the percentage of classification accuracy is taken as a validation measure
given by

PA=
Number of misclassified events

Total number of events
× 100% ð7Þ

The PA and run time achieved by both the algorithms for the five datasets are
presented in Table 1. The best outcomes are highlighted in bold letters. It is
observed that except the IRIS dataset in rest four dataset the proposed CAP pro-
vides superior classification accuracy. The IRIS dataset has only 4 dimensions and
thus correlation is not very effective. But in other datasets as the dimensionality is
higher correlation is a suitable candidate.

4 Classification of Aggressive Actions of 3D Human
Models

This real life application set up is originally developed by Theodories et al. [13],
which is now standardized in UCI repository [6] as ‘Vicon physical action data-
base’. The database has records for 10 human beings (three females and seven
males). The physical actions of the human beings are recorded with 9 cameras and
each one records the moment in 3D (i.e. X, Y and Z coordinate). Therefore, each
action is recorded in 27 dimensions. A model for recording the actions are shown in
Fig. 1. The actions associated with ‘Subject 1’ are investigated over here. The
numbers of samples present in each type of actions are presented in Table 2.

Five case studies are carried out to classify the various actions of ‘subject 1’ are
highlighted below. In each case study, there are three subcases. In first subcase
(a) the dataset comprises of 100 samples from the aggressive and regular action. In
subcase (b) the dataset consists of 10% of the data from aggressive and normal
gesture. In subcase (c) the dataset composes of 20% of the data for aggressive and
normal actions for case 1–3 and 15% of the data for case 4–5.

Case 1: Separation of Body movements for normal and aggressive activities:
The objective is to separate body launching actions for regular (class 1) and
aggressive (class 2) gestures. Class 1 has a dimension of 2014 × 81 which is
obtained by taking the first 2014 × 27 samples for three actions bowing, standing,
seating and placing them side by side. Similarly, class 2 has dimension 1511 × 81,
taking 1511 × 27 samples from headering, pushing and pulling.

Case 2: Discrimination of Arm movements for normal and aggressive activi-
ties: The goal is to classify arm launching for regular actions (class 3) and
aggressive actions (class 4). The class 3 having dimension 1716 × 81, consists of
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1716 × 27 samples taken from each of aggressive actions hammering, slapping
and punching. Class 4 has dimension 1902 × 81, with 1902 samples and 27
attributes collected from each of normal action clapping, hugging and handshaking.

Case 3: Classification of Leg movements for normal & aggressive actions: The
aim is to differentiate leg launching for normal (class 5) and aggressive activities
(class 6). Class 5 has dimension 1721 × 81 consists of 1721 samples from

Table 2 Classification of aggressive and normal gestures based on different body parts movement
for ‘subject 1’

Movement of body
parts

Class Normal
action

Num of
sample

Class Aggressive
action

Num of
samples

Body launching 1 Bowing 2014 2 Headering 1511
Standing 2102 Pushing 1873
Seating 2274 Pulling 2096

Arm launching 3 Clapping 1716 4 Hammering 1902
Hugging 1973 Slapping 2137
Hand
shak.

2559 Punching 2486

Leg launching 5 Walking 1721 6 Side kicking 1445
Jumping 1902 Front kicking 2092
Running 2242 Kneeing 2461

Fig. 1 A model representing recording the physical actions of human beings with nine cameras
and each one records in 3D coordinate. Original setup developed by Theodories et al. [13] at
University of Essex, UK
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jumping, running, walking. The aggressive actions class 6 has 1445 × 81 includes
27 attributes from each gesture side kicking, front kicking and kneeing.

Case 4: Segregation of normal gestures: The goal is to classify the collective
actions caused by three different type of body movements. The data set consists of

Table 3 Comparative results of cluster analysis on 3D human actions modelling using subject 1
of ‘Vicon physical action database’ using AP & CAP algorithm

Case Subcase Ideal
cluster
division

AP clustering PA
(%)

CT (s) CAP
clustering

PA
(%)

CT (s)

1 (a) 2[100,
100]

2[100, 100] 100.00 9.78 2[100,
100]

100.0 10.45

(b) 2[201,
151]

2[201, 151] 100.00 55 2[201,
151]

100.0 59.24

(c) 2[400,
300]

3[400, 217, 83] 76.29 460 2[400,
300]

100.0 497

2 (a) 2[100,
100]

2[100, 100] 100.00 9.27 2[100,
100]

100.0 9.77

(b) 2[190,
171]

3[86, 104, 171] 52.35 54.23 2[190,
171]

100.0 56.77

(c) 2[380,
342]

6[85, 119, 26,
150, 211, 131]

– 473 3[204,
176, 342]

51.25 484.7

3 (a) 2[100,
100]

2[100, 100] 100.00 9.32 2[100,
100]

100.0 9.87

(b) 2[172,
144]

3[108, 64, 144] 59.49 38.84 2[172,
144]

100.0 40.32

(c) 2[344,
288]

4[160, 120, 64,
288]

41.77 345 3[184,
116, 252]

50.63 351.8

4 (a) 3[100,
100,
100]

4[100, 64, 36,
100]

76.00 33.9 3[100,
100, 100]

100.0 36.45

(b) 3[200,
171,
172]

5[200, 102, 69,
108, 64]

51.01 211 3[200,
171, 172]

100.0 227.73

(c) 3[300,
257,
257]

8[300, 120, 69,
68, 64, 98, 25,
70]

27.27 739.9 4[300,
93, 164,
257]

77.15 752.31

5 (a) 3[100,
100,
100]

4[89, 11, 100,
100]

92.67 33.3 3[100,
100, 100]

100.0 34.65

(b) 3[151,
190,
144]

5[140, 11, 87,
103, 144]

59.59 143.78 3[151,
190, 144]

100.0 147.64

(c) 3[225,
285,
216]

9[116, 109, 87,
100, 18, 53, 27,
101, 115]

– 510 3[225,
285, 216]

100.0 533
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regular actions due to body launching (2014 × 81), arm launching (1716 × 81)
and leg launching (1721 × 81).

Case 5: Segregation of aggressive actions: The need is to separate the offensive
gestures due to different types of body movements. The data set comprises of
aggressive actions due to body launching (1511 × 81), arm launching
(1902 × 81), leg launching(1445 × 81).

The comparative results of cluster analysis obtained in the five case studies are
presented in Table 3. The accurate clusters obtained with CAP over AP are high-
lighted in bold letters. It is observed that the obtained number of clusters and
samples present in them with CAP closely resembles with the ideal division. This is
also validated with the obtained percentage of accuracy. It is also observed that the
computational time of CAP is bit higher due to the more computation involve in
calculating the correlation coefficient than Euclidean Distance. However this
computational time is much lower than that by immunized PSO in [14].

5 Conclusions

In this manuscript a new CAP clustering algorithm is proposed considering Pearson
correlation coefficient as affinity measure. The performance of the proposed algo-
rithm is validated on five benchmark datasets obtained from UCI repository. A real
life application of the proposed algorithm is demonstrated to classify the regular and
aggressive actions of 3D human models. Simulations on fifteen case studies
established the accurate classification of human actions by the proposed algorithm
over the original affinity propagation algorithm. The computational time of the
proposed algorithm is slightly higher than the original due the additional compu-
tation involves in the Pearson correlation coefficient. Therefore it is concluded that
the proposed approach is an effective tool to classify datasets which have similarity
in patterns rather than closeness among them.
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How Safe Is Your Mobile App? Mobile
App Attacks and Defense

Kireet Muppavaram, Meda Sreenivasa Rao, Kaavya Rekanar
and R. Sarath Babu

Abstract Usage of mobile phones has increased over the years, all over the world.
With the extensive usage of smartphones, it has been confirmed by that most of the
smartphone users work in an Android platform as it is an open platform which can
be used by anyone to develop applications or introduce malicious activities; Reports
suggest that up to 85% of the mobile phones used are in Android platform (Portal,
Statistics. Number of monthly active Facebook users worldwide as of 1st quarter
2015 (in millions), 2015) [1]. At the least, a smartphone user uses a minimum of 12
applications, which arises the question, “how safe is your mobile?”. This paper
focuses on the said problem and provides an insight about some common types of
attacks that use the vulnerability in applications and some defense methods and
techniques that could be followed to prevent them.

Keywords Android smartphones ⋅ Vulnerabilites ⋅ Attacks ⋅ Defences

1 Introduction

Technology is day-by-day getting really advanced and it is becoming an essential
part of life. Compared to the mobile phones, which mainly provide telephony
functions, smartphones are handheld communication devices that support multi-
media communications and applications for work and entertainment. Due to this
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fast-growing functionality, the rate of usage at which updating traditional mobile
phones to smartphones is tremendous. As per reports of statistics portal, it almost
crossed more than 100 billion mobile applications had been downloaded from the
Apple App Store and the number of free mobile apps downloads crossed more than
92 billion [1].

The expeditious growth of the global smartphone market in the upcoming years
will also be escalated by the increasing business use of smartphones. Besides, the
basic traditional corporate-liable model, the new BYOD (bring your own device)
model is gaining much acceptance in enterprises throughout the world at present.
According to these studies, International Data Corporation believes that in 2013,
132.3 million were used as employee-liable and 61.4 million smartphones were
used as corporate-liable devices [2]. Most popular mobile properties are mainly
being accessed using mobile apps instead of mobile browsers. Some of the popular
examples are mobile social-networking properties, led by Facebook with 727
million monthly active mobile-only users [2]. Growing market is mobile retail via
shopping apps as well as mobile gaming and other possibilities of app monetization.

Another growing market is mobile retail via shopping apps, as well as mobile
gaming and other possibilities of app monetization.

One of the major distinct features of smartphones is that they give provision for
the users to install and run third-party application programs which are usually in
generalized term called as apps. According to different standard app reports all over
the world, the usage of Android apps is more when compared with the other mobile
operating systems and also Android gives easy provision for the users to develop
and run their own apps as it is open platform [1]. This openness gave the malware
writers easy directions to introduce the malware using mobile applications and
extract the user sensitive information (Fig. 1).

Fig. 1 How safe is your mobile app?
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2 Vulnerability of Smart Phones

Smartphones are vulnerable to security attacks due to many factors. Some of those
are as follows:

• Users tend to store a lot of personal data in their smartphones, particularly as
many people these days prefer to use online banking services for many financial
purposes and choose the feature of saving their details on the phone itself; such
data is sensitive [3]. Hackers gather such data from the smartphone to use it to
their own advantage of gaining financially in a substantial manner, thus making
a smartphone remunerative [4].

• Most of the smartphones used are developed on the Android platform, and with
the platform that encourages open-source kernel, malware writers have the
chance to gain a better understanding of the platform. Google’s marketing
strategy, which encourages the development of third-party applications and
publishing them, has always been easy to gain a pro table market share [5].
Thus, hackers are presented with an opportunity to create and publish malware
of their choice. And, as the never-ending usage of smartphones by owners’
increases, so does the installation of malware which cannot be controlled very
easily.

• Most smartphone users are not aware of the fact that their phone is a handheld
computer that is vulnerable to any kind of cyber attacks [4]. They assume that
their smartphones are just mobile phones that have many applications installed
for communication and entertainment purpose [4]. Hence, there is not much
attention that is paid to security measures.

Additionally, the origin of hardware and operating system of the smartphones
has had the malware writers less constrained about the implementation of their
actions. Besides, it is always easy to migrate a computers malware to any of the
smartphone platforms.

3 Malware Behavior and Threats

Malicious attack behavior, remote control behavior, and propagation behavior have
always been characterizing mobile malwares [6]. Attack behavior concerns about
how the mobile malware will exploit the infected mobile device further by infecting
all the other victims devices using different communication channels, e.g., Blue-
tooth [6]. Remote control behavior is about how the mobile malware utilizes a
remote server to exploit a mobile device further after infecting it [6]. Propagation
behavior is about the how malware can be transmitted to the victims [6].
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A malware would try to acquire access to the data stored in the devices, and
meddle with the functionality of the device, and possibly open up more security
vulnerabilities like enabling unauthorized remote access to the hacker. There are
many threats which can be launched using malware, which have been listed in the
next subsection.

3.1 Attacks

The most typical attacks due to malware include the following:

i. Mobile Application Permission Leakage Attacks: The mobile application
permission leakage attacks are of three types: Confused deputy attacks, intent
spoofing, and permission collusion [7]. Confused deputy attacks are com-
pletely depending on misconfigured mobile applications. Intent spoofing is
similar form of confused deputy attack which effects the applications that are
not meant to communicate with other applications [7]. Collusion attacks are
the attacks which use overt and covert channels and aggregates the permis-
sions from different mobile applications and releases user mobile sensitive
data [7]. Collusion attacks are quite di cult to detect and which causes a great
deal of research in the mobile applications.

ii. Spyware Attacks: Spyware is malware that conveniently collects information
from an infected device. A user stores a lot of information on a smartphone
which attracts the hackers towards it. Besides, there are many channels that
can be used in smartphones to collect information. For instance, an application
that shows the weather conditions would have a permission to send the
location data to servers, which can be used by the hacker to acquire the
location of that user in a malicious manner. Sometimes, when an application
might seem legitimate in most senses, the permission settings in a users’ phone
might not be secure enough to prevent such abuse of a permission given.

iii. Phishing Attacks: Malware needs to have a database of fake URLs that are
capable of taking a users’ personal information like credit card details, and any
other personal information that can be misused as the websites have been
cleverly masquerade as trusted websites. Studies prove that 25 percent of
attacks use such techniques [8]. As this type of attack does not have a
requirement of attacking the user directly in any manner due to its
platform-independent nature, they are mostly applicable to smartphones.
There are numerous reasons for a hacker to prefer this attack. Some of which
are as follows:
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• The smaller screen of a mobile device (in this case, smartphone when
compared to a personal computer) tends to enhance the chances of dis-
guising the trust sign which any user would rely on to make a decision of
submitting credentials, for instance, if a site is enabled by secure sockets
layer.

• A smartphone provides a large variety of channels to use phishing attack
on, due to wide scale of applications that are used. These channels include
short message service or any other messenger applications.

• It is facile to mask the infected application as a legitimate application and
cleverly distribute them in the market for usage.

• Many users do not have awareness on the fact that a smartphone gives the
same risk as any other personal computer and tend to trust it more than a
computer which obviously makes the computers work easier.

iv. Diallerware Attacks: A hacker can cause a financial loss to a smartphone user
by diallerware attacks, which send premium rate SMS without a user being
aware of it [9]. The premium rate SMS service was created to provide
value-added services like news and stock quotations periodically with the
price of it being charged to the users’ phone bill. This can be used by the
hacker to financially deteriorate the user without them being aware of it.

v. Worm-Based Attacks: A worm has the capability to compromise on the
security of smartphones [9]. Besides, its nature of duplicating itself and
propagating from one device to another without the user’s notice helps the
case [9]. And as network function virtualisation has been introduced lately in
the next generation of mobile phones, worm-based attacks have a chance of
increasing exponentially.

vi. Botnets: A set of zombie devices that are remotely controlled by a hacker
when infected by malware is called a botnet [9]. When there are many mobile
devices in the network, it is called a botnet [9]. They impose serious security
threats to the Internet and most of them would be likely used in any organized
crime, to launch attacks and gain profit financially.

vii. Financial Malware Attacks: This attack aims at stealing credentials from a
smartphone using buffer-overflow techniques or man-in-the-middle attacks on
financial applications that are run by the user [4]. As we have established
earlier, a smartphone is equally prone to risks as much as a computer is.
Financial malware can come in many forms, for instance, it could just be a
key-logger application which collects credit card numbers, or in a more
sophisticated format, it could be an application that impersonates a real
banking application that can launch man-in-the-middle attacks when a user is
performing a bank transaction.
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3.2 Malicious Activities Through Mobile Apps

Some of the ways where malicious activities can be introduced through apps are as
follows:

i. Most of the app developers tend to request permissions which are irrelevant to
the app; this makes the easy provision for malware writers to introduce their
malicious activities.

ii. If two apps were developed by the same developer, then there may be a chance
of collusion attacks where in the case of user ID are shared using API calls
which is more dangerous.

4 Defense Mechanisms

There are different strategies to defend against malware, some of which have been
listed below:

a. Proactive detection can be done using tools or softwares.
b. Creating honeypots so that can catch hold of malware writers easily.
c. Updating the applications within short span every time.
d. System cleanup everyday.
e. Using most trusted applications by verifying the signature of the used

applications.

4.1 Preventive Measures

Listed below are a few preventive measures that can be taken in order to avoid
malware attacks.

• Application developers: Most of the malware attacks are introduced using
mobile applications. The application developers should follow the secured
policies strictly by not giving any sort of the loopholes to the malware attackers.
The Android consists of about 135 permissions out of which by different
researches at about 30 permissions are considered as malicious and Android
itself has categorized 23 permissions as the most dangerous permissions, so
developers should restrict using these malicious, dangerous permissions in their
application so that scope of introducing the malware decreases.

• Smartphone users: Smartphone users should strictly restrict app installation
from untrusted mobile markets or websites. Most of the malwares have been
introduced by Chinese and Russian developers, so when any smartphone user
who is installing an app should check the developers by whom app is ordered
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by; reviews should be checked; users should not blindly accept all the per-
missions; if the user feels that there are some dangerous permissions which are
not required for the app, they should be disabled; even the app runs by disabling
some permission which can be done after installation.

• Mobile market administrators: Mobile market administrators should follow
strict policies to ensure that mobile market is secure and highly trusted mobile
market. If an app is found suspicious that should be removed and developer
should be blocked, apart from different scanners like bouncer which scans to
find malicious activities, it is necessary to provide few more scanners that
enhances the usage of apps through scanners.

4.2 Detection Techniques

Most of the malware can be detected in either of two ways, i.e., using
signature-based detection or anamaly-based detection. Signature-based detection
solely concentrates on detection through signatures; it has some limitations like if
the particular signature of app has not been found in the database detection fails.
Anamoly-based detection is done based on the behavior of the system, and it mainly
checks whether there are any inconsistencies in the behavior. These anamoly-based
and signature-based detections are basically techniques which are usually come
under network-based detection. Detection will also done on client side which is
called as client-side detection. Client-side detection is again classified into static
client detection and dynamic client detection. Static and dynamic client detection
performs detection in terms of signature-based detection and anamoly-based
detection.

5 Common Attacks on a Mobile Phone/Smartphone

There are the three most common ways where the smartphone/mobile phone most
likely to be breached:

i. Poor security decision by users,
ii. Flaws in operating systems, and
iii. Usage of malicious apps.

Poor security decision by users: Most of the present smartphones at present have
good built-in technology which warns the users with different alerts like, for
example, when unsecure Wi-Fi is used, the present smartphones give the alert “a
warning will come up saying that the server identity cannot be verified and asking if
user still want to connect”. User will be prompted to click & quot; continue & quot;
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before you can join the Wi-Fi. Such kinds of warnings are usually ignored by the
users by giving their poor security decision to continue the harmful activity.

Flaws in operating systems: Developers initially unknowingly may give some
privileges which are vulnerable to extract the most sensitive information. Frequent
updates are being released by fixing the bugs by later stages but most of the users
will not install the updates as a result of the bugs or errors which have been
developed by the developer in the initial stages that may not be fixed and that leads
to extract of the data.

Malicious apps downloaded from website: Most of the apps which were down-
loaded from the website or the links increase the risk of data breach; apps which are
downloaded from the Playstore somehow have been protected but still need careful
evaluation in giving the required permissions for the app by giving good security
decision.

6 Algorithm: CURD—Confidential Unrestricted
and Restricted Data

The algorithm proposed is used to check the safety level of the application being
used, i.e., to know, “How safe is the app?”

Step 1. Dividing available the mobile user data into three sensitive levels:
confidential, unrestricted, and restricted.

• Confidential—High sensitive data which cannot be given permission
to any app or other sources.

• Unrestricted—Data can be accessed by app or any source.
• Restricted—Sensitive data can be accessed only by special permis-

sions through users’ acceptance.

Step 2. Considering the app apk and extracting permissions through apk tool and
calculating the percentage of confidential, unrestricted, and restricted data
required for a particular app for installation.

Step 3. Based on the calculation, the app seeks more than 25% of confidential
data in the form of permissions acceptance by the user when the app is
treated as not safe.

This algorithm gives only the basic checking of the app that is safe or not. There
are different tools which are available for further enhanced detection of malicious
applications.

Available tools are TaintDroid, FireDroid, MockDroid, and RecDroid. Further,
there are many methods which use permission-based detection and explores the
permissions for detection and gives rating to the permissions in terms of risky per-
missions, and not-risky permissions to calculate whether the app is malicious or not.
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7 Conclusion

In this paper, we presented a summarized view on different types of attacks by
which a smartphones’ vulnerability is exploited. Most smartphone users are
dependent on using different apps for their daily usage. For all e-transactions, the
respective merchants are providing their own applications, as Android is an open
platform and it is not secure enough to use untrusted apps. In near future, almost
every transaction can be done through mobile applications, for instance, Paytm. By
summarizing the attacks that would give a smartphone user, an idea about the types
of attacks which can be introduced in different ways into an application make it
malicious. By this, we conclude that every user should have awareness if the apps
used by the user are safe enough or not.
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An Agile Effort Estimation Based
on Story Points Using Machine
Learning Techniques
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Abstract Nowadays, many software companies face the problem of predicting the
accurate software effort. Most of the software projects are failed due to over budget
and over schedule as well as under-budget and under-schedule. The main reason for
the failure of software projects is inaccurate effort estimation. To improve the
accuracy of effort estimation, various effort estimation techniques are introduced.
Functional points, object points, use case points, story points, etc., are used for
effort estimation. Earlier, traditional process models like waterfall model, incre-
mental model, spiral model, etc., are used for developing the software, but none of
them have given the successful projects to the customers. Now, 70% of the
application software’s have been developed by the agile approaches. The success
rate of the projects developed by using agile methodologies has been increased. The
major objective of this research is to estimate the effort in agile software devel-
opment using story points. The obtained results have been optimized using various
Machine Learning Techniques to achieve an accurate prediction of effort and
compared performance measures like MMRE, MMER, and PRED.

Keywords Adaptive Neuro-Fuzzy Interface System (ANFIS)
Effort estimation ⋅ Generalized Regression Neural Networks ⋅ Mean Magnitude
of Error Relative (MMER) ⋅ Mean Magnitude of Relative Error (MMRE)
Prediction Accuracy (PRED) ⋅ Radial Basis Function Networks (RBFNs)

Ch. Prasada Rao (✉) ⋅ P. Siva Kumar
K L University, Vaddeswaram, Guntur, India
e-mail: prasadarao.chatla@aec.edu.in

P. Siva Kumar
e-mail: spathuri@kluniversity.in

S. Rama Sree ⋅ J. Devi
Aditya Engineering College, Surampalem, India
e-mail: ramasree_p@rediffmail.com

J. Devi
e-mail: charandevi85@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_20

209

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_20&amp;domain=pdf


1 Introduction

Project management in the software development is the prominent responsible
activity. The major objectives of software project management are to plan, establish
the scope document, determine the business case, estimating the effort accurately,
providing the development and testing environments to feature teams, identify the
probable risks, etc. The contract between the product owner and organization purely
depends on the project scope. The contract includes estimation of the budget,
deadlines for the project to be delivered and it is defined as a business case. The
estimation of the effort is measured in terms of the size of the project, the time
required to complete the project and how much budget is needed to complete the
project on time. The accurate prediction of the effort in the software development
leads to the success of software project otherwise it leads to failure of the project.
The main reason to get a failure of the software projects is poor management,
inaccurate estimation, continuous change of requirements, incomplete require-
ments, lack of communications among developers, unable to identify the risks in the
early stage of development, adopting the relevant process model, etc. There is a
statement in software development “Good Management can’t assure the success of
the project but Poor Management leads to failure of the projects.” The effective and
efficient process model plays a major role in developing the successful software
projects. The Standish Group reported in 2015, the success rate of the projects
developed by waterfall model is only 11% and when coming to the projects
developed by using the agile methodologies: 39% of the projects delivered on time,
on a budget, with high quality and satisfy all the customer needs and expectations.
Now, 80% of the software industries are transforming from conventional process
models (Waterfall, Spiral, Increment, RUP, Prototyping, RAD, etc.) to agile process
models (Scrum, XP, FDD, etc.) [1]. The scrum and XP are very popular and widely
recognized.

In 2001, some of the experts from top software industries form a team and
establish an “Agile Manifesto” [2]. This is called as a bible for software organi-
zation to develop the successful software projects. The advantages of agile process
models over conventional process models are:

• Deliver some usable software to the Product Owner (Customer) in a reasonable
time

• Good chemistry among the team members to improve the productivity
• Involvement of Product Owner in the entire development to give better feedback

or he can also change some features
• Agile teams are self-organized as well cross-functional for effective progress of

other software development
• Regular Assessment by feature teams and so on

Either in Conventional or Modern Approaches, the accurate effort estimation is
essential for developing the successful projects. To predict the effort in software
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projects, many metrics are introduced like KLOC, Functional Points, Class Points,
Use Case Points, Object Points, etc. None of them have given the accurate results.
In the agile process model, Story Points are derived from the user stories [3]. User
stories can be written in a very general language where everyone can able to
understand. User stories are of the form

As a <Designation>
I want to <some task to be done>
So that <goal to be achieved>
Ex: As a parent
I want to know the percentage of my son
So that I can take necessary actions to improve their studies.

Let us take an example to estimate the time and cost using User stories:

Total User Stories 20
10 of them can be measured in 3 Story Points each 10 * 3 = 30
Remaining can be measured in 5 Story Points each 10 * 5 = 50
Total Story Points 30 + 50 = 80
Velocity 10
Total number of sprints (total Story Points/Velocity) 80/10 = 8
Each sprint may take 4 weeks
Estimated time for development 32 weeks
Each sprint cost 50,000
Estimated cost for development 8 * 50,000 = 400,000

There are many techniques available for effort estimation like Delphi Estimation,
Planning Pocket, Use Case Points, etc., [4]. But they are mainly designed for
conventional process models. We can apply these conventional estimation tech-
niques to agile methodologies, but they will not give accurate results. To improve
the accuracy of effort estimation, we have to use story points in agile methodolo-
gies. The implementation of effort estimation is carried out using 21 project data set
and evaluated using different machine learning techniques. Most of the researchers
are considered the performance metrics like MMRE, MMER, and PRED(X).
Estimation of the effort has been implemented using some soft computing tech-
niques like ANFIS, RBFN and evaluated and compared using the three perfor-
mance metrics that are mentioned above.

2 Related Work

A. Schmietendorf et al. [5] provided the definition and characteristics of agile
methodologies and described different possibilities of effort estimation for different
types of agile methods, especially for XP projects and provided an analysis on the
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importance of prediction of software effort and agile software development. S.M.
Satapathy et al. [6] described various Adaptive Regression Techniques such as
multi-layer perceptron, projection pursuit regression, multivariate adaptive splines,
K nearest neighbor regression, constrained topological mapping and radial basis
function networks for predicting the software effort and provided the cost estima-
tion Class Point approach.

S. Keaveney et al. [7] proposed different cost estimation techniques for both
conventional estimation techniques as well as for agile software development
approaches and examined the causes of inaccurate estimates and steps to improve
the process. Shashank Mouli Satapathy et al. [8] described various SVR kernel
methods for improving the estimation accuracy that helps in getting optimal esti-
mated values. This estimation is carried out using Story Point approach and per-
formance of different SVR methods were compared in terms of MMRE and PRED.

Hearty et al. [9] provided an investigation about Bayesian Networks, which can
combine sparse data, prior assumptions, and expert judgment into a single model.
Shows how XP can learn from project data in order to make quantitative effort
predictions and risk determinants and also described project velocity. Donald F.
Specht et al. [10] described Generalized Regression Neural Network which is a
one-pass learning algorithm and also explains neural network implementation with
one-dimensional example and adaptive control systems.

3 Evaluation Criteria

The performance of various methods discussed in the proposed approach is
determined by the following criteria

• The Mean Magnitude of Error Relative can be calculated as

MMRE =
100
N

∑
N

1

Pi −Aij j
Ai

. ð1Þ

• The Mean Magnitude of Error Relative can be calculated as

MMER =
100
N

∑
N

1

Pi −Aij j
Pi

. ð2Þ

• Prediction Accuracy can be calculated as

PRED Xð Þ= 100
N

∑
N

1

1 if
Pi −Aij j
Ai

< N
100

0 otherwise.

(
ð3Þ
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where

N The total observations or projects in test set
Pi Predicted effort of ith project in the test set
Ai Actual effort of ith project in the test set
X MMRE value of the test set for which we are calculating the prediction.

The model with high PRED value and low MMRE and MMER values will give
accurate estimation results.

4 Proposed Approach

The proposed approach is based on the data collected from 21 projects’ dataset [11].
The dataset is used to evaluate software effort in terms of time and cost. In this
paper, Story Points and Project Velocity are taken as inputs.

4.1 Story Points

Story Points are a unit of measure that is used to implement a User Story. When
estimating based on Story Points, we will assign a size to each User Story [12].
Generally, Story Points follow Fibonacci like sequence

i.e., 0,
1
2
, 1, 2, 3, 5, 8, 13, 20, 40, 100,∝, ?

While predicting the size of each user story, most of the industries will prefer the
either 3 or 5 as size for the user story. The entire team who are involved in
developing the sprints in scrum will be estimating the total story points of all the
user stories. While predicting the story points for each user story from all team
persons there will be some different opinions and weights for user stories. In this
case, the people with different opinions will be explained their opinions and
re-estimate it. Still, it has ambiguity, then scrum master will be considered the
average weights of the entire team. Later these have been partitioned into sprints.
Generally, each sprint may take 2–4 weeks of time with the help of 5–8 people of
the team with one scrum master.
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4.2 Project Velocity

The Project Velocity is the deliveries made per sprint. Sprint is time-boxed itera-
tion. Velocity may differ from initial sprint to next sprints, i.e., velocity may be less
for initial sprints and may increase in subsequent sprints [13].

4.3 Soft Computing

In recent years soft computing gains popularity over hard computing because of its
easiness, availability in Computer Science, Machine Learning, Artificial Intelli-
gence, etc. By applying soft computing we can easily find better solutions to
complex problems at a reasonable cost. The techniques provided by soft computing
are Fuzzy Systems (FS), Neural Networks (NN), Probabilistic Reasoning (PR), etc.
We can get more accurate results by using soft computing than hard computing.
Here, in this paper, we have implemented the Machine Learning Techniques such
as Adaptive Neuro-Fuzzy Modeling, Generalized Regression Neural Network and
Radial Basis Function Networks (RBFNs) using MATLAB software.

4.3.1 Adaptive Neuro-Fuzzy Interface System

In this, we need to build Adaptive Neuro-Fuzzy Interface System (ANFIS) to train
Sugeno systems. An ANFIS is a fuzzy system and the training is done using
neuro-adaptive learning methods as in the case of neural network training.
MATLAB provides a Fuzzy Logic Toolbox which provides a number of
command-line functions to train Sugeno-type Fuzzy Interface System (FIS) using
the data provided for training. First, we need to generate FIS structure using genfis
algorithm, because anfis algorithm takes genfis (genfis1/genfis2/genfis3) function as
one of the argument. For this we have 3 methods available in MATLAB (Table 1).

In the proposed approach we have used genfis2.
The syntax used in the proposed approach is

Table 1 Different functions of genfis available in MATLAB

Function
name

Description

genfis1 It will generate FIS structure from data (training set) using grid partition
genfis2 It will generate FIS structure from data (training set) using subtractive

clustering

genfis3 It will generate FIS structure from data (training set) using FCM clustering
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Fis = genfis2(Input, Output, Rad, Bounds, Options),

where

Input Input from training set
Output Output from training set
Rad In this research method Rad value is [0.5 0.4 0.3]
Bounds Specifies how to map the training set data i.e., The bounds argument can

be empty matrix or need not be provided
In the proposed approach, it is an empty matrix

Options It is also an optional vector which specifies algorithm parameters to
override the default values. The default value for this argument is [1.25
0.5 0.15 0] and this value is only used in the proposed approach.

The anfis uses genfis (genfis1/genfis2/genfis3) to create initial FIS. Now we have
to give this genfis2 (in the proposed approach we have used genfis2 algorithm)
output to anfis function which acts as a training routine for Sugeno-type FIS. The
syntax of anfis that is used in this research method is

fis1 = anfis(Traindata, Fis, Dispopt),

where

Traindata Training set
Fis Output of genfis2 is used in our approach
Dispopt If 1 is specified, training information will be displayed and if 0 is

specified information won’t be displayed. In the proposed approach 1 is
specified.

In the Adaptive Neuro-Fuzzy Modeling, the last step is performing fuzzy
interface calculations. For this we need evalfis algorithm. The syntax used in the
proposed approach is:

estimated = evalfis(Input, fis1)

where

Input Input data from test set
fis1 FIS structure generated by anfis function.

4.3.2 Generalized Regression Neural Network

To implement this algorithm MATLAB provides a function known as newgrnn.
GRNN which is a type of Radial basis network. GRNN is used to approximate
functions [10]. They are quick to design. The general form of newgrnn function is
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net = newgrnn(Input, Output, Spread),

where

Input Input vector (training set inputs)
Output Target vector (training set outputs)
Spread Constant (default 1.0). In the Proposed approach default value is taken.

4.3.3 Radial Basis Function Networks (RBFNs)

RBFNs are similar to neural networks. Input to the RBFNs can be one or more
numeric values and output from RBFNs is also one or more numeric values. RBFN
is also known as a Radial net which can be used for classifying the data and to make
predictions. It contains three layers:

1. Input layer: Takes input vector
2. Hidden layer: Contains neurons
3. Output layer: Contains linear combinations of neurons and It will form network

outputs by taking a weighted sum of outputs from the second (hidden) layer.

If there are N neurons then the number of categories will be N + 1. There are
some Radial Basis Functions such as Gaussian, Multiquadrics, and Inverse Mul-
tiquadrics [14]. There are two types of functions available in MATLAB to imple-
ment BBFNs. They are as follows:

1. newrb: It is used to design a radial basis network. This radial basis function is
also used for function approximation. The newrb will set a Mean Square Error
(MSE) goal and it adds neurons to hidden layer until it reaches the goal. This
function stops either when the goal is reached or when maximum number of
neurons is reached. The syntax used in the proposed approach:

net = newrb(Input, Output, Goal, Spread).

Arguments are discussed later.
2. newrbe: It is used to design exact radial basis network. These are also used for

function approximation. This function is used to design radial basis network
very quickly. If there are n input vectors then there will be n neurons.
Syntax:

net = newrbe(Input, Output, Spread)

Let us discuss the arguments of all 3 functions.

Input Input vector (training set inputs)
Output Target vector (training set outputs)
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Spread Constant (default is 1.0). In the Proposed approach default value is taken
Goal Mean Square Error goal (default is 0.0). In this research method, default

value is taken.

Note: For all three functions are simulated for new input to get the predicted
values.

Syntax:

sim(Net, Newinput)

where

Newinput Input from test set
Net Net is the output of newgrnn/newrb/newrbe function.

Most of us try to give the outputs directly using matrix, but when we are using
different number of columns in input and output arguments it will show error. So
that we have to complement all the variables which we are passing as arguments in
newgrnn, newrb, newrbe, and also for sim function we need to complement test
input set but not the radial basis function (net variable) which is going to be
simulated. As we took complement to the inputs, we need to complement the final
output, i.e. the output from sim function.

5 Experimental Results

Table 2 shows the results of our approach. We have taken three machine learning
techniques: Adaptive Neuro-Fuzzy Modeling, Generalized Regression Neural
Network, and Radial Basis Function Networks. The obtained results are based on
the training set and test set which we have used in the proposed approach. We can
observe that all functions differ in terms of MMRE and MMER, but almost all
functions gave similar PRED.

Table 2 Comparision among anfis, newgrnn, newrb, newrbe functions

Model Function MMRE MMER PRED

Adaptive
Neuro-Fuzzy
Modeling

Anfis Cost Time Cost Time Cost Time
3.9079 8.4277 3.9587 19.5922 57.1429 76.1905

Generalized
Regression Neural
Networks

Newgrnn 4.8335 2.7864 5.8700 3.2042 76.1905 76.1905

Radial Basis
Function Networks

Newrb 9.9604 8.0909 16.2868 6.6430 76.1905 76.1905
Newrbe 10.6099 8.0909 11.3974 6.6430 76.1905 76.1905
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6 Threats to Validity

• We have taken only 21 projects’ data and examined with few projects. Maybe it
gives better results from small set of data set, so we should consider the larger
data set and examine

• Automation of User Stories to Story Points is not possible.
• Experienced and skill set of scrum team may also be considered for the success

of software projects.

7 Conclusion

In this paper Story Point approach is used for predicting the software effort. Story
Point approach is one of the most popular effort estimation techniques that can be
applied to agile software projects. In this paper, three Machine Learning Techniques
are chosen for predicting the software effort. The three techniques are Adaptive
Neuro-Fuzzy Modeling, Generalized Regression Neural Networks and Radial Basis
Function Network. Adaptive Neuro-Fuzzy Modeling is implemented using anfis
function and GRNN is implemented using newgrnn function and RBFNs are further
implemented using two algorithms namely newrb, newrbe which are provided by
MATLAB software. The results are analyzed using MMRE, MMER, and PRED
parameters. This study can also be expanded using Fireworks Algorithm (FA),
Random Forest, etc.
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OFS-Z: Optimal Features Selection
by Z-Score for Malaria-Infected
Erythrocyte Detection Using Supervised
Learning

Md. Jaffar Sadiq and V. V. S. S. S. Balaram

Abstract Analyzing microscopic image of blood smears has a pivotal role in
analysis characterization of erythrocytes in the screening of malarial parasites.
Characteristics feature of erythrocyte undergo changes if it infected by malaria
parasite infection. Morphology, texture and intensity are key features of erythro-
cytes. Numerous solutions have proposed in improving the microscopic image
analysis. An image processing algorithm to automate and accurate the diagnosis of
malaria parasite scope in microscopic images of the blood smears is proposed in
this paper. The experimental study indicating that identification of malaria parasite
scope in erythrocytes by the proposed OFS-Z (Optimal Feature Selection by
Z-Score) is significant and robust. The renowned classifiers such as naive Bayes,
SVM, and AdaBoost classifiers are used to assess the performance of the proposed
model. The metrics cross-validation and miss-classification rate rarely used to
estimate the optimality of the classifiers under the proposed feature selection
approach.

Keywords Malaria detection ⋅ Microscopic image processing
Erythrocyte ⋅ Feature selection ⋅ Z-score ⋅ P-value ⋅ Morphological
features ⋅ Texture features ⋅ Classifiers

1 Introduction

Malaria is one of the major epidemic disease risk envisaged across the countries,
and globally thousands of deaths are reported annually resulting from malarial
infection. The protozoan parasites like the falciparum, knowlesi, vivax, malaria, and
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ovale of genus Plasmodium lead to the critical disease of malaria, which is trans-
mitted from one to other by mosquito bites. As the global statistics reflect, it
estimated that globally, for every 30 s one death is being resulted due to malaria [1].

Numerous studies are carried out to develop techniques and solutions for early
diagnosis of malarial symptoms in humans, which can support in early treatments
and reduce the ratio of deaths resulting from malaria. The clinical strategies for
diagnosis of many diseases that affect the health based on computer-aided visual
and analysis systems. Substantial research that has taken place in the field of
biomedical and engineering reflects significant developments in the domain.
Computer-aided visual systems adaptation for medical image selection from a
clinical database, disease diagnosis can be very resourceful provided if the accuracy
rates of results from image processing are high.

The clinical strategy for diagnosing malaria infection is to identify parasite scope
in microscopic images of blood smears, carried out by the clinical experts. Among
the key factors of malaria diagnosis and treatment, the challenge lies in the need for
early and accurate detection. Manual processes of microscopic image detection are
time consuming, prone to errors and require significant expertise from clinical
experts. Effective solutions based on computer-aided and artificial intelligence
models for performing clinical diagnosis under divergent and sensitive standards
can lead to more improvements in the diagnosis.

To mitigate the challenges of the manual process, vivid range of analysis
techniques proposed to enhance timely diagnosis of malaria parasite infection in
humans. Varied features are adapted in different kinds of image analysis solutions
for differentiating the infected and noninfected erythrocytes. For instance, solutions
like the morphology, texture, and intensity are certain features used in the micro-
scopic analysis of erythrocytes. Structural changes to the erythrocytes take place
because of malaria parasite infection. In certain malarial species, morphological
features do not affect the textural changes and such factors could lead to inaccurate
results.

2 Related Work

Malaria parasite scope detection using image processing methods has been dis-
cussed in [2–4] many of the contemporary literature. In [3], automatic thresholding
method is contributed which relies on morphological approach for segmenting the
cells in the blood images. The proposed model in [3] considers disk-shaped flat
structuring element for distinguishing overlapping cells.

In [4] the closed boundaries formation technique is adapted, in which the closed
boundaries formed around blood smears. Upon application of such method, ini-
tially, the image contrast enhances resulting from Histogram Equalization [5] and is
further broken to contours upon connectivity. In [6] the novel method is proposed,
in which the relations observed amidst radiometric representation and other such
related clinical observations for automating malaria parasite scope in erythrocytes.
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K-means clustering discussed in [7], which used for distinguishing the ery-
throcytes and parasite of chosen blood smear image. Such an approach used with
varied color models.

Profoundly, in the majority of the contemporary models, the detection accuracy
of parasite scope directly impacted by the region detection accuracy and it delivers
the least significance in terms of detecting parasite scope at the premature levels.

To ensure better levels of accuracy and diagnosis, some of the current researches
are also focusing on anomaly-based models that trained on identifying infected
erythrocytes. In addition, the knowledge that gained in the training phase shall use
for identifying parasite scope over the thin blood smear microscopic images.
Feature extraction is an effective method of quantitative measurement of images
that typically used in identifying objects or regions, and analyzing pathology of a
tissue or structure in the pathology slides. Upon computing the features, selection
appropriate subgroup of significant and sound features is essential for improving the
classification accuracy and minimizing the overall complexities.

For distinguishing the infected and noninfected erythrocytes, varied features
used from the array of image and new variables computed for classifying the
information into separate classes. Features set consist features that lead to a wider
distance of class and within-class variance in the feature vector space.

Morphological features decide the resulting overall shape and size of erythro-
cytes even without considering the density into account. It is imperative from the
earlier study that the size of an erythrocyte enlarged in the instance of infection in
P. vivax and provable infection. In the case of falciparum, the size of erythrocyte
does not change.

Feature of morphology comprises area, compactness ratio, perimeter, the minor
axis of best-fit ellipse, eccentricity, Hu’s moment, bending energy, area granu-
lometry, and roundness ration [8].

Texture features implicitly reflect the spatial distribution of intensity over a
specific region. GLCM, Gray level run-length matrix, entropy, histogram of color
channel, local binary pattern, saturation histogram [2, 9, 10] are part of intensity and
texture features. Researchers have chosen numerous feature sets for classifying
infected and noninfected erythrocytes.

In [2] automated image processing method proposed, which uses features like
relative size and eccentricity over the thin blood smears. In the solution proposed in
[11] a semiautomatic method for detection, features like color histogram, grayscale
histogram, Sobel histogram, Tamura texture histogram, saturation-level histogram
are used.

In the other automated diagnosis solution proposed in [12], flat texture,
run-length matrix, gradient features, intensity histogram, Hu set of the invariant
moment, co-occurrence matrix, and Laplacian features chosen for classification of
erythrocytes.

In [13], digital analysis of changes by Plasmodium vivax was investigated using
features like perimeter, form factor, and area. In [14], content-based image retrieval
approaches proposed in which features like histogram and Hu moment are chosen.
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In [15], the textural approach quantitative characterization of Plasmodium vivax
for infected erythrocytes was proposed. Automatic screening of malaria parasite
depending on machine learning comprising 96 features proposed in [16]. In [17],
the method of Malaria Parasite Detection in Giemsa–Stained Blood Cell Images
that adapts features like, area granulometry, flat texture, gradient, color histogram
had been studied [17].

In [18], researchers have discussed a sound diagnostic tool for automatic clas-
sification of diverse blood diseases. The solution relies on digital image processing
methods. The solution on computer-based screening and visualization of Plas-
modium falciparum candidate areas in blood smears digitalized image. The method
obtains a diagnostic system that adapts feature set of local binary pattern-rotation,
scale-invariant feature transform, invariant local contrast.

The solution proposed in this manuscript is an optimal morphological and tex-
ture features selection by statistical covariance assessment scale called z-score [19].

3 Optimal Features Selection by Z-Score

The devised Optimal Feature Selection by z-score includes multiple phases and
those are preprocessing, feature abstraction, and feature set reduction by selecting
optimum features of the given microscopic thin blood smear images. The prepro-
cessing phase includes the conversion of given RGB images to grayscale, contrast
adaption, noise abstraction, and determining the edges.

The feature abstraction phase includes the process of image segmenting and
extracting texture and morphological features.

The feature set reduction by optimum feature selection done by the z-score of the
values found in normal and infected erythrocytes in respect to each feature.

3.1 Methods and Materials

This section explores the methods used in image preprocessing, feature selection,
and classification, which also includes the exploration of the features adapted.

3.1.1 RGB to Grayscale by PCA [20]

Firstly, the degree of angles amidst axes denoting Red, Green, and Blue obtained
and cosine values of the respective degrees changed to grayscale values.
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xr= ∑
Pj j

i=0
xðriÞ yg= ∑

Pj j

i=0
yðgiÞ zb= ∑

Pj j

i=0
zðbiÞ

mwfx, y, zg =
xr+ yg+ zb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 + y2 + z2
p

ð1Þ

In the above equation (Eq. 1), the mean of the absolute weights mwfx, y, zg embraced
to Red, Green, and Blue of each pixel of the given image. The notations xr, yg, zb
are the aggregate weights I in the respective order of x, y, z given to corresponding
r, g, b of the all pixels.

3.1.2 Gamma Equalization

Poor illumination is a phenomenal constraint for optimal segmenting in microscopic
images. Thus, gamma equalization is adapted for improving the contrast of the
chosen image [21, 22], which is carried out as follows:

The gamma equalization to the image g(x, y) is performed using the following
set of equation (Eq. 2):

f x, yð Þ= gmax x, yð Þ * ðgðx, yÞ− gminðx, yÞÞγ
ðgmaxðx, yÞ− gminðx, yÞÞγ . ð2Þ

3.1.3 Median Filter

The key aim of the median filter [23] is to run towards replacing each entry with a
median of neighboring entries, using the “Window” (sequence of neighbors). For
a1D signal, the most optimal window is the preceding and following entries, but for
2D signals or more dimensional ones, there is the scope for more complex window
sequencing.

In the instance of a window comprising odd number of entries, defining the
median shall be a simple process, as just the middle value of the entries in the
window are sorted in a numeric manner. However, in the case of an even number of
entries, the scope of more than one possible median.

3.1.4 Gaussian Filter

The Gaussian-smoothening operator [24] is a 2D convolution operator adapted for
“blurring” images and eliminating any kind of noise and detail. In simple terms, it is
defining like mean filter, but a different kernel used for denoting the shape of the
Gaussian hump. To ensure point-spread function, the idea of Gaussian smoothening
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is used, and achieved by convolution. As the image is stored as an integration of
discrete pixels.

Technically, the Gaussian distribution is a nonzero anywhere, and it requires
convolution kernel that is infinitely large, however, in practical terms it is effec-
tively zero more than any of the three standard deviations from mean and hence
kernel can be truncated.

3.1.5 Canny Filter-Based Edge Detection

Canny edge detection [25] is a method for extracting resourceful information from
vivid visionary objects and significantly reduces the quantum of data that requires
processing. The phenomena are adapted vividly in numerous computer vision
systems. It can effectively implement in edge detection solution for addressing the
requirements in a wide range of scenarios.

3.1.6 K-Means Clustering by Optimal Centroids

The k-means algorithm is widely used clustering algorithm. The considerable
constraint of the k-means is an optimal selection of initial centroids, which dis-
cussed and limited by a novel binary search technique in [26]. The k-means
clustering by optimal centroid selection that proposed in [26] used here in this
manuscript to cluster the given input image. The optimal centroid selection is done
as follows:

ICRðAiÞ= maxðAiÞ−minðAiÞ
K

. ð3Þ

Here in the (Eq. 3) ICR(Ai) indicates the range of initial cluster center of attribute
Ai.

Such that initial cluster center for each attribute shall be assessed and represented
as

ICR= fICRðA1Þ, ICRðA2Þ, . . . , ICRðAnÞg

Further, the initial centroids for the k clusters can assess as follows:

step 1. for k = 1, 2, …, K //for each value from 1 to K
step 2. Ck =ϕ //an empty set representing centroid k
step 3. for i = 1, 2, …, n //for each attribute
step 4. Ck → minðAiÞ+ ðk− 1Þ * ICRðAiÞ

End //of step 3
End //of step 1
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3.1.7 Z-Score

The z-score that denotes the given two vectors are distinct or not assessed as
follows:

• The notation a is the occurrence of feature f in positive set
• The notation b is the occurrence of feature f in negative set
• The notation c is the occurrence of all other features (other than feature f) in the

positive set
• The notation d is the occurrence of all other features (other than feature f) in the

negative set

Then the z-score Z of feature f can be assessed as follows:

Zðf Þ= a− ða+ cÞ * ða+ bÞ
a+ b+ c+ d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiða+ cÞ * ða+ bÞ * ð1− ða+ bÞÞp . ð4Þ

In the above (Eq. 4), we can find the degree of probability (p-value) of the
z-score z (f) from the z-table. If the degree of probability is less than the given
degree of probability threshold then the feature f is optimal.

3.1.8 Classifiers

The contemporary classifiers widely used in research are adapted for classifying the
given unlabeled microscopic images such that malaria infected and not infected,
and they are SVM [27], naïve Bayes [28], and AdaBoost [29].

The classifier called Support Vector Machines (SVM) is proven to be near
optimal to the classification process. The other contemporary classifier is naïve
Bayes, which is easy to build and robust if given input is having features of
independent classes. The AdaBoost is another benchmark classifier that boosts the
performance of the decision trees, hence the miss-classification rate is very low that
compared to SVM and naïve Bayes classifiers. The process completion time
observed for SVM, naïve Bayes is approximately stable, and low that compared to
Adaboost.

3.1.9 Features

In GLCM [30], the texture information explored in a significant manner. GLCM is
an n × n matrix wherein n denotes varied gray shades that found in the chosen
image. Further, this matrix is adapted for detailing the metrics defined below.

LBP (Local Binary Pattern) [31, 32] is the features of texture reflecting simi-
larities of neighbor regions of the grayscale image. LBP computation is primarily
reliant on two key factors such as circular neighborhood and bilinear interpolation.
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The features proposed in [22] in addition to the features of invariant moments
[33, 34] are termed as morphometric information features that are extensive for
illustrating anomalous erythrocytes recognition.

3.2 Preprocessing

The conversion of RGB to grayscale can do any of the conversion techniques [35]
found in contemporary literature. In the context of the model proposed here, the
principal component analysis strategy that devised in [20] is used. Further, the
contrast adaption has done using gamma equalizer [21, 22]. The next phase of
the preprocessing is noise reduction, which done by hybridizing the Median [23]
and Gaussian filters [24]. The objective of combining these two filters is to remove
the salt and pepper noise and noise reflected by overlapping. The median filter is
found to be robust to remove salt and pepper noise and Gaussian filter is more
optimal to remove noise of overlapping. Further, Canny filters [25] are used to
retain the continuity of the edges of the erythrocytes found in processed grayscale
images.

Figure 1 depicts the structure of the given microscopic blood smear at different
phases of the preprocessing.

3.3 Segmenting Erythrocytes by K-Means with Optimal
Centroids

The preprocessed erythrocyte image is clustered into 2 segments such that normal,
infected erythrocytes represented by respective clusters. In regard to this the k-mean
with optimal centroids [26]. The expected clusters are 2, which is since the pixels to
be clustered in given input image are fall in either normal or infected erythrocyte
scope. Hence, the superfluous and traversed regions of the given input image
eradicated and holes observed if any filled by morphological destruction technique
[22]. The input and resultant images depicted in Fig. 2.

RGB image Grayscale
Denoised ImageImage
with  Continued
Edges

Fig. 1 Structure of the image
at different phases of
preprocessing
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3.4 Features Extraction

The texture and morphological features of the normal and infected erythrocytes
considered and extracted. The 19 features explored by gray level concurrence
matrix and the all-possible local binary patterns [32, 36] considered under texture
features category. The features explored in [22, 33, 34] are considered under
morphological features category.

3.5 Feature Optimization

A feature said to be optimal if that feature coverage for both infected and normal
erythrocytes are highly covariant. If feature challenges to this property such that
coverage for both infected and normal erythrocytes is not diverse then that feature
discarded. The feature optimization is done as follows:

The values observed for all considered features in corresponding normal and
infected erythrocytes are represented in a matrix format of the respective order.

The corresponding matrix of the normal erythrocytes is represented as follows:
Each row is the values observed for all of the considered texture and morpho-

logical features corresponding to a normal erythrocyte.
Similarly, the matrix will be built for infected erythrocytes, such that each row

represents the values observed for all the features considered in respective of
infected erythrocyte.

Further, the significance of each feature is explored by estimating the z-score
between the values observed for the corresponding feature in respective to normal
and infected erythrocytes. If z-score is found to be significant at a given degree of
probability threshold then the respective feature will be considered as optimal.

Input image Resultant processed
image with two clusters
infected (white), normal
(dark)

Fig. 2 The input and
resultant image of the
k-means clustering with
binary search
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3.6 Classification

Further, the selected optimum features used to train the classifier on the given
labeled training set.

In order to test the performance of the classifier, the given unlabeled input
images will be preprocessed and select the values observed for optimum features
discovered during feature selection process. Then these values obtained from each
unlabeled input image given submitted to the classifier and then classifier allocates
predicted label, which is done by the knowledge acquired during the training phase.

3.7 Validation

Further, these predicted labels will categorize as true positives (truly labeled as
infected erythrocytes), false positives (falsely predicted as infected erythrocytes),
True negatives (truly predicted as normal erythrocytes) and false positives (falsely
predicted as normal erythrocytes).

4 Experimental Study and Results Analysis

In order to perform the experimental study, the labeled (malaria-prone, normal)
microscopic images were collected under statistical guidelines [37].The micro-
scopic images of the infected and normal erythrocytes considered from different
clinical diagnostic centers under statistical guidelines for contributors to medical
journals [37]. Peripheral blood smear slides were collected from a total 1600 (134
normal, 1322 P. vivax and 144 P. falciparum) patients. Among the collected 800
samples, only 1127 (925 P. vivax, 101 P. falciparum and 101 normal) samples were
considered based on microscopically visible factors. All samples were attested and
diagnosed by clinical experts (pathologists). The dataset statistics are depicted in
Table 1.

The experiments conducted on i5 generation Intel processor with 4 GB ram and
windows operating system. The implementation of the proposed model was carried
out using FIJI [38], which is a medical image processing tool. The overall process
includes preprocessing (as depicted in Sect. 3.2), segmenting that depicted in

Table 1 Dataset statistics Normal Infected Total

Training 213 576 789
Testing 91 247 338
Total 304 823 1127
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Sect. 3.3, feature extraction (see Sect. 3.4), and feature optimization (see Sect. 3.5)
implemented using relevant Java APIs provided in FIJI.

All samples were attested and diagnosed by clinical experts (pathologists).

4.1 Performance Analysis

The significance of the feature selection by OFS-Z as explored using benchmark
classifiers like naïve Bayes, SVM, and AdaBoost. The 70% of the samples (213
normal and 576 infected) among the total 1127 microscopic images were used to
train the classifiers. The rest 30% (91 normal and 247 infected) images were used to
test the performance of the classifiers that concludes the significance of the feature
selection strategy devised. The results obtained for the metrics called as accuracy,
sensitivity, and specificity was evincing that the optimum features obtained from
OFS-Z played a significant role to achieve the significant disease detection
accuracy.

The values obtained for the above-stated metrics from the classification results of
the selected classifiers explored in Table 2.

The results depicted in Table 2 evincing that the overall performance of clas-
sifiers, which is in terms of prediction accuracy is more than 84%, which is sub-
stantial that compared to the present average accuracy, which is approx. 81% that
depicted in contemporary benchmark feature extraction models explored in Sect. 2.
The other critical advantage of the proposed feature selection strategy is a minimal
prediction as false positives, which is since the average specificity observed from
experiments is 79% that depicts 4% more than the specificity observed in con-
temporary models reviewed. Concerning the results obtained from an experimental
study, among the all three selected classifiers, AdaBoost is best toward classifica-
tion performance. However, the process time observed for AdaBoost is more than
the other two classifiers. The results obtained for the other metric specificity for

Table 2 Results obtained for validation metrics

SVM NB AB

TP 225 210 244
FP 20 17 19
TN 71 74 72
FN 22 37 3
Precision 0.880832081 0.884222779 0.895013401
Accuracy 0.875739645 0.840236686 0.934911243
Sensitivity 0.871700305 0.808295055 0.947040757
Specificity 0.78021978 0.813186813 0.791208791
F-measure 0.914634146 0.886075949 0.956862745
Process time in milliseconds 8195 ± 27 8539 ± 32 9924 ± 40
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SVM is lesser than that compared to other two classifiers, which indicates that false
negative rate is high. On medical grounds, false negative rate (diseased records are
claimed as normal) is certainly intolerable. The specificity is significantly high in
the case of AdaBoost. Hence, it is obvious to claim that the AdaBoost performed
best among the classifiers considered. The process time evinced for AdaBoost is
considerably more among all three classifiers, which is negligible in the context of
classification accuracy and specificity.

5 Conclusion

The optimal feature selection for machine learning classifiers is considerable
research objective and it is a most critical factor for computer-aided disease pre-
diction models. In this context, an optimal feature selection by z-score proposed
here in this manuscript. The devised model aimed to detect the optimal texture and
morphological features from microscopic images of the thin blood smears to predict
the scope of malaria. The experiments were conducted on three classifiers using
1127-labeled microscopic images. The results obtained from the experiments
indicated that the feature selection strategy is optimal since the classification
accuracy of the all three classifiers considered is more than 84%. Among these
classifiers, AdaBoost outperformed other two classifiers called SVM and naïve
Bayes. The disease prediction accuracy and specificity are two critical metrics that
were used to explore the performance of these classifiers. The process time
observed for AdaBoost is more than the other two, which can be negligible as its
classification performance is higher than the other two classifiers. The contribution
motivating us to define hybrid feature selection models with heuristic and
meta-heuristic approaches found in contemporary literature.
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An Effective Hybrid Fuzzy Classifier Using
Rough Set Theory for Outlier Detection
in Uncertain Environment

R. Kavitha and E. Kannan

Abstract Data mining is the process that is used to extract the meaningful infor-
mation from the large size dataset. The effective dataset utilization depends on the
proper classification of outliers. The main objective of the outlier detection is to
extract the abnormal data with inconsistency. The information collection from the
different mechanisms is uncertain in nature. The data uncertainty causes the
knowledge imperfections namely, vagueness and indiscernibility. The proposed
research work implements an efficient fuzzy–rough set classifier for an outlier
detection with less computational complexity. The fuzzy logic utilization and the fix
of abnormal data easily determine the outliers in the large size database. The
proposed classifier is compared with the existing classification methods with per-
formance parameters like average running time, average execution time, execution
time, false negative, false positive, true negative, true positive, precision, recall, and
accuracy. The comparative analysis depicts the effectiveness of classifier in outlier
detection.

Keywords Fuzzy logic ⋅ Rough set ⋅ Outlier detection ⋅ Classification

1 Introduction

Fuzzy logic [1] is expressed as the degree to which an element belongs to a set. The
characteristics function of a fuzzy set is allowed to have values between 0 and 1,
which denotes the degree of membership. Fuzzy logic [2] combined with rough set
theory [3] is used to detect the outliers. As the medical database contains a large
amount of data, the data contains noises that are categorized as attribute noise or
class noise. Outliers [4] are considered as an errors or noise.
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Rough set theory [5] is the soft computing technique used to represent vagueness
or incomplete knowledge. It has been applied in health science industry in the
recent years. It is used for the heart disease diagnosis and classification. Using the
rough set theory, discussions on information system, lower approximation, upper
approximation, indiscernibility, rule generation, accuracy, certainty, rule coverage,
and the strength are computed with the improved results. It is also the useful way of
finding knowledge from the medical disease dataset to estimate the imprecise
concept. The rough set theory is different from fuzzy since it provides the vagueness
due to the lack of information on attributes present in the dataset. It also acts as a
mathematical tool.

This paper explores the use of fuzzy logic [6] in the classification of data and
suggests a method that can determine outliers in medical dataset and predict them
by fixing the abnormal data. The outlier detection from the large size database is
extensively used in various applications namely, reliability analysis, fault detection,
and the medical diagnosis. Rough set theory [7] based on lower and upper
approximation classifies the elements accurately belonging to the set and the ele-
ments possibly belonging to the set respectively. The hybrid fuzzy and rough set
theory based data classification reduces the computational complexities and
improves the outlier detection capability.

2 Related Work

In year 2016, Siva et al. proposed work on “A fuzzy logic based method for outlier
detection”. The work is carried out to find the anomalous and erroneous data. The
mathematical statistical techniques are used for detecting and removing the outliers.
A real steel industry data is considered for outlier detection using fuzzy inference
systems. In year 2016, Jiao Shi et al. performed work on “Enhanced rough-fuzzy
c-means algorithm with strict rough sets properties”. The author proposed work by
integrating fuzzy sets and rough sets; a hybrid algorithm is designed to find the
patterns from large datasets. Also, fuzzy weighted factor is designed to find the
patterns. An enhanced version of rough-fuzzy C-means clustering algorithm is used
in computing a new centroid. Each cluster is calculated with its own lower and
upper approximation. Objects are partitioned into corresponding regions for
updating their centroids. The centroids point is calculated based on the weighing
average calculated for lower and upper approximations of its own boundary region.

In year 2015, Jun Meng et al. proposed a work on “Gene Selection Integrated
with Biological knowledge for plant stress response using neighborhood system
and Rough set Theory”. In this work, the preprocessing algorithm is used to cal-
culate the threshold. The gene selection is carried on by selecting the top-ranked
genes, building a neighborhood system, using reduction algorithm based on rough
set theory, applying the attribute reduction and finally using classifier to achieve the
accuracy. The attribute reduction algorithm is used to select significant genes, based
on the neighborhood rough set model.
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In year 2014, Ahmad Taher Azar et al. performed a work on “Inductive learning
based on rough set theory for medical decision making”. This work is performed
with two approaches. They are based on past historical records including previous
symptoms and treatments and rule-based expert system. The work is carried out in
finding the upper, lower, and boundary approximation from the dataset. The rough
set exploration system, an open source rough set tool, is used for the experimental
results. In year 2013, Aquil Burney et al. performed a work on “Application of
rough set in health sciences and disease diagnosis”. The proposed work discusses
on rough set information systems, approximation sets, indiscernibility, rule gen-
eration, reducts, accuracy, and discernibility matrix. It mainly focuses on reduction
of the attributes after finding the discernibility matrix. The results are calculated
using the Rosetta rough set tool.

3 Proposed Work

The hybrid fuzzy and rough set theory based data classification [8] reduces the
computational complexities and improves the outlier detection capability. The
lower approximation consists of the set that is certainly contained in the set from
the universe set. Universe is called the dataset. The upper approximation contains
the data that is possibly contained in the observed features. The boundary region
consists of those objects that cannot be classified from the dataset. The relevant
attribute is identified by evaluating the attribute set called as reducts. It is the
technique used to remove the redundant attributes which provides the effective way
for disease diagnosis. This technique can be used for classifying any type of
medical data as low risk, moderate risk, and high risk.

3.1 Training Pseudocode

The training dataset is given as the input. The fuzzy classification is used as the
preprocessing step to classify the data into lower, medium, and higher categories.
After this step, the probability is computed for the individual attributes, which is
carried out to find the probability for all the attributes. Then, apply the rough set
classification to classify the data into lower approximation, upper approximation,
and boundary approximation. After finding the records in the boundary region, the
sensitive or critical attributes are extracted. With the results of the sensitive attri-
butes, the rules are extracted which are applied to the testing data for the prediction
of the medical disease dataset. For the experimental purpose, a sample dataset is
considered from UCI Machine Learning repository. It consists of data which are
used by the machine learning researchers for their empirical analysis. The heart
disease dataset with 14 test attributes is considered.
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Input: Dtr—Training dataset
Output: R—Rules

Step 1: Extract training dataset and load into database
Step 2: Separate the numerical values as records xð Þ and attributes að Þ in the dataset
Step 3: Select the threshold value (thhr) for different ages as per following table:

Age a Heart rate threshold limit thhr
a ≤ 20 200
20 < a ≤ 25 195
25 < a ≤ 30 190
30 < a ≤ 35 185
35 < a ≤ 40 180
40 < a ≤ 45 175
45 < a ≤ 50 170
50 < a ≤ 55 165
55 < a ≤ 60 160
60 < a ≤ 65 155

Step 4: Split the stages based on the membership functions for heart rate, blood
pressure, and cholesterol

sthr =
1 if hr < thhrð Þ
2 if hr > thhrð Þ

�

stbp =

1 if ðbp < 130Þ
2 if ð100 < bp ≤ 155Þ
3 if 130 ≤ bp < 220ð Þ
4 if 145 ≤ bp < 200ð Þ

8>><
>>:

stch =
1 if ðch < 160Þ
2 if ð160 < ch ≤ 280Þ
3 if ch ≤ 280ð Þ

8<
:

Step 5: Compute the individual probability ðPðxiÞÞ
H aið Þ=maxValue Dtr aið Þ½ �

V aið Þ= currentValue Dtr aið Þ½ �

Pind aið Þ=H aið Þ ̸V aið Þ

PðxiÞ= Pind a1ð Þ,Pind a2ð Þ . . . . . .Pind anð Þf g
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Step 6: Compute the overall probability (Pov xið Þ)
Pov xið Þ=1 ̸n∑n

i=1 PðxiÞ

Step 7: Getting lower limit and upper limit of overall probability Pov xið Þ for each
status

L1 → Lower Limit for status 1

U1 →Upper Limit for status 1
L2 → Lower Limit for status 2
U2 → Upper Limit for status 2

Step 8: Rough set classification:
Lower approximate region Rl xð Þ → L1 ≤ R xð Þ < L2
Upper approximate region Ru xð Þ → U1 < R xð Þ ≤ U2

Boundary region Rb xð Þ → Rl xð Þ ∩ Ru xð Þ → L2 ≤ R xð Þ ≤ U1

Step 9: Getting sensitive attributes from Rl and Ru records

aLl → frequent Count ½Rl að Þ�
aLu → frequent Count ½Ru að Þ�
Sattri → aLl ∩ aLu

Step 10: Frame rules based on sensitive attributes Sattri

Sattri að Þ= St1, St2 . . . , StN and value of each attribute is 1, 2, 3f g
Assign set of rules are r= r1, r2 . . . , rZf g

Step 11: Calculate index for the result of fuzzy formulation

Set the value −1 for the attribute status astatus =2 for each ri
as → matchðsum of astatusfromRb xð Þ, riÞ
if as > 0ð Þas → 1
if as =0ð Þas → 2
else as → 3
Rui → ri, as

Step 12: Output the fuzzy rule set

R= Ru1,Ru2,Ru3 . . . . . .Ruif g

3.2 Testing Pseudocode

In the testing algorithm, test dataset is collected and loaded in the database. The
fuzzy classification is applied to categorize the data into low, medium, and higher.
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Then, the individual probabilities of each attribute are computed to find the overall
probability of each attribute. Based on the overall probability, the records are
classified. It is then checked with the threshold. If the value is less than the
threshold, the values are declared as the low-risk records. If not they are recorded as
high-risk records. These records are in turn verified with the boundary regions. It is
been checked with the rules generated. And finally, the rules are categorized as low,
moderate, and high-risk records.

Input: Dts—Testing dataset
Output: Dts Xið Þ
Step 1: Extract testing dataset and load into database

Step 2: Separate the dataset with the records and attributes as in training algorithm

Step 3: Select the threshold value (thhr) for different ages as per table

Step 4: Split the stages based on the value of heart rate, blood pressure, and
cholesterol

sthr =
1 if hr < thhrð Þ
2 if hr > thhrð Þ

�

stbp =

1 if ðbp < 130Þ
2 if ð100 < bp ≤ 155Þ
3 if 130 ≤ bp < 220ð Þ
4 if 145 ≤ bp < 200ð Þ

8>><
>>:

stch =
1 if ðch < 160Þ
2 if ð160 < ch ≤ 280Þ
3 if ch ≤ 280ð Þ

8<
:

Step 5: Compute the individual probability ðPðxiÞÞ
H aið Þ=maxValue Dtr aið Þ½ �
V aið Þ= currentValue Dtr aið Þ½ �
Pind aið Þ=H aið Þ ̸V aið Þ
PðxiÞ= Pind a1ð Þ,Pind a2ð Þ . . . . . .Pind anð Þf g

Step 6: Compute the overall probability ðPov xið ÞÞ
Pov xið Þ=1 ̸n∑n

i=1 PðxiÞ
Step 7: Compute the status value using the lower, upper limit, and overall
probability

if L1 ≤ Pov xið Þ < L2 − set sT= 1
if U1 ≤ Pov xið Þ < U2 − set sT= 3
if L2 ≤ Pov xið Þ ≤ U1 − follow rule matcher
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Step 8: Update the records in the dataset

Dts Xið Þ= fDts xið Þ, sT

3.3 Rule Matcher

The rule matcher algorithm is used to match the rule with the original dataset.

Step 1: Check whether the rules matched with the records of original dataset

M xið Þ → matched Rwith Dts xið Þ
Step 2: Assign the status values

si = valueOf M xið Þ, astatus½ �
if si > 0 sT =1
if si =0 sT =2
if si < 0 sT =3

4 Experimental Results

4.1 Accuracy

The accuracy of the classifier is based on the number of instance that is correctly
classified. The accuracy of the method is shown in Fig. 1.

Accuracy= no.of predicted outliers ̸Total Outliers

4.2 Area Under Curve

The AUC metric measures the performance of a binary classifier. It is the proba-
bility that randomly selected positive patterns will be ranked higher than a ran-
domly selected negative pattern. Figure 2 shows the comparison with the other
classification methods.
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4.3 Running Time

Table 1 shows the average running time of the classifier compared to existing
classification methods.

Average Running Time= 1 ̸no. of process × ∑ðtime taken to finish

− starting time of the processÞ

5 Conclusion

The medical database contains large amount of data related to the patient’s medical
conditions. These data contain the outlier called as data noise or attribute noise.
These outliers are identified and are removed using the fuzzy and rough set theory.
They are the mathematical tool to deal with decision system in providing the
uncertain and vague decisions. The paper presents the efficient fuzzy–rough set
classifier for an outlier classification with less computational complexity [1, 9]. The
proposed classifier is compared with the existing classification methods regarding
the performance parameters like average running time, average execution time,
execution time, false negative, false positive, true negative, true positive, precision,
recall, and accuracy.
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Table 1 Average running time

Average running time in sec
Method ε NR-SVDD SSLM R-SVDD N-SVDD DW-SVDD SVDD FRSC

Time in Sec 4.8 3.9 3.9 2.6 2.4 2.4 2.2
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CSES: Cuckoo Search Based Exploratory
Scale to Defend Input-Type Validation
Vulnerabilities of HTTP Requests

S. Venkatramulu and C. V. Guru Rao

Abstract Web application servers are prone to attacks that are more vulnerable and
thousands of security breaches that are taking place everyday. Predominantly, the
hackers to breach the web application systems security use the method of SQL
injections and XSS models. IDS systems play a pivotal role in identifying the
intrusions and alerting about the attacks. Despite that, there are numerous models of
IDS systems in place; one of the commonly approached systems is the syntax
analyzers. However, the limitations in terms of programming language dependency
and the related issues drop the performance levels of syntax analyzer based
strategies. To ensure the right kind of http request vulnerabilities, detection methods
are in place; the Cuckoo Search based Exploratory Scale (CSES) to defend
input-type validation vulnerabilities of HTTP requests is proposed here in this
paper. The key objective of CSES is to magnify the speed and accuracy of
input-type validation of web applications. The programming language dependency
and server level process overhead issues do not impact the performance of CSES. In
addition, the other key benefit of CSES model is optimal speed in search related to
vulnerability scope detection. The experimental studies that are carried out on a
dataset that contains the records prone to cross-site scripting, SQL injection
alongside the normal records, depict better performance of the model, when com-
pared to the other benchmarking model of DEKANT. CSES model has delivered
improved accuracy levels in identifying the attacks.

Keywords XSS attack ⋅ Web application ⋅ SQL injection attack
CVE ⋅ CSES
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1 Introduction

Internet-based solutions have become an integral part of our daily activities. For
instance, right from professional networking to personal communication, banking,
transaction management, and ecommerce, web-based application solutions have
become an integral part of our business process. As significant quantum of personal
and critical data of users is stored in such applications, data security has become
integral element in handling the application systems. In addition, the security
challenges that are creeping up are fast emerging, and everyday new kinds of
security challenges are emerging in terms of impact the security of the web-based
application systems.

It is imperative from the report of OWASP that SQLI (SQL injections), XSS
(cross-site scripting), FI (File Inclusion), and RCET (Remote Code Execution) are
among the key techniques that are used by hackers to exploit the security vulner-
abilities of the web application system. Such vulnerability exploitation leads to data
breach, comprising security of clients and applications. Many contemporary solu-
tions are emerging as a result of extensive research carried out toward improving
the web vulnerability detection, like the static taint analysis, dynamic taint analysis,
concolic testing, and model checking solutions.

Though static taint analysis approaches are scalable, one of the significant chal-
lenges envisaged in the process is about the false positive rates [1] that are generated.
Dynamic taint analysis [1], symbolic [2], model checking [3], and concolic testing
methods are being more accurate in detecting real attack values but envisage scala-
bility issues for large systems resulting from path explosion problem [4].

In [5], Shin et al. have proposed scalable vulnerability prediction but the granularity
of current predictions is profoundly based on coarse-grained solution to identify the
vulnerabilities at varied level of software components. There is integral need for more
effective, scalable, accurate, and robust solutions that can benefit web developers.

It is evident from the review of literature that input validation and input sani-
tization shall be two key coding techniques that can be resourceful in securing the
programs from varied kind of vulnerabilities. Input validation certainly inspects the
inputs for defined properties like the length of data, range sign, and type. Input
sanitization ensures the process of cleansing, by accepting only the predefined
characters and terminating any other kind of requests comprising special meaning.
Innately an application could be vulnerable if the developers do not adapt con-
temporary techniques effectively.

Henceforth, a new vulnerable detection strategy “Cuckoo Search based
Exploratory Scale (CSES) is proposed in this paper, for input-type validation
vulnerabilities detection and also prevention of HTTP requests”. CSES model
comprises two phases as (i) training and (ii) testing.

The approach is that the required dataset generated using open source tools
called XSS proxy [6] and SQL power injector [7] for evaluating the proposed
model. Significance of the model estimates the statistical metrics [8] called preci-
sion, specificity, accuracy, and sensitivity.
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Statistical metrics are used for assessing the prediction accuracy of CSES and
DEKANT. As per the metrics, the accuracies of CSES and DEKANT are about
95% and 80%, respectively. The performance of the model is high as the results of
specificity and sensitivity observed for CSES are higher than that of DEKANT.

Review of related work and the contemporary solutions from the literature is
discussed in Sect. 2; in Sect. 3, the proposed solution is discussed, followed by
Sect. 4 in which the experimental process is carried out; and the study results are
demonstrated and discussed in Sect. 5. Section 6 depicts the results obtained from
experiments and the analysis, and the research work concluded in Sect. 6.

2 Related Work

Usually, the static tools for analysis look for vulnerabilities in the applications typi-
cally at source code level [9–12]. Majority of such tools conduct taint analysis like
tracking the user inputs for verifying if they are targeting any sensitive link. For
identifying such links in PHP coding, Pixy [9] has been one of the first of its kind tools
proposed. PhpSafe [10] is the another contemporary tool adapted in taint analysis for
searching vulnerabilities in CMS plugins (for instance in the case of WordPress
Plugins) without analyzing at CMS source code levels. Hence, it can be configured
with certain functions of CMS,which is considered as entry points and sensitive sinks.

In the case of static analysis tools, because of complexity related to coding
knowledge about vulnerabilities, the challenge of more number of false positives
and false negatives getting triggered takes place. As discussed in [13, 14] even in
WAP, the taint analysis is carried out but the data mining process supports in
predicting false positives apart from correcting any kind of vulnerabilities that are
detected. In [14], authors have presented an approach for more precise static
analysis that depends on contemporary data structure for representing source code.
An alternative approach has also been proposed wherein, unlike the words do not
comprise coding knowledge about vulnerabilities and emphasis is on extracting
knowledge from annotated code samples.

Machine learning is used in some recent works for measuring the quality of
software, by collecting attributes that disclose any kind of defects in the software
[15]. However, many works use machine learning models for predicting vulnera-
bilities in the source code, which is different from identifying their existence as
depicted in [16–18]. Certain attributes like the vulnerabilities and function calls
[16], code complexity, and developer activities [17] are used for code-metric
analysis with metadata that is generated from code repositories [18].

In [19, 20], machine learning methods are used for predicting the vulnerabilities
in PHP programs. The tools extract set of attributes, which end in sensitive sink but
do not start at an entry point level. Set of annotated slices are used for training the
tool before using them for identifying vulnerabilities that are present in the source
code. WEKA tools are used for analysis, as the detection tools do not perform
directly any kind of data mining process [21]. The authors have enhanced the
detection ability, which is based on traces of detection and program executions [22].
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WAP relies more on machine learning and data mining for predicting whether
the vulnerability predicted by taint analysis is a false positive or a real vulnerability
[13, 14]. Unlike the solution proposed in [19], the WAP solutions identify the
location of vulnerabilities in the source code as required for eliminating them. Php
Miner tools and WAP use certain standard classifiers like Naïve Bayes, multilayer
perceptron, and sequence classifiers.

Some of the static analysis tools even adapt the machine learning techniques for
contexts apart from web applications too. In [23], it is used for discovering vul-
nerabilities by identifying missing checks in source code of C programming. The
tool performs taint analysis for identifying checks between entry points and sen-
sitive sinks, and applies the text mining for discovering neighbors of such checks.
Accordingly, a model is built for identifying the missing checks. In [24], the
method of text mining is used for predicting software components that are vul-
nerable in Android applications [24]. Text mining techniques are used for getting
the terms present in files (software components) and its related frequencies. In
addition, a static code analyzer is used for checking the software components to
identify them as vulnerable or non-vulnerable. Accordingly, the term frequencies
are coordinated for term frequencies of vulnerable software components and
building a model for predicting the vulnerability if any in a software component.

Another contemporary model is called DEKANT [25], which is a static analysis
tool that detects HTTP request vulnerabilities. The DEKANT is conceptually
similar to the model proposed in this manuscript. The DEKANT characterizes the
vulnerabilities based on the knowledge gained from the sequence of annotated
source code slices. The efficacy of this tool is proportionate to the degree of
modularity of the source code, which is often a considerable constraint.

In this paper, the model comprising “Cuckoo Search based Explorative Scale
(CSES)” is proposed to defend web vulnerabilities in HTTP requests. The proposed
model is at the network level and the process load at web application servers
superseded. In the proposed model, syntax analyzers are not used and hence the
issues of imprecise code analysis and programming language dependency do not
occur in CSES. The further section discusses the proposed model of CSES in detail.

3 Cuckoo Search Based Exploratory Scale (CSES)
to Defend Input-Type Validation Vulnerabilities

Proposed CSES model is an evolutionary computation based on network-level
heuristic scale for vulnerability detection in http requests. CSES discovers the
impact of varied parameter types and the values at the network levels. The proposed
solution is program independent, as it does not use any kind of code analyzers.
CSES can connect dynamically and could use for monitoring vulnerabilities in http
requests that are targeted for any web application. Analysis of http requests to
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possible vulnerabilities is carried out using cuckoo search based learning of varied
request parameter values and the types of such parameters.

The key objective of CSES is to deploy an evolutionary computing-based
exploratory scale that scales the vulnerability scope of association of input types
and values given for request parameters. At preprocessing level, the given labeled
http requests will be partitioned into two sets vrs, frs representing vulnerable prone
and normal records, respectively. At learning phase, nests will build from the record
sets vrs, frs as two different hierarchies vnh, fnh, respectively. The formation of
these nests hierarchies vnh, fnh is intended to perform cuckoo search, such that the
divergent patterns of input types as nests and the pattern of values observed for
corresponding input types in record sets vrs, frs will be placed as eggs in respective
nests of hierarchies vnh, fnh. Further, these nests searched to track the vulnerability
scope toward the attacks such as SQL injection and XSS attack. The overall process
of CSES is dual-fold strategy of training the model through nest hierarchy for-
mation for vulnerable prone and normal record sets vrs, frs and assessing the vul-
nerability scope of the unlabeled http request given as input for testing. The process
flow of CSES is discussed in detail from Sect. 3.1 onward.

3.1 Cuckoo Search

Cuckoo Search is a search technique stimulated by the holoparasite act of some
cuckoo birds. The species of type cuckoo is unable to complete its reproduction
cycle without proper host (nest of the other types of birds that contains eggs which
resemble to cuckoo bird egg). The cuckoo bird places its egg(s) in the nest of host.
The strategy of search followed by a cuckoo bird is adapted in numerous fields [26,
27]. Cuckoo search executes under three traditional rules [28], and they are cuckoo
selects a host nest randomly to place the egg, the nest contains most compatible eggs
that are compared to cuckoo egg which enables the reproduction of the cuckoo, and
the finite number nests (usually the 15) [29] are adapted for cuckoo search.

The probability factor to notify the cuckoo egg as artifact by a host bird is
fPðaÞ∃a∈ ð0, 1Þg. In order to optimize the initial nest of the search, usual search
follows the techniques such as Levy flights and random walks [29]. In regard to the
proposed model, the features are deterministic and ordered by size in descending
order; hence, the levy flights technique is adapted for perch search in the proposal.

3.2 Feature Selection

Let itV , itF be the sets representing all input types observed in vulnerable and
normal record sets vrs, frs, respectively. The criteria that opted to select optimal
features (input type) are as follows.
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“If the values observed for an input type in records represented by set vrs are
significantly distinct from the values observed for corresponding input type in
records represented by set frs, then that input type will be considered as optimal
feature.” This is since the input type with similar values for vulnerable and normal
records is insignificant to diversify the vulnerability scope from normal. In order to
find the optimal features (input types) as set fopt, we adapt hamming distance to
estimate the distance between values observed for an input type in respective
vulnerable and normal sets vrs, frs.

3.2.1 Assessing Hamming Distance is as Follows

Let V = fv1, v2, . . . , vmg,W = fw1,w2, . . . ,wng be the two vectors representing
values observed for an input type t in sets vrs, frs, respectively. Then, the Hamming
distance between these two vectors can be measured as depicted in (Eq. 1):

hdV ↔W ←
∑maxðm, nÞ

i=1
0 if ðvi −wi ≡ 0Þ
1

�

maxðm, nÞ ð1Þ

// hdV ↔W is the hamming distance between V and W.

3.3 Learning Process (the Nest Formation)

In order to prepare the nest hierarchy, possible unique subsets
N = fn1 ⊆ foptg, fn2 ⊆ foptg, . . . , fnjNj ⊆ foptg

� �
, according to set theory [30], which is

of 2jfopt j− 1 number of subsets from optimal features (input types) fopt of size jfoptj will
be defined. The set with all optimal features also been considered as subset; hence, the
subsets exist with jfoptj count as maximum length and minimum length as 1.

Further, nest hierarchies vh and fh will be formed that are representing respective
vulnerable vrs and fair frs record sets. Each hierarchy will be formed such that a
subset maximum length is in root level of the hierarchy, subsets with length
jfoptj− 1 will be in first level (next to root level) of the hierarchy, subsets with length
jfoptj− i will be in ith level of the hierarchy, and finally the subsets with length 1
will be in last level of the hierarchy.

The values observed for each subset fni∃ni ⊆ foptg of input types in vulnerable
records set vrs will be considered as eggs and placed in a nest, which is represented
by respective subset fni∃ni ⊆ foptg in hierarchy vh. Similarly, the values observed
for each subset fni∃ni ⊆ foptg of input types in normal record set frs will be con-
sidered as eggs and placed in a nest, which is represented by respective subset
fni∃ni ⊆ foptg in hierarchy fh.
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3.4 Testing Phase (Process of Cuckoo Search)

In order to assess, the given http request is vulnerable prone or, initially not all the
input types and their respective values extracted as sets sf , sv in respective order
from the http request. Then, obtain the optimal input types as set sfopt, such that the
input types exist in both sets sf and fopt. Further, define a set tN that contains
2jsfopt j− 1 unique subsets from sfopt, such that tN ⊂N. The values observed in given
http request for each subset ftn∃tn ∈ tNg will be considered as a map
E= ftn1 ⇒ eðtn1Þ, tn2 ⇒ eðtn2Þ, . . . . , tnjtNj ⇒ eðtnjtNjÞ, g that maps each subset
ftni∃tni ∈ tNg and the respective value set eðtniÞ. The corresponding value sets of
the each subset tn that exists in set tN are considered further as cuckoo eggs to be
placed in appropriate nests in both hierarchies vh, fh.

3.4.1 Cuckoo Search on Both Hierarchies

Arrange all subsets found in set tN in descending order of their size.
Let svh =0 be the similarity score observed between the eggs placed in the nests

of hierarchy vh and eggs to be placed.
Let sfh =0 be the similarity score observed between the eggs placed in the nests

of hierarchy fh and eggs to be placed.

Step 1: ∀
jtNj

p=1
tnp∃tnp ∈ tN

� �
Begin

Step 2: eðtnÞ=Eftnpg //extracting the values represented by tnp in corre-
sponding map E

Step 3: ∀
jNj

q=1
nq∃nq ∈ N ∧ nq ≡ tnp

� �
Begin //for each subset nq as a nest that

find in both hierarchies, which is identical to the subset tnp
Step 4: lsmax = 0 //max local similarity that set initially to 0.

Step 5: ∀
jnqj

i=1
ei∃ei ∈ nq ∧ nq ∈ N ∧ nq ∈ fh

� �
Begin //for each egg ei found in

nest nq of hierarchy vh

Step 6: if ei ∩ eðtnÞ
eðtnÞ > lsmax

� �
Begin

Step 7: lsmax =
ei ∩ eðtnÞ
eðtnÞ

Step 8: End //of condition
Step 9: End //of loop

Step 10: svh + = lsmax

Step 11: //Similar process continued further in regard to hierarchy fh.
Step 12: lsmax = 0 //max local similarity that set initially to 0.
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Step 13: ∀
jnqj

i=1
ei∃ei ∈ nq ∧ nq ∈ N ∧ nq ∈ fh

� �
Begin //for each egg ei found in

nest nq of hierarchy fh

Step 14: if ei ∩ eðtnÞ
eðtnÞ > lsmax

� �
Begin

Step 15: lsmax =
ei ∩ eðtnÞ
eðtnÞ

Step 16: End //of condition
Step 17: End //of loop
Step 18: sfh + = lsmax

Step 19: End
Step 20: End //of loop

3.5 Assessing the State of the Http Request

The minimum similarity score for both hierarchies will be 0, and the maximum
similarity score for both hierarchies will be jtNj, which is since the max similarity
for each nest is 1 and the eggs to be placed are at most compatible to all nests.

Henceforth, the difference between the similarity scores observed for both
hierarchies taken as metric to estimate the given request is vulnerable prone or not,
which is as follows:

sfh − svh ≥ jtNj
2

The given http request is surely not prone to vulnerable

sfh − svh ≥ jtNj
3

The given http request is possibly not prone to vulnerable

svh − sfh > 0 The given http request is surely prone to vulnerable

sfh − svh is >0&&< jtNj
3

� �
The given http request is possibly prone to vulnerable

4 Experimental Study

In this section, the emphasis is on experimentation that performed on the proposed
model. Experimental study conducted on synthetic dataset that includes http
requests intended to cross-site scripting and SQL injection attacks alongside normal
requests.
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4.1 The Dataset Preparation

The open source tools XSSPROXY [6] and SQL POWER INJECTOR [7] are used
to synthesize cross-scripting and SQL injection attacks, respectively. The number of
records accumulated for experiments is 7539. Among these, 5265 records are
labeled as attack prone and rest 2274 records are labeled as normal.

4.2 Implementation Process

In the initial phase, the preprocessing of the dataset that loaded into the application
environment was performed. Further, the segmentation of the data as attack prone
and normal records as per the label is carried out. The cross-validation and mis-
classification rate of the proposed model were carried out. In order to this, the
labeled records partitioned into 70 and 30%. The 70% of the records were used to
train the model (nest formation) and rest 30% were unlabeled and used to test the
proposed model. The records considered for training phase were preprocessed
initially to obtain optimal features (input types) as depicted in Sect. 3.2. Further,
these optimal features are used to form the nest hierarchy as depicted in Sect. 3.3.
The leftover 30% records were unlabeled and used to perform the testing process as
depicted in Sect. 3.4. The following section explores the results obtained from
testing phase.

5 Results and Analysis

In this section, the emphasis is on results obtained from the experiments. Input
parameters of the experimental study are detailed in Table 1. Using the statistical
metrics [8], the performance of the model is discussed in Table 2.

The performance of the model is compared to the benchmarking model of
DEKANT [25] that intended to prevent the vulnerabilities in web applications.
From the experimental studies, it is imperative that the accuracies of CSES are 93%
and 89%, respectively; and the CSES model is robust in terms of attack detection as
the miss-classification rate, detection missing rate, and detection fallout rate that
observed in CSES is comparatively much lower than DEKANT (See Table 2). The
another critical advantage is minimal detection missing rate (false negative rate) that
denoted by specificity, which is 11% more for CSES compared to DEKANT.
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6 Conclusion

In this paper, a new model of anomaly-based input-type validations for web-based
attacks like cross-site scripting and SQL injection detection is denoted. The model
of CSES for attack-prone http request detection and prevention is evaluated.
The CSES system is used for avoiding the constraints like the process overhead at
the host servers and programming language dependency emerging because of
syntax analyzers. Such constraints are used in analyzing the performance of existing
benchmarking models. Based on experimental study results carried out, the results
emphasize performance improvement and detection accuracy, when compared to
benchmarking strategy of DEKANT [25], which is one of the effective models of
web vulnerability detection. Accuracy levels of vulnerability request have resulted
high with fewer false alarms. The outcome of CSES motivates the future research
for defining the novel heuristic scales through renowned machine learning
strategies.

Table 1 Input records used
for experimental study

Total number of records 7539

Number of attack-prone records 5265
Number of normal records 2274
Attack-prone records used for training 3685
Attack-prone records used for testing 1580
Normal records used for training 1592
Normal records used for testing 682

Table 2 Input records and
prediction statistics of the
CSES and DEKANT [25]

CSES DEKANT

Total number of records 2262 2262
The number of attack-prone records 1580 1580
The number of normal records 682 682
Records predicted as attack prone 1583 1580
Records predicted as normal 679 682
True positives 1577 1498
False positives 120 149
True negatives 559 533
False negatives 6 82
Precision 0.883 0.904
Sensitivity 0.966 0.948
Specificity 0.870 0.782
Miss-classification rate 0.063 0.102
Detection missing rate 0.034 0.052
Detection fallout rate 0.13 0.218
Accuracy 0.937 0.898
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Stream Preparation from Historical Data
for High-Velocity Financial Applications

K. S. Vijaya Lakshmi, K. V. Sambasiva Rao and E. V. Prasad

Abstract Event processing is playing a progressively more important part in
building inventiveness in the application that can instantaneously answer to the
business acute event. Several technologies have been anticipated in recent years, for
example, event processing and data streams. Live Data Analysis [1] had bagged lots
of investigation attention nowadays, and an ample range of novel techniques and
applications have been evolved based on business needs. In financial data analysis
[2] however, analysts still generally are dependent on statistical performance
parameters blended with conventional line charts to facilitate the consideration of
assets and to make decisions. For the evolution of better trading techniques, a live
data or event stream is mandatory requirement asset which is highly costly. The
proposed technique that creates a live stream of data from historical data sets
eliminating the inadequacies, offering a complete ease of working with live streams.
This technique can be further used for the creation of a new trend of data analysis
[3] and visualization mechanisms [4, 5].

Keywords Live stream ⋅ Historical data ⋅ Event processing

1 Introduction

As the live data is highly costly which is in terms of lakhs and it is highly
impractical to test on live data, we were in a thought to prepare a virtual live stream
from the historical data which is to be used for further analysis. For that, we had
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subscribed 1-year Features and Options (F&O) historical data from National Stock
Exchange (NSE), which costs around 17 thousand for 1-year data. The data con-
tains five folders.

• Masters: Contains all the contracts as on the month end including the contracts
that expired on the last Thursday of the month.

• Circulars: Contains comprehensive set of circulars released in that month to
build a formal communication between NSE and Brokerage firms.

• Bhavcopy: Contains one file for each working day, each line in it is one
observation.

• Trades: Contains details about every trade that took place on that day (nearly 4
lakh entries a day).

• Snapshot: Contains order book snapshots at 11 am, 12 a.m., 1 p.m., 2 p.m., and
3 p.m. for each working day with 110000, 120000, 130000, 140000, and
150000 folders. For example, the 110000 folder contains the orders on various
stocks from 11.00 a.m.–11.59 a.m.

Any system has to be checked for various types of data. So that, taken data from
TrueFx. TrueFx [6] is the member of Integral Corporation. This company provides
historical foreign exchange data like the currency conversions for free of cost. The
general format of data is conversion symbol (ex: USD/JPY), timestamp (until
milliseconds), bid, ask. This data is used for creating virtual live streams based on
time and the conversion symbol between respective currencies.

1.1 Scope and Objective

Creation of Virtual Live Stream from historical data. The virtual live stream created
from this data is used for training the online machine learning models in order to
train an efficient and robust ML trading strategy model. This further continues to
end goal visualizing the interactive graphs [7] based on this trained models in real
time. As in a big picture this data plays an important role in the further idea of an
end to end product beginning from preprocessed historical data to completely
analyzed and visualized graphs.

2 Literature Survey

The Technology has altered the investment and trading over the past 30 years. In
previous days, it was carried out by computer networks and stockbrokers, which
was now replaced by continuous access and algorithm trading. Reporters are dis-
inter interceded when speculators approach on essential sources in the meantime
they do. An ever bigger perspective of exploitable monetary and business activity
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can found on the web. Professional interests concentrate on how the latest infor-
mation technologies are most excellent useful in trading and investing [8].

The statistical measures for the financial data analysis have several problems and
inadequacies. The yearly performance of an asset, for example, is simply deter-
mined by the growth or decline of an asset within a specific time interval [9].

In recent times data reduction techniques were introduced to store historical
stream data [10]. The common approach of this work is to build random samples,
sketches, or other defeat summaries of the historical data, sinking its volume by a
considerable quantity. This volume decrease has been shown to be competent for
maintenance data in the core, regulating query response time, and dropping update
costs. Though, techniques based on data reduction generate fairly accurate answers.
The inaccuracy limits on these answers can be moderately loose in practice, prin-
cipally in issues where the system desires to carry out grouped aggregation or to
retrieve a tiny piece of historical data.

Stream processing is fetching a novel and important computing paradigm.
Inventive streaming applications are being developed in areas ranging from sci-
entific applications (e.g., atmosphere monitoring), to business intelligence (e.g.,
scam revealing and trend analysis), to financial markets (e.g., algorithmic trading
strategies). Developing, understanding, debugging, and optimizing streaming
applications is nontrivial for the reason that of the adaptive and active nature of
these applications. The absolute density and the distributed nature of a huge figure
of cooperating components hosted on a distributed setting further make difficult
matters [11].

2.1 Disadvantages

These observations show that the three most widely used performance measures
(1-, 3- and 5-year performance) in the financial analysis represent just three single
points from a large set of performance measure, and may provide unstable and
unreliable information about the characteristics of an asset which makes them
inappropriate for making important investment decisions.

3 Requirements

3.1 Functional

• This work needs to deal with data equivalent to and that can be represented as a
real-time data.

Stream Preparation from Historical Data for High-Velocity … 259



• This involves data to be sent to several applications clients which need to be free
from noisy and redundant data.

• As it deals with the preparation of live streams from historical data, the data
should be preprocessed for seamless streaming.

• It involves web application which receives live stream data and passes its data to
remote clients.

• This work is coded in non-i/o blocking programming procedures to tackle the
on-field latencies that affect the live streams.

3.2 Nonfunctional

• Also known as quality requirements (performance, security and reliability),
which supports functional requirements.

• Dependency on other parties is one of the major nonfunctional requirements of
our system as it needs to deal with multiple servers and web applications
servers.

• Deployment is another major nonfunctional requirement where two different
servers will be deployed simultaneously.

• As our system deals with real-time stream preparation efficiency is also a major
nonfunctional requirement.

• Sufficient network bandwidth required for the project involves publishing data
through sockets and many of the libraries were predefined that are to be
imported in real time for execution of code and deployment of servers.

• Extensibility, where the components are to be scaled to increase traffic and
increase in a number of subscription requests.

4 Block Diagram for Creating Virtual Live Stream

See Fig. 1.

4.1 Description

• Financial data regarding the currency transactions of several countries is our
initial raw historical data present in files with .csv extension.

260 K. S. Vijaya Lakshmi et al.



• This, raw data will be available for the general public for a particular amount
and subscription, if it is NSE or it can also be acquired for free from some
websites like TrueFx.

• This, raw data will be preprocessed using shell scripting and our required data
will be extracted from the data.

• This data is further set to be published to the socket using Redis server.
• The Redis server will generate virtual live stream from the historical data.
• The web application server receives the stream from Redis server.
• The stream generated by the researcher can be used by another researcher for

analysis or an ordinary client that utilizes this stream to predict.

5 Proposed System of Live Stream Preparation

Event: An event is an action or occurrence caused by the change in state of a
physical or conceptual entity.

Event Stream Processing (ESP): Event Stream is the continuous collection of
events and event stream processing involves methods and techniques to process the
event streams for processing, analysis, storing, etc.

Sockets: Socket is an endpoint of an interprocess communication flow across the
computer network. Now a day the communication between computers is based on
the Internet Protocol; therefore most network sockets are internet sockets.

Non I/O Blocking Programming: Permits other processing to carry on prior to the
transmission has been completed. It is possible to start the communication and then

Fig. 1 The research clients subscribe data from data providers, preprocess it, and transfer it to
Redis server. Redis server converts it into the virtual live stream. Web application server parses the
data to the client through non-i/o blocking socket programming and finally the client receives the
stream
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perform processing, that does not require that the I/O has completed. Any task that
depends on the I/O having completed (this includes both using the input values and
critical operations that claim to assure that a write operation has been completed)
still needs to wait for the I/O operation to complete, and thus is still blocked, but
other processing that does not have a dependency on the I/O operation can continue
[12].

5.1 Description of Data Set

As discussed previously 1-year historical data was subscribed from National Stock
Exchange which was proprietary. In addition to that, the currency exchange data
was downloaded from TrueFX. The data downloaded from TrueFX [6], was for-
mulated into a table to present clearly (Table 1). The S. No. was synthesized to
show the number of possible instances per a day. It shows that more than 5 lakh
instances per a day. The attributes in this data set were Conversion Symbol, Time
Stamp, Bid and Ask. Each instance shows price variation for each millisecond.

Table 1 Description of attributes in the dataset

S. no. Conversion symbol Timestamp Bid Ask

1 AUD/JPY 20170301 00:00:00.021 86.425 86.44
2 AUD/JPY 20170301 00:00:00.165 86.425 86.439
3 AUD/JPY 20170301 00:00:00.171 86.425 86.44
4 AUD/JPY 20170301 00:00:00.232 86.425 86.439
5 AUD/JPY 20170301 00:00:00.328 86.426 86.439
6 AUD/JPY 20170301 00:00:00.339 86.426 86.44
7 AUD/JPY 20170301 00:00:00.377 86.427 86.44
8 AUD/JPY 20170301 00:00:00.486 86.427 86.439
9 AUD/JPY 20170301 00:00:00.487 86.426 86.44
10 AUD/JPY 20170301 00:00:00.543 86.426 86.44
11 AUD/JPY 20170301 00:00:00.661 86.427 86.439
12 AUD/JPY 20170301 00:00:00.708 86.427 86.439
13 AUD/JPY 20170301 00:00:00.776 86.425 86.439
14 AUD/JPY 20170301 00:00:00.895 86.424 86.439
15 AUD/JPY 20170301 00:00:00.953 86.426 86.439
16 AUD/JPY 20170301 00:00:02.302 86.422 86.437
… … … … …

535415 AUD/JPY 20170301 23:59:59.972 87.398 87.415
535416 AUD/JPY 20170302 00:00:00.078 87.398 87.414

535417 AUD/JPY 20170302 00:00:00.083 87.398 87.413
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AUD ̸JPY 20170301 00: 00: 00.165 86.425003 86.439003
AUD ̸JPY 20170301 00: 00: 00.171 86.425003 86.440002
AUD ̸JPY 20170301 00: 00: 00.232 86.425003 86.439003
AUD ̸JPY 20170301 00: 00: 00.328 86.426003 86.439003
AUD ̸JPY 20170301 00: 00: 00.339 86.426003 86.440002

5.2 Methodology

The events stream [13] generates an infinite sequence of fragments corresponding to
real-life events. The update stream produces fragments corresponding to updates to
the event context and other related temporal data. By capturing both events and
updates as fragments with temporal extents, we provide a unified continuous stream
preparation.

5.2.1 Algorithm Creation of Virtual Live Streams Takes Place
by the Following Steps

1. Extraction of required data values from the dataset.
2. Prepare the data instances to pass them through a socket channel.
3. Publish the data from a non-i/o blocking server into a socket.
4. Subscribe the socket using a web application and process the data.
5. The processed data is fetched to a client application.

Extraction of required data involves data preprocessing where the raw data are
made free from noisy and redundant data. Then the data is further processed by a set
of Linux shell scripts where the data will be arranged in a category wise manner. By
using a shell script with grep and other commands, the required features were
extracted from the overall historical data.

• The required symbol was extracted using a separate script for each folder which
results.

– Masters: Single file of a required feature for each month.
– Bhavcopy: Single file of a required feature for each day.
– Trades: Single file of a required feature for each day.
– Snapshot: 5 files of a required feature for each day.

• Snapshot entries were again processed.

– Timestamp was added at the beginning of each extracted entry from each
discrete timestamp folder. Ex. 110000, 120000, 130000, 140000, 150000.

– All entries of a day were concatenated into a single file with various
timestamps of that day.
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– Finally, left with a single file of extracted entries of order book snapshot for
each working day.

• This data, which is feed to sever using Redis–client module will be published
into a socket which can be identified by a particular socket identity name
(Figs. 2, 3 and 4).

• A web application server in our context a server running with Node.js is
configured to receive the data from the socket.

• Node.js server is configured with a Redis.socket.io package which is predefined
with basic procedures.

Fig. 2 The Redis server had been initialized and set to on the go with a default port at port
number 6379. The Node.js web application connects to Redis server using this port and later a
logical socket connection will be established between the two servers. This server plays an
important role in our architecture and maintenance of this server involves dealing controlling
transparent huge pages
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• Socket.io is another package used for establishing a generic networking con-
nection suitable for sockets.

• Express.js is a javascript-based framework that provides backend support to
Node.js.

5.3 Results

See Figs. 5, 6, 7, 8 and 9.

Fig. 3 The data preprocessed by our shell scripts are fed to sockets using Redis server. The Fig. 3
shows that, the terminal window with outputs of data being sent to the socket. This socket is sent to
clients through port number 6379 with identity named channel A
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Fig. 4 The data being received by a web application server and parsing it to the remote client. In
our context, web application server that was deployed by us was working on Node.js framework
and uses external packages like Express.js and Redis server

Result with On Demand
            Utilities

Fig. 5 The time taken to create the complete live stream from historical data of 1-year, with
system resource consumption set to on-demand utilities. The real time taken for this is 9 min
11.675 s, in that usage by system is 7 min 15.742 s and the usage by user is 2 min 42.164 s

266 K. S. Vijaya Lakshmi et al.



6 Conclusion

The objective is, to create a virtual live stream using Historical data and was able to
create a live stream data with non-i/o blocking strategy. This live stream data can be
further contributed to analysis of financial time series data that allows having a
complete overview of the characteristics of an asset for various holding times and
times of sale. User-based relevance [14] functions allow to emphasize single or
multiple regions of interest and to focus on these areas for an advanced analysis.

Result with Performance
 Utilities

Fig. 6 The time taken to create the complete live stream from historical data of one year, with
system resource consumption set to high performance. The real time taken for this is 3 min
31.449 s, in that, usage by system is 3 min 1.284 s and the usage by user is only 50.232 s

High Performance with
     POSIX Standard 

Fig. 7 The time taken to create the complete live stream from historical data of 1-year, with
system resource consumption set to high-performance utilities but the results are in Portable
Operating System Interface Standard (POSIX) format specifying the POSIX compatibility of
project. The real time taken for this is 210.82 s, in that CPU used 180.26 s and the time used by
user is only 50.59 s

Performance Utilities
with Multiple Clients

Fig. 8 The time taken to create the complete live stream from historical data of 1-year, with
system resource consumption set to high performance utilities, when server serving multiple
clients
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We have shown how our relevance functions that can be used to compute improved
performance and risk measures that also take the investors regions of interest into
account, and how can be integrated into traditional financial analysis techniques like
Dominance Plots and efficiency curves to improve the decision making process the
detailed characteristics of assets. Visual Data Analysis [1] had bagged lots of
investigation attention nowadays, and an ample range of novel techniques and
applications have evolved based on business needs.
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Context-Based Word Sense
Disambiguation in Telugu Using
the Statistical Techniques

Palanati DurgaPrasad, K. V. N. Sunitha and B. Padmaja Rani

Abstract The statistical technique proposed in this paper assigns a correct sense to
the targeted polysemous word which has different meanings in different contexts.
The methodology proposed in this paper which solves the well-known
AI-Complete problem IS related to natural language processing which is called
as Word Sense Disambiguation (WSD). The polysemous word may belong to
anyone parts-of-speech assigned by the POS taggers. But there are some words
which belong to same parts of speech but their meaning differs based on the
context. Currently, the system disambiguates nouns and verbs. The system gives
100% coverage. The proposed method for word sense disambiguation gives best
results while translation between different languages. A step forward in this field
would have an impact on information extraction applications.
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1 Introduction

1.1 Motivation

The communication among the persons in the natural language contains the chunks/
words which are associated with several meanings based on the co-references and
the semantic relations. So, many times there is an ambiguity to determine the
underlying meaning of the specific word in the context. Here, is an example in the
Telugu language:

Example 1. Telugu sentence with one ambiguous word

In the above two sentences, the word has two meanings in first sentence it
is CULTIVATION and in second it is ‘PROCEED IN ADVANCE’. These types of
problems are considered as WORD SENSE DISAMBIGUATION (WSD) in the
field of computational linguistics. Like this when a word is mapped to multiple
senses then this type of lexical semantic ambiguity arises. WSD is to define, analyze
and identify the relationship between word, meaning and context. The solution for
the WSD problem in its way helps to resolve some other difficult problems like
common sense reasoning, encyclopedic knowledge and finally natural language
understanding. The researches have described this computational problem as an
‘AI-complete’ problem [1]. This WSD problem plays a vital role in machine
translation, information retrieval, content analysis, grammatical analysis, thematic
analysis, speech processing and text processing.

1.2 Dealing Word Sense Disambiguation

In general, the WSD requires first to determine the different senses of the targeted
word relevant to the context and secondly assigning the word to the appropriate
sense. These two things are to be done as a prerequisite for any method to be
employed for WSD problem. As an example, let us consider the following sentence:

“Farmer Bill Dies in House”

Example 2. English sentence with ambiguous words linked to each other

Where is the ambiguity? The nouns Bill and House are ambiguous. In the first
sense, Bill may be a person’s name, and house may be a place of residence. In the
second sense, bill may be proposed legislation and House may be the House of
Commons. This is an issue of lexis. In addition, the verb dies has a literal meaning
(the real death of a living organism) and a metaphorical one (the end of something).
This is an issue of semantics. Steps to deal with Word Sense Disambiguation may
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vary depending on the approaches followed whether it is the deep or shallow
approach. Word sense disambiguation is achieved using either supervised model
which uses annotated corpus or unsupervised models which do not use un-annotated
corpus. Consider a Telugu sentence (The role of
youth is very important in the development of country). This sentence has the word

which has two meanings one is “role” and second is “bowl”. So to assign correct
meaning one should know the semantic relation between the targeted words and
the surrounding words. The context of the sentence must be known in some
approaches. However, there are many approaches which are following different
strategies to solve WSD. The remainder of this paper is organized as follows.
Section 2 contains literature survey followed by Sect. 3 with the proposed method,
Sect. 4 contains the evaluation and results, Sect. 5 conclusion and future work.

2 Literature Survey

Word sense disambiguation problem was simply explained by Weaver [2] while
using an opaque mask with a hole of one-word size to read the text which yields to
the concept of linking context with the word’s meaning. Here is the difficulty to
obtain the correct meaning of the particular word in the absence of context. Later
many efforts have been done on this problem and these efforts lead to different
approaches like knowledge-based and machine learning based approaches.
Knowledge-based disambiguation uses some restrictions like co-occurrence which
is the idea of the information-theoretic measures proposed by Rensik [3] which
combines the statistical methods with knowledge-based methods used for selecting
conditions. Rensik [3] concluded that even though selectional preference is an
important factor in sense disambiguation but practically its application coverage is
limited because it is impossible to establish fixed rules for the correct placing of
verb and modifiers in a sentence.

Lesk algorithm [4] which assigns a sense to the target word whose gloss shares
maximum count of words with the glosses of other words. The experiments were
done by the Banerjee et al. [5] using a modified version of basic Lesk algorithm
which needs the glosses of words so one finds difficulty to tackle the sense dis-
ambiguation if there is no proper resource of glosses. Unlike Lesk algorithm which
uses the concept of word sharing among the glosses, there is another approach
called semantic similarity [6] applied in query expansion where the words that are
related, share a common context and, therefore, the appropriate sense is chosen by
those meanings, found within smallest semantic distance. The WSD problem can be
solved easily if there are large scale lexical resources and corpora available. Peter F.
Brown [7] first described a statistical technique which questions about the context
to assign a correct sense to the polysemous word and the techniques are used in
machine translation system which decreased the error rate by 13%.
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David Yorowsky [8] proposed an unsupervised sense disambiguation algorithm
with constraints one sense per discourse and one sense per collocation which shows
an accuracy around 95%. Zhizhuo Yang [9] have implemented two novel methods
based on Bayesian classifiers, which have used synonym feature and basic features
for supervised WSD by substituting synonyms for the context around the targeted
polysemous word. Manish [10] developed an overlap based approach for sense
disambiguation using the statistical techniques in the absence of morphological
variants of the words. In this work, they have assigned a correct sense to a word by
measuring the overlap between the content bag and word bag. Khapra [11] have got
approximately 75% of F1-score by applying iterative word sense disambiguation
algorithm and a modified version of page rank algorithm developed by Rada [12].
Agirre [13] developed an algorithm which performs random walks over the
extended WordNet for word sense disambiguation. They have implemented
word-to-word heuristic with personalized PageRank on both English and Spanish
datasets. Kang [14] have proposed a loopy belief propagation algorithm which uses
the pairwise random fields over the Connotation WordNet [15] resulting in 74.83%
of accuracy.

3 Proposed Method

In natural language, there may be some polysemous words which have to be
assigned correct sense which otherwise leads to ambiguity in the meaning of the
sentence. For example, ‘ /blue /colour /on house /coconut

/shop or break/beat’. In this sentence, the polysemous word has different
meanings like shop, beat and break which raise the lexical ambiguity. The fol-
lowing section describes the proposed method for word sense disambiguation.

3.1 Methodology

The given problem contains some sentences with polysemous words. The polyse-
mous word is assigned a sense with the help of context, information related to the
word and statistical method. The context considered here is the text in which
polysemous word presents. Our approach is as follows:

Algorithm: Assigning proper sense for a word

1. Let w is a polysemous word with senses S1, S2,…so on.
2. Collect surrounding words of w call this collection as CONTEXT BAG CB
3. For every sense S1, S2,…so on of word w
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(i) Form a collection of words using the synonyms, example sentences,
hypernyms, meronyms and hyponyms

(ii) Call this bag as WORD BAG BW1, BW2,…so on

4. Measure the similarity between the CONTEXT BAG CB and WORD BAGS
BW1, BW2,…so on

5. Find the WORD BAG with maximum similarity with CONTEXT BAG and
assign that sense for the word w (Fig. 1).

3.2 Modules in the System

The system developed using our WSD algorithm has the below modules.

3.2.1 Module 1: Collect the Documents

This module collects the documents containing the polysemous word and the
related words (synonyms, hypernyms, hyponyms, meronyms and glosses).

Telugu text files

Context bag

File with word w related 
information

Semantically related 
words i.e., Word bag 

Algorithm for word sense 
disambiguation

Output the 
correct sense

Fig. 1 Process of creating context bag and word bag to measure similarity to assign correct sense
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3.2.2 Module 2: Tokenization

The documents collected using the module 1 are sent as input to tokenize. The
outputs are used to form CONTEXT BAG and WORD BAG. After tokenization
bags will be as shown in the below example,

CONTEXT BAG: CB-[ ]
SENSE 1 WORD BAG:BW1—[ ]
SENSE 2 WORD BAG:BW2—[ ]

3.2.3 Module 3: Statistical Method

This module calculates the similarity between the CONTEXT BAG and each
WORD BAG using cosine similarity formula. The number generated by the cosine
function explained in Eq. 3 indicates the percentage of similarity between the
context bag and word bag. The context bag and the word bags are treated as two
different vectors and the cosine function mentioned below is applied for measuring
the similarity.

Magnitude of context bag,

mag CBð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑nCB
i=0 CB

2
I

q

ð1Þ

nCB = length of context bag
Magnitude of word bag of kth sense,

mag BWKð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑nBW
i=0 BW

2
i

q

ð2Þ

nBW = length of word bag of kth sense
Similarity between context bag (CB) and word bag (BW),

similarity CB,BWKð Þ= ∑n
i=0 CBi ×BWi

mag CBð Þ×mag BWð Þ ð3Þ

3.2.4 Module 4: Assigning Correct Sense

This module compares the similarity percentage generated by the cosine function
explained in Eq. 3 of Sect. 3.2.3. The sense corresponding to the word bag with
highest similarity percentage as shown in Fig. 2 is selected as the correct sense of
the polysemous word.
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4 Evaluation

The text documents which contain Telugu language sentences with polysemous
words are used.

4.1 Telugu Text Document

The target word (polysemous) is in the sentence: .
The word Meaning Sense 1: /Dish or basin

Example:1.

Meaning Sense2: /the actions and activities assigned to person

Example: 1.

The above example sentences and the related words are stored in the respective
word bags (BW1, BW2,…so on) of the polysemous word. The related words are

Fig. 2 Process of assigning sense for word /SHOP OR BEAT’

Context-Based Word Sense Disambiguation in Telugu … 277



semantically related to the target polysemous word. Table 1 shows an example. The
related words are collected from Indowordnet [16]. For a word in Telugu, the
Indowordnet consists of semantically related words like hypernyms, hyponyms,
meronyms, holonyms, antonyms and glosses.

4.2 Results

There are many polysemous words in Telugu but the algorithm is tested for 150
words which include nouns and verbs. For each word minimum of 2 senses and a
maximum of 5 senses are considered. The proposed method is tested over 1500
Telugu text documents containing around 80,000 words of different contexts. The
metrics for the developed system are discussed below (Fig. 3).

Precision = number of correctly disambiguated words/number of disambiguated
words
Recall = number of correctly disambiguated words/number of tested set words
Coverage = number of disambiguated words/number of tested set words.

Our proposed disambiguation algorithm is able to give answers to all polyse-
mous words so the coverage is 100%. As we have considered all the words of the
entire text where the target polysemous word is present as context the disam-
biguation algorithm gives approximately 63% of precision and recall.

Table 1 Polysemous word and its semantically related words

Word Related words Semantic 
relation

0 50 100 150

Polysemous words
Total disambiguated

Correctly disambiguated
Incorrectly disambiguated

150
150

94
56

Number of words

Fig. 3 Statistics of
disambiguated words
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5 Conclusion

The proposed disambiguation algorithm uses different bags which stores all the
words which are semantically related to the targeted polysemous word. The per-
centage of similarity is calculated between the context in which the word is present
and each sense of the polysemous word. In this approach, we have two limitations.
One is considering all the words of the text in which the target word is present as
the context and second is all semantically related words are not considered because
of their unavailability.

In our future work, we are planning to change the collection of words for context
bag using n-gram-based algorithms. The recall of our disambiguation algorithm can
be increased by increasing the size of sense bag so that the algorithm can correctly
assign proper sense for the polysemous word.
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EEG-Controlled Prosthetic Arm
for Micromechanical Tasks

G. Gayathri, Ganesha Udupa, G. J. Nair and S. S. Poorna

Abstract Brain-controlled prosthetics has become one of the significant areas in
brain–computer interface (BCI) research. A novel approach is introduced in this
paper to extract eyeblink signals from EEG to control a prosthetic arm. The coded
eyeblinks are extracted and used as a major task commands for control of prosthetic
arm movement. The prosthetic arm is built using 3D printing technology. The major
task is converted to micromechanical tasks by the microcontroller. In order to
classify the commands, features are extracted in time and spectral domain of the
EEG signals using machine learning methods. The two classification techniques
used are: Linear Discriminant Analysis (LDA) and K-Nearest Neighbor (KNN).
EEG data was obtained from 10 healthy subjects and the performance of the system
was evaluated for accuracy, precision, and recall measures. The methods gave
accuracy, precision and recall for LDA as 97.7%, 96%, and 95.3% and KNN as
70.7%, 67.3%, and 68% respectively.
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1 Introduction

Research in brain-controlled interfaces has wide application in medical, navigation,
entertainment, education, and other fields. Prosthetics are one of the major tools for
amputees and persons with impaired motor disabilities. At present, a functional
bionic hand costs between 12,000 USD and 50,000 USD [1]. Due to this, amputees
in developing countries find it difficult to afford such devices. The paper presents a
novel method of controlling a prosthetic hand using processed electroencephalo-
gram (EEG) signals. In addition to EEG signals, Electromyograms (EMG) and
Electrooculograms (EOG) are also used to control the prosthetic hand with reduced
functionalities [2, 3]. Neuro-prosthetics, controlled by EEG, can be used for people
suffering from severe motor impairments since they can control appliances without
motor movements or speech [4, 5]. EEGs are electric potentials, produced by the
firing of the neutron in the brain, which results in different states of the brain. These
potentials are measured by positioning sensors on the scalp of the subject. The
artifacts in EEG are usually high amplitude signals produced by eyeblinks, chew-
ing, muscular movements, external electrical pickups, and epilepsy. Even though
eyeblink signals in EEG are removed in most of the bio-signal analysis [6, 7], it can
also serve as an efficient tool for control applications [8]. This paper proposes the
use of eyeblinks and coded eyeblinks from EEG as a new concept for controlling a
prosthetic arm. Each command generated by eyeblink is assigned to a predefined
task.

The paper is divided into eight sections. After the introduction, Sect. 2 discusses
on the related work. Section 3 deals with the methodology adopted for blink
extraction from EEG. Section 4 discusses the experimental setup for feature
extraction and classification of objective generation of major commands. Classifi-
cation algorithms and validation are discussed in Sect. 5. Section 6 explains the
translation and implementation of commands into microtask. The last two sections
deal with the results and conclusion.

2 Literature Survey

Eyeblinks have distinguished peaks with relatively strong voltages compared to
other brain activities. The amplitude and duration of eyeblinks vary based on the
movement of eyelids and type of control. The blink can occur under voluntary or
involuntary control [5, 9]. Some researchers have proposed that eye artifacts are a
viable source of EOG data, which can be measured from EEG, and used for
communication and control applications such as wheelchair navigation, drowsiness
detection systems, smart appliances, etc. [6, 10, 11, and 12]. The paper of Aydemir
et al. [13] gives an approach to classify EOG and EMG signals from EEG. They
used the features obtained by the root mean square method, polynomial fitting, and
Hjorth descriptors, with 100 trials. Using a k-nearest neighbor (KNN) classifier,
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they achieved an accuracy of 94%. Gebrehiwot et al. [14] proposed a method to
extract blink rate variability. They separated the blinks from EEG data by fast ICA
algorithm and thresholding, which gave very high precision (100%) and recall
(100%). A robotic arm opening and closing using winks obtained from EEG were
done by Santiago et al. [15]. They used spectrogram features and thresholding to
distinguish the commands with 95% accuracy. Rani et al. [8] suggested a method
using noise filtering, thresholding, and peak detection to detect the eyeblinks for
switching home lighting system. In their analysis, they were able to detect eyeblink
successfully in 85% of the records. Similar work on using eyeblink-based control
using time domain features of EEG can be seen in the works of Poorna et al. [16]
and artificial neural network (ANN) to classify the blinks gave promising results.

The literature survey on related work gives an idea of developing a window
based system using the secure and distinctive eye signals from EEG signals as a
control for the low-cost prosthetic arm. The main difference between the developed
system and systems available in the literature is that the subject can be trained using
different coded commands for managing the micromechanical tasks. Using some of
the above features as well as windowing and coding the commands into
micromechanical tasks, an EEG-controlled prosthetic arm is developed at Amrita
University. The design, implementation, and validation of the system are presented
below.

3 Methodology

The main methodology used is to generate EEG commands to control the prosthetic
arm through micromechanical tasks. The main framework includes: (1) Extraction of
blinks and commands from EEG signals for the tasks such as: training the subject to
code and to control the blinks, acquiring the command signal in the time window,
preprocessing the EEG signals, selection of channels, (2) Generation of major task
commands using machine learning methods: LDA or KNN using suitable feature
extraction techniques. Another simpler method of counting the peaks to generate the
command is also explained in this paper. Converting this blink count from any of the
above-mentioned methods to pulse-coded commands (PCC). (3) The major task
commands are transmitted to the translator for generating microtasks. The micro-
controller uses these commands to control the servo motors in the prosthetic arm.

4 Experimental Setup

The experimental setup consists of digital acquisition and Wi-Fi transmission to the
command processor, the processing of EEG data for command extraction, the
transmission of commands to an Arduino microcontroller command interpreter
(CI) and execution of commands as mechanical tasks by the CI.
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4.1 Digital Acquisition of EEG Data

A montage of 10–20 standards with 14 electrodes was used to acquire the EEG
data. The headset—Emotiv Epoc+ acquires digital EEG data at a 125 sample/sec/
channel sampling rate and a 14-bit resolution. Data was sent to a Windows-based
laptop over Wi-Fi, where it was decrypted and stored as integer arrays. Twenty
untrained individuals were used to collect commands in random order. For ease of
remembrance inverted thermometer coded pulses were used as numeric values
corresponding to task. It was visually seen that the EEG signals corresponding to
blinks appear in eight channels (AF3, F7, F3, FC5, AF4, F8, F4, and FC6). EOG
signals are prominent in AF3, AF4, and F3 and F7. However, a weightage scheme
described below was used for the final representation of channels.

4.2 Preprocessing of EEG Recording

The samples collected using the EMOTIV Epoc+ was processed and extracted in
MATLAB platform. Raw EEG data from the 14 channels is shown in Fig. 1. The
data collected contains varies noises. These are preprocessed by removing DC
offset, and using filtering and smoothing techniques for each channel. A Butter-
worth bandpass filter with lower cut off at 4 Hz and upper cut off at 40 Hz was
used. The time-varying baseline correction was done by polynomial fitting followed
by subtraction. The signals are smoothed and plotted.

4.3 Extraction of Commands from EEG

The peaks were identified in each channel and weights were found. Weights are a
nonlinear function of signal/noise (S/N), variance and the mean of peak amplitude
and peak width. The weights were normalized to a maximum of 1 and weights less
than 0.3 were set to zero. The weighted average of the eight channels gives the
averaged pulses. A sample waveform of weighted EEG is shown in Fig. 2a.
Channel amplitude below a threshold computed from peak amplitude maximum,
mean and variance was also set to zero. The unipolar weighted peaks were further
used for command identification. The EEG pulse train used for command extraction
is shown in Fig. 2b. In the pulse train, peaks were identified using a time-based
window. We can see that small stray peaks in Fig. 2a were removed using suitable
threshold and were not detected in Fig. 2b. The number of peaks in each window
was converted into pulse coded commands.
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5 Classification of Blinks Using Machine Learning
Techniques

The preprocessed EEG signals corresponding to the blinks were then subjected to
feature extraction. The features in time as well as spectral domain capable of
classifying these blinks were extracted. The features include the spectral energy and
the first and second spectral peaks and their corresponding locations in frequency
domain and pulse width and number of pulses in the variable window in the time
domain.

Fig. 1 Raw EEG data from 14 channels

Fig. 2 a Weighted average of channels, b peak detection
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5.1 Features of Preprocessed EEG

The spectra of the blinks were obtained by applying log fast Fourier transform
(FFT) to the blinks after preprocessing and segmenting them.

5.1.1 Spectral Energy

Spectral energy corresponding to the blinks was taken as one of the features. It was
calculated as the sum of the squared absolute value of the spectra of each blink. It
was seen that the spectral energy feature linearly increases with the number of
blinks.

5.1.2 First and Second Spectral Maxima and Locations

The spectral maxima of the log spectrum were extracted using the peak picking
method. The spectral maxima give the indication of dominant frequencies present in
the eyeblink signals. The peak amplitudes in the magnitude spectrum for commands
1–4 is given in Fig. 3. The first and second spectral maxima in the log magnitude
spectrum, as well as the corresponding frequencies locations, are used in this work.

5.1.3 Width and Number of Pulses in the Window

The width of the pulses is also a good indicator of the blink duration. The width of
all pulses in each window was extracted using the peak picking algorithm. The
count of peaks will give an indicator to the number of blinks. The feature corre-
sponding to the width was calculated by summing up the width of all peaks inside
the window. A total of seven feature vectors, one from spectral energy, four from
the first and second spectral maxima and locations, two from pulse width and
number of pulses were given to the supervised learning methods.

Fig. 3 Figure showing the log magnitude spectra of the commands

286 G. Gayathri et al.



5.2 Supervised Learning Methods

Two supervised machine learning algorithms namely Linear Discriminant Analysis
(LDA) and K-Nearest Neighbor (KNN) were applied to analyze how much accu-
rately these features could distinguish and classify the blinks. The segregated blink
number could be used to generate the control commands for the microcontroller.
The performance of the acquired dataset containing the blinks is evaluated below.

5.2.1 Linear Discriminant Analysis (LDA)

LDA is a supervised learning method, which uses the weighted combination of
features that separate the classes. The separating plane used in this method will be
always linear in nature.

5.2.2 K-Nearest Neighbor (KNN)

KNN uses a clustering method to classify the features based on the highest vote of
K-nearest neighbors. In this method, the votes were assigned to these neighbors
based on a minimum Euclidean distance measure. 112 trials of eyeblink coded EEG
data was recorded, noise eliminated, and features extracted to apply supervised
learning. Seventy percent of the data is used for training the algorithms and 30% for
testing and evaluating the performance.

5.3 Performance Evaluation of Classifiers

The performance of the classifiers was evaluated using the measures: accuracy,
precision, and recall. The calculation of these parameters is given in Table 1. In the
Table TP, TN, FP, and FN represent, respectively, the true positive, true negative,
and false positive, and false negative elements in classification.

Table 1 Performance measures of LDA and KNN classification (all values in percentage)

Performance measure Equation LDA KNN

Accuracy TP+ TN
TP+TN +FP+FN

97.7 70.69

Precision TP
TP+FP 96 67.3

Recall TP
TP+TN

95.24 68

EEG-Controlled Prosthetic Arm for Micromechanical Tasks 287



6 Command and Control for Prosthetic Hand

The next sections explain how the major commands—the blinks—were converted
into minor commands. The flowchart for command generation is given in Fig. 4.
For this only one feature—the number of peaks of the blinks in each window—was
used as the command to control the prosthetic arm.

6.1 Translation of Commands and Feature Extraction

The commands extracted from the EEG pulse were transferred to the microcon-
troller in the prosthetic arm via Bluetooth.

6.2 Arduino NanoV3.0

Themicrocontrollerused in theprocess isArduinoNano.TheArduinoNano3xversion
used has theATMEGA328 chip as its coremicrocontroller. It has 8 analog pins and 14
digital input–output pins of which 6 have pulse width modulated (PWM) output. The
Arduinoacts as a translator. It breaks thecommands intoamicromechanicalmovement
that controls servo motors in the prosthetic arm. The commands were sent to Arduino
via Bluetooth module placed inside the prosthetic arm.

6.3 Prosthetic Arm

An in-house built prosthetic arm was used as the end application. The design and
manufacturing of anthropomorphic prosthetic hand were done using 3D printing

Fig. 4 Command generation
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technique. The hand has 5 degrees of freedom with individually actuated fingers.
The hand is designed to lift up to 2 kg [2].

7 Results and Discussion

In this work, we developed an EEG-controlled prosthetic arm. For this work coded
eyeblinks from the EEG signals were used as the control. A method for improving
the SNR of the blinks by averaging the channels was adopted in this work. Peak
finding methods and thresholding help to remove the stray peaks and pickups that
come in the region of consideration of EEG signals, from where the blinks were
extracted. This will improve the robustness and reliability of the control application.

Here the major commands—the EEG signal with the coded eyeblinks were
translated into minor commands—the controls by Arduino Nano, which in turn
controls the prosthetic arm. The evaluation of commands was done using two
methods. The first one is a simple method of counting the number of pulses in the
eyeblinks and converting this feature into the controls. The second one uses
the time and spectral domain features extracted from the EEG signals to generate
the control with the help of supervised machine learning methods. Validation
of the second system was done using two algorithms: Linear Discriminant Analysis
(LDA) and K-Nearest Neighbor Classifier. The methods gave accuracy, precision,
and recall for LDA as 97.7%, 96%, and 95.25% and KNN as 70.69%, 67.3%, and
68% respectively. Figure 5a–c shows the micromechanical tasks—Spherical grasp,
Power gasp, Precision grasp––done by the EEG-controlled arm.

Fig. 5 Micromechanical tasks done by the prosthetic arm a spherical grasp, b power grasp,
c precision grasp
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8 Conclusion

A reliable prosthetic arm using EEG-based eyeblink commands and Arduino
translator has been successfully designed, tested, and implemented. This system is
immune to external pickups, artifacts, and unintentional ocular activities. In this
paper, we are proposing two methods for generating the commands from the blinks.
One is a direct method and the other using feature extraction and supervised
learning methods to classify the blinks. The latter one will be superior compared to
the simple counting of the blinks, used normally. The validation using these clas-
sifiers gave higher performance measures for LDA compared to KNN. We have
shown only the preliminary results using LDA and KNN classifiers. The analysis
can be extended to other classification methods also. The prosthetic arm is tested
successfully to accomplish some of the micromechanical tasks such as precision,
power, and spherical grasp through the commands extracted from the EEG signals.
This is a real-time device and can thus potentially be used in daily life to support
hand activities.
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Wilcoxon Signed Rank Based Feature
Selection for Sentiment Classification
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Abstract Sentiment analysis process is about gaining insights into the consumer’s
perception using the inputs like comments and opinions shared over the web
platform. Most of the existing sentiment analysis models envisaged the complex-
ities, which is due to high volume of features notified through standard selection/
extraction process. In this manuscript, the proposed solution is about using statis-
tical assessment strategies for selecting optimal features under sentiment lexicon
context. The proposed solution relies on Wilcoxon signed score for finding sig-
nificance of feature towards positive and negative sentiments. Concerning to per-
formance analysis of the proposed solution, the experimental study is conducted
using benchmark classifiers like SVM, NB and AdaBoost. Results from the
experimental study depict that the proposed solution can support in attaining
effective classification accuracy levels of 92%, upon using less than 40% of the
features too.
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1 Introduction

Key aim of the sentiment analysis is about identifying and extracting opinions,
perceptions and sentiments from the vast content generated online. In the expo-
nential growth of internet usage and millions of users posting the content online
expressing their views and opinions, such posts and published contents are
becoming an integral source of information for the stakeholders of the business. As
such, inputs in the form of comments and other such factors if organized properly
can provide more insights to the decision-makers over the market trends and the
consumer perceptions over a brand, product and the services [1, 2].

The sentiment or opinion analysis approaches vividly relies on information
retrieval and natural language processing techniques. Inferring sentiment is one of
the significant challenges envisaged in the process of sentiment analysis [3]. The
key process of sentiment analysis is carried out in two steps, wherein the first step
involves the process of selecting and extracting the features from textual opinions
and in second step, the classification of sentiments from samples to multi-classes is
carried out.

In the sentiment classification process, the key challenge is about large size
dimension, irrelevant and the features that are overlapping [4]. Feature Selection
(FS) plays a wide role in the sentiment analysis, and selecting an optimal subset
feature based on certain criteria, without making much change to the actual data
content, is the crux of process [5].

Numerous techniques are discussed earlier for the feature selection process using
the machine learning solutions [6]. It is imperative from [7] that if right kind of
feature selection methods were proposed. Such solutions can lead to the elimination
of irrelevant features from the vector, thus leading to reduced size of feature vector
and increased accuracy of sentiment classification.

FS and extraction techniques are categorized with three key dimensions. First,
the techniques are developed for addressing the problem of over-fitting and
improving the performance of SA. The second dimension is about emphasis on
cost-effective and less time complexity oriented solutions. The third dimension is to
gain insights into the basic process for the data generated from sources.

In a study [8], the FS methods classified into three approaches and they are
filtering, wrapping and embedded approaches. In the filter model, it offers choice of
selecting optimal subset of features using scaling and elimination of low-scoring
features. Though the process is scalable to high-dimensional feature space, the
challenge is that the interaction with classifier and relationship among the features is
ignored in this approach.

In the case of wrapper model, generating and evaluation of different subsets are
used as prime aspect for optimal feature selection. Heuristic search methods play a
key role in solving the exponential time toward finding a feature subset. The key
benefit of wrapper method is that there is a semantic relationship between model
selections and subsets of varied search features. Some of the challenges in the
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approach are about dependency on classification algorithms, over-fitting risks and
computational complexities.

Embedded approach handles the search process using combination of model
hypothesis and feature subsets space toward a classifier structure. Such process
reduces the time complexity than the other approaches and offers the benefit of
interaction with classifier models. However, the challenge is about the
classifier-dependent selection process [9].

2 Related Work

Feature selection and extraction play a key role in the selection and extraction of
highly relevant features, thus leading to collection of optimal subset of features that
could use for training the models over the machine learning and pattern recognition
solutions [10].

Sentiment analysis is profoundly dependent on three levels of granularities like
the document level, sentence level and aspect level [11, 12]. Classification of
sentiment based on document-level granularity depends on classifying one whole
document into expression in terms of positive or negative sentiment [11, 13].

Research by [14, 15] has adapted sentence-level granularity for determining the
sentiment as positive or negative or as neutral, from every sentence level. Such a
task often classified as subjectivity classification in the contemporary literature. In a
study by [16], the similarity between two types of feature selection methods like the
invariant and multivariate is evaluated using data-intensive classification tasks. The
study [17] has used the filter methods for feature selection. Five methods are used
for feature selections scores, and they are Document Frequency (DF), Information
Gain (IG), Chi-Square (CHI), Mutual Information (MI) and Term Frequency (TF).
Using the previously mentioned elements, 97% of the low-scoring features are
eliminated, and the result has significant improvement in accuracy levels.

In another work by [18], classification accuracy has significantly improved by
eliminating low-scoring features, using IG and CHI methods than the other three
methods [9].

However, in another work by [19], features are scored based on features dis-
tribution using Standard Deviation (SD) of features. Such a hybrid model has been
resourceful in solving the problem of low-accuracy sentiment classification in the
filtering methods. In addition, the method of higher computation burden in wrapper
methods is also addressed, when the wrapper method applied to feature subset is
selected in filtering method [20]. A high-dimensional reduction in terms of inte-
gration of feature selection and feature extraction methods is reviewed in the study
[10].

The model devised in [21] is optimizing the features based on the sentiment
polarity such as positive and negative sentiments. In order to optimize the features,
this model devised a statistical approach called count-vectorizer. This model is
much close to the model that is proposed here in this manuscript. The considerable
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constraint of the count-vectorizer is that it relies on traditional metrics like term
frequency and inverse of document frequency; moreover, the feature selection is
performed at document level, which would lead to increase the number of features
selected.

It is imperative that majority of the researches relying on machine learning
techniques for sentiment classification in a supervised approach adapts Multilayer
Perceptron (MLP), NB [22], ME [23], SVM [24], linear discriminant function [25]
and AdaBoost [26].

It is imperative from the review of literature that integration of two strategies
toward feature selection can be more resourceful. In the proposed study, the focus is
on integration of varied feature vectors and feature subsets using term association
frequency metric and Wilcoxon signed score [27].

3 Methods and Materials

This section explores metrics used to select optimal features and classifiers used to
estimate the significance of the proposed feature selection metric.

3.1 Feature Selection Metrics

This explores the metrics term occurrence, term presence and Wilcoxon signed rank
score used for feature selection.

3.1.1 Term Occurrence

Pang et al. [28] originally used the feature occurrence method in sentiment analysis.
The method used the term occurrence, i.e., the occurrence that each unigram exists
within a document, as the feature values for that document. Therefore, if the word
“excellent” appeared in a document ten times, the associated feature would have a
value of ten. This approach is adapted to here in this proposal, which is notifying
the term occurrence in entire corpus instead of each document.

3.1.2 Term Presence

Pang et al. [28] were first to use feature presence in sentiment analysis. Feature
presence is very similar to feature frequency, except that rather than using the
frequency of a unigram as its value, we would merely use it to indicate that the
sentiment lexicon exists in the opinion document. Multiple occurrences of the same
lexicon are ignored, so we get a vector of binary values, with ones for each unique
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lexicon that occurs in the document and zeros for all lexicons that appear in the
corpus but not in the opinion document

3.1.3 Wilcoxon Signed Rank

The Wilcoxon signed rank test [27] is a close sibling of the dependent samples
t-test. Because the dependent samples t-tests analyses if the average difference of
two repeated measures is zero, it requires metric (interval or ratio) and normally
distributed data; the Wilcoxon signed test uses ranked or ordinal data. Thus, it is a
common alternative to the dependent samples t-test when its assumptions not met.

3.2 Classifiers

In the process of machine learning and statistics modelling, identifying the clas-
sification of a set of relevant categories (including subsets) and right kind of
mapping for the new observation is the key process. The whole process relies on
efficacy of the data training set comprising relevant observations and its category
membership defined. In the machine learning models, instance of supervised
learning defined as classification and the unsupervised procedure considered as
clustering. The process of clustering is grouping data into various categories based
on certain measures of innate similarities or features.

Support Vector Machine (SVM) [24] is a structured supervised machine learning
algorithm that can be adapted for classification and regression challenges. However,
it is usually used in the classification problems. In the algorithm, every data item is
plotted as a point in n-dimensional space (Let n be the number of features com-
prised.) with value of every coordinate marked as value of each of the features;
then, the process of classification is performed by observing the hyperplane, which
can differentiate the two classes in an effective manner. Support vectors are simple
coordinates of individual observation, and SVM is a frontier that effectively seg-
regates the two classes.

Naive Bayes technique [22] that depends on independence among predictors
assumes that no particular feature present in the class is related to any other feature.
For instance, apple is considered as fruit, if it is red, round and with a specific
measure of diameter. Though such features might rely upon each other and upon
existence of other features, certainly all such properties contribute independently
toward the probability that the fruit is an apple and such process is known as Naive
Bayes model. The NB model is very easy to build and specifically resourceful for
handling huge volume datasets. In addition to the simple process, NB is known for
its efficacy and performance compared to many of high-end classification methods.
Using the predictive probability and prior probability of a class, estimating posterior
probability is feasible with Bayes theorem.
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AdaBoost [26] is resourceful for boosting the performance of decision trees over
the binary classification problems. It is also very effective in boosting the perfor-
mance of machine-level algorithms, and profoundly in the case of weak learners.
Such models attain accuracy with random chance of a classification problem.
Decision trees of one level are most suited and common algorithm used with
AdaBoost. As the trees are short and comprise one decision for classification, they
often have known as decision stumps.

4 Feature Selection

The adopted method to select optimal features is naval and aimed to nullify the
impact of the volume of opinion documents given as input for classifier training.
The devised feature selection approach is neutral to the 1-gram, 2-gram, tri-gram
and n-gram scalable to prune the insignificant features. In the initial level of the
approach, the significant sentiment lexicons presented in given opinion documents
shall select. Further, the terms appeared in the given documents will be selected as
features, which is based on their frequency associated with the selected sentiment
lexicons. Further, the significant features among the selected will notify, which is
based on the Wilcoxon signed rank obtained for features associated with posi-
tive sentiment lexicon and corresponding negative sentiment lexicon. The senti-
ment lexicons appeared in the given training set will be selected using the feature
selection method called term presence. Further, the terms appeared in given doc-
uments will be selected as features by their feature association frequency, which is
the ratio between the “occurrence of term in association with corresponding sen-
timent lexicon and the actual term occurrence”.

Then, these feature association frequencies are represented as matrix such that
each row consists of feature association frequency observed between a sentiment
lexicon and all features, and feature association frequency is observed for a feature

Fig. 1 Depiction of feature and term association frequencies as matrix
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to all lexicons as a column, which is depicted in Fig. 1. The similar matrix is built
for both positive and negative sentiment lexicons.

Further process depicts Wilcoxon signed rank for each feature, which is based
on the variance observed between association frequency of the corresponding
feature, and positvie sentiment lexicons and association frequency of the corre-
sponding feature and negative sentiment lexicons. These association frequencies
can obtain from the matrix projected in Fig. 1.

Further, the optimal features will be selected based on their Wilcoxon signed
rank significance.

4.1 Corpus Preprocessing

Let given corpus CRP contains opinion documents for training that labelled as
positive or negative. The initial step of the preprocess is to build a record set, such
that each row represents the bag of words found in each document in given corpus.
Then, the non-textual words and stop words will prune from the record set formed.
Further, the stemming is applied to the words found in each record. Then, these
resultant records partitioned into two sets PR,NR that represent the corresponding
positive and negative opinions in the given corpus. Upon completion of the corpus
processing, sentiment lexicons and term selection process will be initiated on
positive and negative record sets PR,NR, respectively.

4.2 Sentiment Lexicons Selection

In order to select sentiment lexicons [29], we adapt term presence metric, which is a
binary metric that denotes the selected lexicon is presented in respective record set
or not. This metric is used to select the positive and negative lexicons presented in
respective record sets PR,NR. The lexicons selected for positive and negative
record sets PR,NR will be represented as respective sets pl, nl.

4.3 Sentiment Term Selection as Features

The metric term occurrence is used initially that produces term occurrence record
set TC. Each record in TC denotes the term t and its occurrence count cðtÞ, which is
the sum of its occurrence in both positive and negative record sets PR,NR.

Further, two matrices tlmPR, tlmNR will be formed, such that each row in tlmPR

represents the occurrence of each positive lexicon fl∃l∈ plg in association with
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each term ft∃t∈ TCg and each row in tlmNR represents the occurrence of each
negative lexicon fl∃l∈ nlg occurrence in association with each term ft∃t∈TCg.
The sizes of these matrices are jplj× jTCj and jnlj× jTCj in respective order of
tlmPR, tlmNR.

Finally, the matrices tafPR, tafNR will be formed that are congruent to the matrices
tlmPR, tlmNR those representing the feature association frequency, which is the ratio
between occurrences of term association with corresponding sentiment lexicon and
the term occurrence. Each column ½i, j� in tafPR represents the feature association
frequency, which is the ratio between the value found at column ½i, j� in matrix
tlmPR and the occurrence cðtjÞ of the term tj that represents the column j in both
matrices tlmPR and tafPR. Similarly, the column values of the matrix tafNR will be
assessed with respective to matrix tlmNR.

4.4 Optimal Feature Selection

The optimal features will be selected from tafPR, tafNR, which is based on the
Wilcoxon signed rank between the feature association with positive and negative
lexicons. In order to this, Wilcoxon signed rank is estimated between the congruent
columns represented by a feature in both matrices tafPR and tafNR. If Wilcoxon
signed rank is found to be best at given p-value [30], then the respective feature is
found to be optimal to positive set if and only if sum of Wilcoxon positive rank sum
is greater than the Wilcox negative rank sum, else the feature is optimal to negative
set. The Wilcoxon signed rank score is estimated as follows:

Find the difference between respective entries in both columns in sets tafPR, tafNR
with respect to feature t, rank the differences in ascending order of their absolute
value, and then apply the sign of the difference to the ranks. Afterward, find the sum
of negative ranks W− and positive ranks W+ from the signed ranks. The sum of
absolute values of W− and W+ is identically equal to nðn+1Þ ̸2; here, n is the
maximum of the lengths of both columns represented by feature t in both matrices
tafPR, tafNR. Further, according to Wilcox signed rank test proof [27], ifW is best at
given p-value threshold, which can be the degree of probability (p-value) [30] in
w-table [31] for the signed rank score obtained, then the feature t is optimal to
positive set if W+ is greater than the absolute values of W− , else the feature t is
optimal to negative set. The algorithmic representation of the feature selection
process is depicted as follows:
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Let corp be the corpus of labelled opinion documents 
Let PR be the empty record set that will be used to store all processed positive labelled opinion 
documents as records
Let NR be the empty record set that will be used to store all processed negative labelled 
opinion documents as records 
Let LS + be the positive sentiment lexicons set [29] 
Let LS − be the negative sentiment lexicons set [29] 

Let l+ be the set contains lexicons of LS + , those exists in one or more records of PR
Let l− be the set contains lexicons of LS − , those exists in one or more records of NR

//PREPROCESSING// (STEP 1 TO STEP 6)

step 1.
| |

1
{ }

corp

i ii
d d corp

=
∀ ∃ ∈  Begin 

step 2. Split id in to bag of words ( )ibg d

step 3. Prune stop-words and non-textual words from ( )ibg d

step 4. ( )iif d is positive then ( )iPR bg d←

step 5. Else ( )iNR bg d←
step 6. End //of Step 1

// LEXICONS SELECTION BY TERM PRESENCE METRIC// (STEP 7 TO 
STEP 20)

step 7.
| |

1
{ }

LS

j jj
l l LS

+

=
∀ ∃ ∈ + Begin // for each positive lexicon in LS +

step 8.
| |

1
{ }

PR

i ii
r r PR

=
∀ ∃ ∈ Begin // for each record in PR

step 9. ( )j iif l r∈  Begin 

step 10. jl l+ ←

step 11. Go to Step 7
step 12. End //of step 9
step 13. Else Go to Step 8

End // of step 8
End // of step 7

step 14.
| |

1
{ }

LS

j jj
l l LS

−

=
∀ ∃ ∈ − Begin // for each negative lexicon in LS −

step 15.
| |

1
{ }

NR

i ii
r r NR

=
∀ ∃ ∈ Begin // for each record in NR

step 16. ( )j iif l r∈  Begin 

step 17. jl l− ←

step 18. Go to Step 14
step 19. End // of step 16
step 20. Else Go to Step 15

End //of step 15
End // of step 14
// FEATURE SELECTION BY TERM OCCURRENCE AND FEATURE 
ASSOCIATION FREQUENCY // (STEP 21 TO 75)
Let wl be the empty set that is used to store unique words exist in both PR and NR 
record sets. 

//Collecting all terms exists // (step 21 to  step 34)
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step 21.
| |

1
{ }

PR

i ii
r r PR

=
∀ ∃ ∈ Begin // each record of PR

step 22.
| |

1
{ }

ir

j j ij
w w r

=
∀ ∃ ∈ Begin // Each word exists in record ir

step 23. ( & & )j jif w l w wl+∉ ∉  Begin 

// if word jw is not a positive sentiment lexicon and not exists in word list

step 24. jwl w←

step 25. End // of step 23
step 26. End // of step 22
step 27. End //of step 21

step 28.
| |

1
{ }

NR

i ii
r r NR

=
∀ ∃ ∈ Begin // each record of NR

step 29.
| |

1
{ }

ir

j j ij
w w r

=
∀ ∃ ∈ Begin // Each word exists in record ir

step 30. ( & & )j jif w l w wl−∉ ∉  Begin  

// if word jw is not a negative sentiment lexicon and not exists in word list

step 31. jwl w←

step 32. End // of step 30
step 33. End // of step 29
step 34. End //of step 28

//Measuring Term occurrence// (step 35 to step 46)
step 35. TC φ← // is an empty map that is using to store a map of each term and its 

occurrence count

step 36.
| |

1
{ }

wl

i ii
t t wl

=
∀ ∃ ∈ Begin// for each term exists in word list wl

step 37. ( ) 0ic t = // term occurrence count ( )ic t of term it is initialized to 0

step 38.
| |

1
{ }

PR

j jj
r r PR

=
∀ ∃ ∈ Begin // each record of PR

step 39. ( )j iif r t∋ ( ) ( ) 1i ic t c t= + // if record jr contains the term it

step 40. End // of step 38

step 41.
| |

1
{ }

NR

j jj
r r NR

=
∀ ∃ ∈ Begin // each record of NR

step 42. ( )j iif r t∋ ( ) ( ) 1i ic t c t= + // if record jr contains the term it

step 43. End // of step 41
step 44. { , ( )}i iTC t c t←
step 45. End //of step 36

//Finding term and sentiment lexicon association occurrence// (Step 46 to step 
67)

step 46. PRTAC φ← // is an empty map set contains the map, where term t and positive 
sentiment lexicon l association and their co-occurrence  in record set PR

step 47. NRTAC φ← // is an empty map set contains the map, where term t and negative 
sentiment lexicon l association maps to their co-occurrence  in record set NR

step 48.
| |

1
{ }

wl

i ii
t t wl

=
∀ ∃ ∈ Begin// for each term exists in word list wl

step 49.
| |

1
{ }

l

j jj
l l l

+

+=
∀ ∃ ∈ Begin // for each positive lexicon in l+
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step 50. ( , ) 0i jc t l = // the co-occurrence count of the term and lexicon in record set PR

step 51.
| |

1
{ }

PR

k kk
r r PR

=
∀ ∃ ∈ Begin // for each record in PR

step 52. ( & )i k j kif t r l r∈ ∈ Begin  // if both term and lexicon exists in record 

step 53. ( , )i jc t l + +

step 54. End // of step 52
step 55. End // of step 51
step 56. {( , ), ( , )}PR i j i jTAC t l c t l←

step 57. End // of step 49

step 58.
| |

1
{ }

l

j jj
l l l

−

−=
∀ ∃ ∈ Begin // for each negative sentiment lexicon in _l

step 59. ( , ) 0i jc t l = // the co-occurrence count of the term and lexicon in record set NR

step 60.
| |

1
{ }

PR

k kk
r r PR

=
∀ ∃ ∈ Begin // for each record in PR

step 61. ( & )i k j kif t r l r∈ ∈ Begin  // if both term and lexicon exists in record 

step 62. ( , )i jc t l + +

step 63. End // of step 61
step 64. End // of step 60
step 65. {( , ), ( , )}NR i j i jTAC t l c t l←

step 66. End // of step 58
step 67. End // of step 48

//Finding Feature Association Frequency// (Step 68 to Step 75)

step 68. PR

NR

FAF
FAF

φ
φ

←
←

// Empty map sets that are using further to store term and lexicon association and the respective 
Feature Association Frequency as a map in respective to record sets ,PR NR

step 69.
| |

1
{ }

wl

i ii
t t wl

=
∀ ∃ ∈ Begin // for each term exists in word list wl

step 70.
| |

1
{ }

l

j jj
l l l

+

+=
∀ ∃ ∈ Begin // for each positive lexicon in l+

step 71. { ( , ) ( , )}
( , ),

{ ( ) ( )}
i j PR i j

PR i j
i PR i

c t l TAC c t l
FAF t l

c t TC c t
∃ ∋ ⎫⎧

← ⎬⎨ ∃ ∋ ⎭⎩
// ratio between term and positive sentiment lexicon co-occurrence count in record set PR  and 
the respective term occurrence in both ,PR NR

step 72. End //of step 70

step 73.
| |

1
{ }

l

j jj
l l l

−

−=
∀ ∃ ∈ Begin // for each negative lexicon in l−

step 74. { ( , ) ( , )}
( , ),

{ ( ) ( )}
i j NR i j

NR i j
i NR i

c t l TAC c t l
FAF t l

c t TC c t
∃ ∋ ⎫⎧

← ⎬⎨ ∃ ∋ ⎭⎩
//ratio between term and negative sentiment lexicon co-occurrence count in record set NR and 
the respective term occurrence in both ,PR NR

End //  of step 73
step 75. End //of Step 69

//FINDING OPTIMAL FEATURES BY WILCOX SIGNED RANK SCORE// 
(STEP 76 TO STEP 86 )
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step 76.
| |

1
{ }

wl

i ii
t t wl

=
∀ ∃ ∈ Begin// for each term exists in word list wl

step 77.
P
Q

φ
φ

←
←

//The empty sets that are using to store feature association frequency of a 

term with respective positive and negative sentiment lexicons

step 78.
max(|( |,| |)

1
{ , }

l l

j j j jj
p p l q q l

+ −

+ −=
∀ ∃ ∈ ∃ ∈ Begin // for each positive and negative lexicon

step 79. jP p← // add jp  to P

step 80. jQ q← //add jq  to Q
step 81. Find W-value ( ,P Q ) (see sec 4.4) // Finding Wilcoxon signed rank score between

,P Q . 
step 82. If (W-value is not fit probability degree threshold given) Begin
step 83. Discard it from the features list.
step 84. End //step of 82
step 85. End //step 78
step 86. End //step 76

5 Experimental Study

At the initial phase of the experimental study, the given datasets are preprocessed
and converted to set of records such that each record is of the set of words rep-
resenting respective opinion document. As a furtherance, proposed feature associ-
ation frequency and Wilcoxon signed rank score techniques are applied to find the
optimal features from the processed dataset.

The implementation of proposed model and other contemporary model [21]
considered for performance analysis is carried out using Java 8 running on a
computer with i5 processor and 4 GB ram. The classification accuracy assessment
is performed by scripts defined in R programming language [32].

The proposed feature selection technique delivers a unique reduced set of fea-
tures. Then, the resultant optimal feature sets from distinctive datasets tested for
accuracy using three different classifiers called SVM, NB and AdaBoost. Similar
kind of corroboration is carried out on other technique called count-vectorizer [21],
which merely have the similar context of proposal. This model [21] is reducing the
features using count-vectorizer technique that is applied on the polarity of the
sentiment like positive and negative. In the final step, validation and analysis of the
minimized feature sets are performed depending on anatomic relevance. Figure 2
indicates the figurative representation of the approach.
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5.1 Datasets and Statistics

Twitter datasets for sentiment analysis [33], movie reviews dataset [34] and
product reviews dataset [35] were three datasets that are considered for analysis.
The movie review dataset is having 27886 reviews; among them, 21933 reviews
are considered for experiments and rest are discarded due to the difficulty noticed

Fig. 2 Schematic diagram of proposed approach
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at preprocessing step. The original twitter dataset that is available at [33] is having
tweets labelled as positive and negative. Among them, 29700 records retained
after preprocessing. The other dataset product reviews of Amazon Instant Video
from Amazon product data are provided by Julian McAuley; UCSD [35] that is
considered for experiments is having 37126 reviews. Among these, 28310
reviews retained after preprocessing. All the datasets were preprocessed and
number of instances available for each of the datasets is depicted in Table 1. The
movie reviews and product reviews datasets possess uniform distribution,
whereas Twitter dataset is skewed.

5.2 Feature Selection and Performance Statistics

The feature selection techniques Wilcoxon signed rank score and count-vectorizer
matrix that are chosen and the list of reduced set of attributes are depicted in
Table 2 and Fig. 2. In furtherance, reduced features are validated using three
classifiers and the results are depicted in Fig. 3.

Validation is carried out based on rightly classified instances. And from the
implementation of Wilcoxon signed rank score and count-vectorizer matrix feature
selection techniques, it is evident that the features selected by Wilcoxon signed rank
score are almost subset of the features selected by count-vectorizer matrix and
marginal difference found to be nearly 40%. Performance dip is observed for NB
and for a specific dataset when SVM is a classifier (see Fig. 4) compared to
AdaBoost. In overall, the results depict that the feature selection by proposed
feature association frequency and Wilcoxon signed rank score retains the overall
performance of the classifiers under minimal number of features compared to the
count-vectorizer matrix approach.

AdaBoost classifier has performed best for three datasets and resulted in accu-
racy of above 85%. All the other classifiers too have shown significant improvement
in the performance. The classifier NB is resulting above 75%, and SVM is resulting
above 80%. Despite that the twitter dataset and the movie review dataset are

Table 1 Data statistics for each dataset

Dataset Total #
of
records

Number of
records used for
training

Number of
records used for
testing

No # sentiment
representative lexicons
found in training set

Twitter
dataset

29700 20790 8910 39

Movie
reviews

21933 15353 6580 37

Product
reviews

28310 19817 8493 21
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Table 2 The statistics of the results obtained from feature selection strategy

Dataset No of features
found in training
set

No # optimal features by
Wilcoxon signed rank score

No # optimal features by
count-vectorizer matrix

Twitter
dataset

1985 205 337

Movie
reviews

2371 152 263

Product
reviews

1411 86 141

Fig. 3 Optimal features selection statistics

on Twitter Dataset On Movie Reviews

On Product Reviews

Fig. 4 Classifier accuracy statistics
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leveraging maximum performance of 95% and 91%, respectively, it is imperative
that actual relevance is of features selected by Wilcoxon signed rank score, thus
leading to study of features selected by count-vectorizer matrix for each dataset.

6 Conclusion

Sentiment analysis has become an integral need for the organizations to understand
the consumer expectations, buying behaviour and toward analysing the key factors
that could influence the decision-making. With the emerging BI trends, sentiment
analysis has gained momentum and numerous researches have carried out in the
domain. In this paper, the emphasis has been overusing the three classifiers SVM,
NB and AdaBoost for feature selection strategies that could make significant impact
over the outcome. From the experimental studies that carried over vivid range of
datasets, it is imperative that the AdaBoost classifier has outperformed with accu-
racy levels near around of 90% across all the three datasets. Though optimal fea-
tures discovered under Wilcoxon signed rank score is lesser than the optimal
features discovered using count-vectorizer matrix, however, the accuracy of clas-
sification is much higher in the case of Wilcoxon signed rank score analysis. Such
an outcome signifies the impact of AdaBoost classifier that outperforms the other
two classifiers for features selected by Wilcoxon signed rank score and
count-vectorizer matrix.
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A Color Transformation Approach
to Retrieve Cloudy Pixels in Daytime
Satellite Images

Rachana Gupta, Satyasai Jagannath Nanda and Pradip Panchal

Abstract Accurate cloud detection is a key focus area for several researchers to
determine the parameters of earth’s energy budget. It is a challenging task in the
visible range due to resembling characteristics of thick clouds and snow/ice, dif-
ficulty in classifying faded texture soil and seasonal clouds (helpful for weather
forecast), combined separation of vegetation and water against clouds. In this paper,
a new color transformation approach is developed to classify thick clouds against
three natural territories, i.e., water, vegetation, and soil. The proposed approach is
implemented in two steps: preprocessing (includes color filter array interpolation
method) and detection (a color transformation approach is introduced for classifi-
cation). Extensive simulation studies are carried out on benchmark images collected
from NOAA, VIRR, and MODIS databases. The superior performance of the
proposed approach is demonstrated over the official cloud mask of VIRR database.

Keywords Cloud detection ⋅ Natural territories ⋅ Demosaic
Color filter array ⋅ Color transformation approach

1 Introduction

A detailed conception of atmosphere needs thorough information of many different
and connected roles of clouds. Clouds have a significant impact on the atmosphere
by means of radiative impact, precipitation, and latent heat [1]. For a long time,
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algorithms based on cloud detection were flourished, undertaken and authenticated
for satellite images utilizing pixel by pixel processing [2]. Clouds are generally
portrayed through lower temperature in the infrared region and brighter in the
visible region when contrasted with the various natural territories. It is difficult to
differentiate cloud from the underlying surface because of their similarity in
reflectance when the underlying earth surface is covered with ice, snow or desert, or
coastal region and also when the cloud is thin cirrus, low-level stratus or small
cumulus.

The visible and infrared channels give calculable proficiency to cloud detection.
Because of lacking in contrast during nighttime, few clouds (i.e., lower level stratus,
cumulus, thin clouds, etc.) are hard to distinguish. More troubles are occur when the
detection of cloud edges are focused around. Clouds can be detected both over
visible as well as an infrared region while only thermal region-based channels are
available to design an algorithm to detect cloud during the nighttime [3]. A few
advantages of images obtained in infrared region are: to get the information of
cloud-top, different ground features and height of different types of cloud. Various
algorithms were designed based on radiance and reflectance to discover various
high- and mid-level clouds properties which are affected by the polar region [4]. In
the polar region, it is found that algorithm based on visible and thermal region is not
successful. Also, it is found that because of the similarity of reflectance of snow/ice
in the visible band, it can be differentiated against clouds in the infrared region [5].

World Climate Research Programme (WCRP) was first introduced by the
International Satellite Cloud Climatology Project (ISCCP) to create new cloud
climatology by analyzing radiance database at visible (0.6 µm) and infrared
(11 µm) channels to minimize faulty cloud detection. Advanced Very
High-Resolution Radiometer (AVHRR) used by Apollo performs five threshold
tests which are 3.55–3.93 µm, 0.58–0.68 µm, 0.72–1.10 µm, 11.5–12.5 µm, and
10.3–11.3 µm using visible and infrared channels through which pixel is marked as
cloudy that it comes up short any of the five tests [6, 7]. The CASPR system on
National Oceanic and Atmospheric Administration (NOAA) used radiance property
of AVHRR instruments to detect water clouds, warm clouds, cold clouds, cirrus,
and low stratus-thin cirrus. The CO2 absorption band is used to detect high cloudy
region, level and amount of clouds using infrared radiance centered at 15 µm by
using High-resolution Infrared Radiation Sounder (HIRS) [8]. The Geostationary
Operational Environmental Satellite (GOES) used an algorithm based on reflec-
tance at 12, 11, 13.3, and 3.7 µm [9]. Many algorithms were developed for dis-
crimination of clouds based on time-sequence of Sea Surface Temperature
(SST) images, HT5, pixels separation, wavelet transform, and numerous others.
Inspired by the recent trend literature, a new color transformation approach is
proposed in this paper to identify thick clouds against three natural territories i.e.
water, vegetation, and soil. The proposed approach is implemented in two steps:
preprocessing and detection. The simulation section demonstrates the superior
performance of the proposed approach on benchmark images of NOAA, VIRR, and
MODIS databases.
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2 Proposed Approach: Cloud Detection Algorithm

The proposed algorithm is characterized by two modules: preprocessing and
detection. Detector over satellite gives the Bayer image into preprocessing module.
The preprocessing module uses demosaicing algorithm and proselyte it into a true
color image. In the wake of changing over into true color image, cloud detection
algorithm is carried out by detection module (Fig. 1). The target image Fig. 2a was
taken on July 22, 2013 by Meteosat-10 showing the development of tropical wave
at east–southeast of the Cape Verde Islands. It demonstrates the increment of
thunderstorm activity but it will be organized better environment conditions over
the next days. Before moving towards the discussion of system modules, the
original image (Fig. 2a) is converted to the raw image (Bayer image in RGGB
format) in order to generate the query image (Fig. 2b).

2.1 Preprocessing

The preprocessing is done using a new strategy based on Color Filter Array
(CFA) interpolation method called demosaicing. It is helpful to reduce the hardware

Fig. 1 Flow diagram of the proposed system

Fig. 2 a Target image from NOAA datasets. b Bayer image in “RGGB” format
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by avoiding the utilization of one sensor per channel for the visible range of
electromagnetic spectrum. Preprocessing module is used to reproduce a true color
image from the inadequate color samples which are yielded from an image sensor,
overlaid with a color filter array (CFA). In this paper, we are going to utilize the
bilinear interpolation. If the pixels arrangement is the same as Fig. 3, the bilinear
interpolation applied to obtain red pixel value (fR(x, y)) and green pixel value
(fG (x, y)) with centered blue pixel value (fB(x, y)), which can be seen from
Eqs. (1)–(5). In these equations, x0 and y0, x1 and y1 and x−1 and y−1 demonstrate
the position of seed pixel, next position from seed pixel and previous position from
seed pixel in x- and y-direction, respectively.

fRðx0, y0Þ= y1 − y0
y1 − y− 1

f ðx0, y− 1Þ
� �

+
y0 − y− 1

y1 − y− 1
f ðx0, y1Þ

� �
ð1Þ

fRðx0, y0Þ= 1
2

x1 − x0
x1 − x− 1

R1 +
x0 − x− 1

x1 − x− 1
R3

� �� �
+

1
2

x1 − x0
x1 − x− 1

R2 +
x0 − x− 1

x1 − x− 1
R4

� �� �

ð2Þ

fRðx0, y0Þ= 1
4
R1 +R2 +R3 +R4½ � ð3Þ

fGðx0, y0Þ= 1
2

y1 − y0
y1 − y− 1

G2 +
y0 − y− 1

y1 − y− 1
G3

� �� �
+

1
2

x1 − x0
x1 − x− 1

G1 +
x0 − x− 1

x1 − x− 1
G3

� �� �

ð4Þ

fGðx0, y0Þ= 1
4
G2 +G3 +G1 +G3½ � ð5Þ

2.2 Detection

The luminance signal is formed by adding percentages of VR, VG and VB cor-
respond to relative brightness sensitivity of the eye to the three primary colors

Fig. 3 Blue pixel at the seed pixel location for 3 × 3 matrix
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which can be seen in Eq. (6) [10]. VR, VG, and VB are red, green, and blue color
voltage, respectively.

100%VY =30%VR + 59%VG +11%VB ð6Þ

In the same way, different natural territories can be detected and extracted by
selecting the vector coefficients correspond to the percentage of R, G and B value of
RGB color model through the pixel to pixel processing. The algorithm model
described in Fig. 4 demonstrates the differentiation of cloudy pixel against various
natural territories. Test on discrimination of presence of natural territories has been
chosen to be a mixture of color light fluxes in the ratio as defined in Eqs. (7)–(9)
based on the sensitivity of the detector. These percentages correspond to the relative
brightness sensitivity of the detector to the three primary colors. Here, m = 3 is
considered as the number of primary colors used. ϑ demonstrates the red, green, and
blue pixel value at (h, l) location of the image. ξ, ψ and ζ are the vector perimeters
of water, vegetation and soil surfaces, respectively. Matrix multiplication of vector

Fig. 4 Algorithm model: process to differentiate cloudy against clear pixel(s)
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perimeters and ϑ is done and the result is stored in the seed pixel of ω, γ, and s
which demonstrate the discrimination of presence of water, vegetation and soil
regions, respectively. ω, γ and s are arranged in each plane to form three planes
processed image. This processed image is subtracted from true color image to
generate cloud mask image (Eq. 10).

ω h, lð Þ= ½ξ�1×m * ½ϑ�m×1

½ξ�1×m = ½− 3.9299 − 1.6191 3.0444�1×m

½ϑ�m×1 = ½Rðh, lÞ G h, lð Þ Bðh, lÞ�T1×m

100%ω h, lð Þ=4 * ð− 98.2%Red− 40.4% Green +76.11%BlueÞ

ð7Þ

γ h, lð Þ=ψ * ϑ

ψ = ½2.8571 − 2.6374 0.8864�
100% γ h, lð Þ=3 * ð95.2%Red− 87.9%Green+29.54%BlueÞ

s h, lð Þ= ζ * ϑ

ð8Þ

ζ= ½0.594 − 0.38 − 0.322�
100% s h, lð Þ=59.4%Red− 38%Green− 32.2%Blue

ð9Þ

Cloud mask= True color imageð Þ− ðProcessed imageÞ ð10Þ

3 Simulation Results

In the target image, it can be observed that cloud is covered over some portion of
water, soil, and vegetation region. To differentiate all such natural territories, CTA
for individual territory is applied over target image using Eqs. (7)–(9). Figure 5a
demonstrates the target image and Fig. 5b–d shows the result of discrimination of
water (blue region), vegetation (green region) and soil (copper region) against
remaining territories.

3.1 Test on Combine Approach to Detect Clouds

Equation (10) is applied to target image to get the combined effect of classification
of clouds and natural territories. The combine approach of CTA can be seen in
Fig. 6b. where maroon colored region demonstrates the presence of cloudy region.
Now take a look at Table 1 where recognition rate is shown over NOAA, Visible
Infrared Imaging Radiometer (VIRR) and MODerate-resolution Imaging Spectro-
radiometer (MODIS) databases. Used images and Detected images show the
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number of images used and number of images with a better result, respectively.
Detection rate demonstrates the average rate of the Detected image from the used
images which is found approximately more than 85%.

Fig. 5 Cloud detection over individual territory: a target image, b–d processed image
discriminating water, vegetation and soil region, respectively

Fig. 6 Combine approach. a Target image; b processed image

Table 1 Recognition rate of CTA method over distinguish databases

Databases used images detected images detection rate (%)

NOAA [11] 5000 4539 90.78
VIRR [12] 10003 8956 89
MODIS [13] 1000 857 85.7
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3.2 Comparing Results of Proposed Algorithm
Against Existing Algorithm

As a way to increase the reliability of proposed algorithm associated with cloud
detection, it is compared with VIRR data of FengYun-3 satellite. A FengYun-3
(FY-3) is a polar-orbiting satellite of China of the second era with an end goal to
gather more cloud and surface attributes information. FY-3A, FY-3B, and FY-3C
with VIRR consist of 10-channel VIS/IR multi-reason imaging radiometer (0.43–
12.5 µm) and a nadir resolution of 1.1 km. It is investigated that better cloud
detection result is obtained using proposed CTA approach (Fig. 7c) as compare to
VIRR official cloud mask (Fig. 7b).

4 Conclusions

This article progresses an algorithm centered over vector multiplication and also
using RGB color model for daytime cloud detection algorithm. The surface is
differentiated into three natural territories with distinguishing cloud location forms.
For every natural territory, the vector is characterized to test whether a pixel is
sullied by each of them. After recognizing these natural territories, they are
removed from the true color image to get the cloud contaminated region. The
operational result gives the attractive results over water region and blunder over
snow/ice surfaces.
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Identifying Trustworthy Nodes
in an Integrated Internet MANET
to Establish a Secure Communication

Rafi U. Zaman and Rafia Sultana

Abstract In MANET, one of the important provocations is to find whether or not a
routing message emerges from a trustworthy node. The solution so far to this is to
locate a route consisting of trustworthy nodes within the network. The existing
approach defines trust concept based on soft security system to eliminate security
issues where each node utilizes a trust threshold value. Therefore, a new system is
proposed as ITWN (identifying trustworthy nodes) where three trust elements are
considered to provide the distinctive features of trust in integrated MANET with
collaboration, information, and social networking. These constituents explain the
trust capabilities, message integrity, and dynamic social behavior of node. After
finding trustworthy nodes, secure route to external network is established through
gateway node using appropriate secure route selection value. The simulation results
show improvement in performance of the network and minimize routing load and
E2E delay within the network.

Keywords Mobile ad hoc networks (MANETs) ⋅ Trust management integrated
Internet MANET (IIM) ⋅ Network security gateway routing

1 Introduction

A mobile ad hoc network (MANET) is defined as a combination of wireless network
of moving devices (mobile nodes) created for specific purpose without any fixed
support. MANET does not assist any centralized entities and wanted to connect with

R. U. Zaman (✉)
Department of Information and Technology, Muffakham Jah College
of Engineering and Technology, Hyderabad, India
e-mail: rafi.u.zaman@mjcollege.ac.in

R. Sultana
Department of Computer Science and Engineering, Muffakham Jah College
of Engineering and Technology, Hyderabad, India
e-mail: rafiasultana60@yahoo.com

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_29

321

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_29&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_29&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_29&amp;domain=pdf


the fixed network such as Internet or LAN to employ the resources presented by them.
The interconnection of fixed network with wireless network is known as integrated
Internet MANET [1]. The major issues in MANETS are the limited number of
resources and applications, limited bandwidth, battery power and wireless coverage,
dynamic network topology, and security. Since security is one of the important sub-
jects in MANET, therefore, it is necessary to provide security of network [2].

Trust plays a pivotal role in MANETS in defining the trust values among the
mobile nodes [3]. Trust management applies in many situations like authentication,
access control, intrusion detection, etc. Trust is based on three things such as trust
establishment, trust update, and trust revocation which are the basic factors of trust
management [4]. Trust is evaluated based on different metrics in different ways.
The various properties of trust are as follows: it is dynamic, subjective, asymmetric,
dependent on context, and not inevitably transitive [5]. Trust evaluation includes
occurrences, recommendation, and knowledge of trust. It can be either distributed
or centralized evaluation. The three phases of trust management are trust propa-
gation, collection, and predictions. The “experience” part of trust is measured by
their immediate neighbors and kept upgraded in the trust table. The neighbors also
provide “suggestions” another part of trust, and “learning” part of trust is a segment
of aggregate trust. The above concepts are discussed in [6–9].

The rest of the paper is organized as follows: Sect. 2 gives the overview of the
existing work related to proposed approach; Sect. 3 gives the details of proposed
work; Sect. 4 contains the performance evaluation of the proposed system; and
Sect. 5 concludes the paper with its future enhancement.

2 Related Work

Cho et al. [10] proposed “Composite trust-based public key management (CTPKM)”
in MANET based on threshold where the authors suggested the three trust compo-
nents to be important parameters in any managing trust solution. To eliminate
security affairs within a network, each node makes use of trust threshold value that is
collated with trust values. The three trust elements: integrity, competence, and social
contact are used to estimate the trust values in ad hoc network. The various limita-
tions observed with the existing systems are as follows: the methods to manage trust
in integrated Internet MANET are not defined; it does show how exactly the trust
values are calculated by considering only the past experiences of nodes, and there is a
high routing load perceived on the node in the ad hoc network.

3 Proposed Work

Security of MANET is one of the major concerns to yield trust among the nodes.
Trust management is defined as establishing, updating, or revocation of trust among
the nodes [11]. We need to evaluate the trust values of the nodes in order to
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exchange the information. The source node anxious to discover a secure gateway
node connecting to the wired-network transmits solicitation message through
neighbor nodes till it reaches gateway. Gateway on receiving request computes trust
values and replies with advertisement message. Each intermediate node evaluates
trust values and collates with threshold value to identify the most trustworthy
nodes, forward the reply further. The source node gets multiple replies and starts
computing secure route selection values (SRSVs) to select the secure route with
highest SRSV (Fig. 1).

A new system as identifying trustworthy nodes (ITWN) is proposed where three
trust ingredients such as trust capabilities, message integrity, and dynamic social
behavior of a node are determined in order to produce trust among the nodes.
Gateway and intermediate nodes compute trust values based on these three trust
elements. The work is implemented in network simulator ns-2.34, and the results
obtained are collated with the results of existing systems and WLB-AODV routing
protocol.

3.1 Trust Value Calculation

Trust capabilities or competence (TC) refers to nodes capability to serve the request
measured by number of packets dropped to the number of packets forwarded by the
nodes.

TC =
Number of Packets Dropped by the node
Number of Packets Forwarded by the node

ð1Þ

Fig. 1 Architecture of proposed system
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Trust message integrity (TI) refers to nobility of a node in attack deportment
measured using the concept of CRC (cyclic redundancy check) defined as the
message integrity to check whether the received messages are the actual messages
sent by the sender.

TI =CRC calculated for data send equals to CRC calculated for data received

ð2Þ

Trust social behavior (TS) refers to the positive social behavior of a node
measured as the number of nodes experienced by another node during a trust update
period to the total number of nodes in the network.

TS =
Number of nodes experienced

Total number of nodes
ð3Þ

Trust values based on these three components are evaluated and collated with a
threshold value to identify the trustworthy nodes. A secured path to gateway is
selected based on SRSV calculated from trust values, load capacity, and number of
hops of all the nodes in the network. The computation of SRSV is very beneficial in
obtaining a secure path to the gateway node. This approach mitigates the security
concerns and minimizes the routing overhead and probability of the network.
The SRSV is computed as follows:

SRSV = TC +Load Capacity +Number of Hops. ð4Þ

3.2 Algorithm

Step 1: Create a wired-wireless network of mobile nodes and start gateway
discovery.
Step 2: The node broadcast a Gateway-Solicitation message GW-SOL [RREQ,
AddrSN, KSN, GW_ADDR, N, t]KSN

−1 to the neighbors.
Step 3: If neighbor is a gateway and route to gateway exists, then compute trust
values based on three trust elements (TC, TI, TS), else if neighbor is not a gateway
but route to gateway exists, then rebroadcast GW-SOL message to next node till it
reaches the gateway node.
Step 4: Gateway on receiving GW-SOL message computes trust values using trust
elements and replies with Gateway-Advertisement message GW-ADV [RREP,
AddrSN, GWID, (GWADV)SSN-GW, N, t]KGW

−1 .
Step 5: Gateway generates GW-ADV message with Timestamp and Nonce
encrypted using a shared secret key.
Step 6: For each intermediate node from gateway to source node, compute trust
values, load capacity, and number of hops.
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Step 7: Forward GW-ADV to neighbor node.
Step 8: If TV >=Tth, then node is trustworthy and repeat step 6, else if TV < Tth,
then node is a malicious node.
Step 9: Source node receives GW-ADV decrypt message with shared secret key
and calculates SRSV and select route with highest SRSV value.
Step 10: Source node issues registration request, and gateway on receiving the
request verifies it and replies through the established route.
Step 11: Source node is registered with the gateway and connected to fixed
network.

4 Simulation Results

4.1 Experimental Setup

The simulation is conducted using the object-oriented network simulator NS2. The
simulation parameters used are PDF, NRL, and E2E Delay (Table 1). The AODV+
framework [12] for integrated internet MANET is used for the simulation of the
proposed protocol.

Packet Delivery Fraction: It is the ratio of no. of packets delivered to the no. of
packets sent within the network.

Normalized Routing Load: It is the ratio of the no. of control packets generated
to no. of data packets generated.

End-to-End Delay: It is defined as average delay experienced by the packets in
the network (Fig. 2).

Figure 3 shows that performance of proposed protocol is superlative to the
existing system and WLB-AODV protocol in terms of packet delivery fraction for
all the node speeds. It is observed that the proposed protocol (ITWN) achieves
higher packet delivery fraction than the existing protocol.

Figure 4 shows that performance of proposed protocol is superlative to the
existing system and WLB-AODV protocol in terms of normalized routing load for
all the node speeds. It is observed that the proposed protocol (ITWN) achieves
lesser normalized routing load than the existing protocol.

Figure 5 shows that performance of proposed protocol is superlative to the
existing system and WLB-AODV protocol in terms of average end-to-end delay for
all the node speeds. It is observed that the proposed protocol (ITWN) achieves
lesser average end-to-end delay than the existing protocol. The performance gets
much better as the number of nodes increases in the proposed approach.
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Fig. 2 Simulation scenario of the system with 100 nodes

Fig. 3 Packet delivery
fraction versus mobile node
speed

Fig. 4 Normalized routing
load versus mobile node
speed

Fig. 5 Average end-to-end
delay versus mobile node
speed
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5 Conclusion and Future Work

MANETs are highly at risk to many security problems because of dynamic
topology used in MANETs, its distributed operations, and also of limited band-
width. Trust as a concept has a wide variety of applications, which causes diver-
gence in terminology of trust management. The proposed protocol ITWN
establishes a secured and trusted scenario in selecting a proper route to the gateway
by evaluating the trust of a node based on trust elements. There are various
strategies proposed to determine trust management in mobile ad hoc networks but
no such strategy explains the trust management approach in integrated Inter-
net MANET. Therefore, the trust management which is one of the major issues in
ad hoc network is determined within an integrated Internet MANET. The results are
compared with the existing approaches and show better performance of the system.

As a future work, the trust values are evaluated using non-repudiation concept
based on proper key management operations. The work can also be extended using
the encryption techniques in IIM.
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Energy-Efficient Routing in MANET
Using Load Energy Metric

Rafi U. Zaman and Juvaria Fatima Siddiqui

Abstract A mobile ad hoc network (MANET) is a collection of mobile nodes that
are ceaselessly self-designing and work on foundation-less network. A mechanism
for broadcasting is flooding where a request is retransmitted by a node at least once,
but it is ineffectual in terms of bandwidth and energy. Energy management plays an
important role in network. The proposed scheme uses two techniques: First tech-
nique is calculating queue length of every node to reduce normalized routing load.
The second technique is selecting the route based on a threshold value to maintain
efficient transmission to destination. The proposed protocol uses load energy metric
algorithm which conserves the energy levels of nodes. The algorithm considers the
queue length of every node. The work is implemented using ns2 simulator. The
performance evaluation shows a reduction in routing overhead when compared to
existing approach and AODV routing protocol.

Keywords MANET � Energy management � Energy efficiency
Queue length � CLEM � Energy level � Normalized routing load

1 Introduction

Wireless mobile nodes are accumulated to form an MANET (mobile ad hoc net-
work) which communicates in a non-framework network without the need of any
established architecture or framework [1]. Thus, MANETs are used in a
non-infrastructure-based setup.
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Energy management is an important issue in MANETs, since the nodes have less
power to carry out the transmission [2]. Basically, energy management controls
three issues [3]: the energy resources are maintained by continuously supervising
the battery discharge, tailoring the transmission power and increasing the lifetime of
nodes by reorganizing power sources. Efficiently managing the battery, controlling
the transmission power and system power management are the three methods to
increase the lifetime of node [4–6].

Energy efficiency is measured as the duration of time over which a network can
maintain certain performance level [7], that is, network lifetime. If the energy
efficiency is high, then more number of packets can be transmitted by the node in
every amount of time [8].

The rest of the paper is organized as follows. Section 2 gives an overview of the
existing work related to the proposed protocol. Section 3 briefs the proposed load
energy metric (LEM) algorithm. Section 4 contains the performance evaluation of
proposed protocol in comparison to existing approach and AODV routing protocol.
Section 5 concludes the paper with its future scope.

2 Related Work

In [9], the work was carried out using the variable transmission-power levels of
node. The nodes are divided based on transmission-power levels into gateways and
non-gateways. The different values of transmission-power levels are as follows:
high, medium and low. The main idea is to forward packets to nodes which have
values different from its own transmission-power level value. The main disad-
vantages of this approach are, first, as the number of nodes increases, the perfor-
mance evaluation of nodes decreases in terms of throughput and packet delivery
fraction. Second, there is an increase in normalized routing load, which degrades
the network performance.

3 Load Energy Metric Algorithm

Nodes energy level plays a very important role in determining the route to the
destination. So, the proposed scheme uses two techniques: First technique calcu-
lates the queue length of every node which helps to calculate the remaining energy
of node reducing routing load and energy level of nodes, and the second technique
sets an optimal threshold value to select the best route among the available routes,
to maintain efficient transmission of packets among all nodes. The proposed scheme
reduces the normalized routing load significantly.

According to the algorithm, the energy levels of individual nodes are calculated
at RREQ and stored in their packets. The main idea is to identify the most reliable
nodes among the available nodes and select the best path to the destination based on
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the optimal threshold value. Using the queue length, the nodes whose queue is full
is eliminated from the transmission, and only the nodes which are reliable are
selected.

Two main goals are achieved when taking the nodes energy level into account
while transmitting the RREQ packet: since only some nodes are used while per-
forming retransmission, the energy is conserved and control overhead and con-
gestion are reduced as they degrade network performance. This scheme also
decreases unwanted excess retransmission, decreases packet loss and packet drop
ratio and expands the reachability of data packet.

3.1 Update Queue Length at Every Node

The main idea in using the queue length for all nodes is to select the nodes which
are available for transmission and exclude the nodes whose queue is full. Whenever
a request is received by a node, the nodes update the queue to indicate that the node
is performing a transmission. If the queue is full, it means that the node is busy
performing other transmissions, and another node is selected.

When a mobile node receives an RREQ, it updates its own queue with the
RREQ and calculates the CLEM metric. After calculating the CLEM metric, it
forwards the request to another node. If the mobile nodes queue is full, it does not
consider the node for transmission as it is an unreliable node. In the same way, the
queue length is updated at every node, and the CLEM metric is calculated with
respect to the queue length until a destination is reached.

The destination on receiving the request broadcasts a reply on the reliable paths
by including the CLEM metric value calculated at every node. The idea of using
load balanced approach is to negate using heavily loaded paths and use only lightly
loaded paths for transmitting data.

3.2 Calculate Energy Level of Nodes

The energy model represents the level of energy in a mobile node. The energy
model in a node has initial energy value which is the level of energy the node has at
the beginning of the simulation. Here, it is the battery level of the node. It also has a
given energy usage for every packet that it transmits and receives which is the load
at a node. The idea of using a load balanced approach is to negate using heavily
loaded paths and use only lightly loaded paths for transmitting data. The protocol
uses lesser loaded paths which are also energy efficient irrespective of their lengths.
Every node calculates energy considering the load and battery level of the node.
The load is calculated with respect to the queue length. The load energy metric is
calculated as
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Load Energy Metric LEMð Þ = Load
Battery Level BLð Þ ð1Þ

The LEM metric value is calculated at every node on receiving the request. The
load is calculated with respect to the queue which is updated at every node, as
explained in Sect. 3.1. The CLEM is calculated by taking the LEM value and
number of hops available.

Cumulative Load Energy Metric CLEMð Þ = Load
Number of hops

ð2Þ

The CLEM is calculated at every node and stored in the RREQ packet by adding
the previous nodes CLEM with the current nodes CLEM value.

ALEM = previous nodes CLEM + current nodes CLEM ð3Þ

The destination updates the ALEM value in the reply packet and forwards the
packet to the source on the paths reliable paths available (Fig. 1).

Update queue and calculate 
CLEM

Store CLEM in routing table 
and forward RREQ

Receive RREQ, update queue 
and calculate CLEM

Update routing table with 
new CLEM value

Check if 
destination

Update queue and CLEM

Store CLEM in RREP and 
forward

Source selects best route 
based on a threshold value

Yes

No

Fig. 1 Working of proposed
protocol based on Load
Energy Metric
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3.3 Select the Reliable Route

The source on receiving the reply packet selects the most reliable route among the
available routes. The route is selected based on an optimal threshold value, which
should be less than the ALEM value. The route selected should be sufficient for
performing the transmission. The main idea in using the threshold value is to select
the reliable route among the available routes. The proposed protocol identifies the
unreliable nodes using the energy level values calculated for each node.

Algorithm: Load Energy Metric (LEM)

Step 1: The routing starts by source sending a request to neighbouring nodes by
updating its queue and calculating the energy. The energy of node is
stored in routing table.

Step 2: The energy is calculated as follows:

Load Energy Metric LEMð Þ = Load
Battery Level BLð Þ ð4Þ

Cumulative Load Energy Metric CLEMð Þ = Load
Number of hops

ð5Þ

Step 3: Nodes receiving RREQ update queue and calculate the LEM value as
step 2 and update the routing table with their values as follows:

ALEM = previous nodes CLEM + current nodes CLEM ð6Þ

Step 4: Intermediate nodes perform the operation of steps 2 and 3 until a des-
tination node is reached.

Step 5: When the RREQ packet reaches the destination, the destination also
performs the same steps 2 and 3 and stores the calculated energy value in
reply and send the reply on the routes from the request is received.

Step 6: The source on receiving the reply selects the best route on a threshold
value such that the received energy is greater than the threshold.

4 Simulation Parameters and Performance Evaluation

The simulation is carried out using ns-2.34 framework. The simulation parameters
are shown in Table 1. Different speeds (ranging from 1 to 6 m/s) are used to show
the node mobility using a random waypoint model which shows no effect on per-
formance. The simulation was carried out on different nodes (15, 25, 50, 75, 100)
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over a fixed area of 800 m × 500 m. The simulation is 900 s. The following metrics
were used to evaluate proposed protocol in MANET.

Routing Overhead: It is the total number of packets transmitted for route discovery
and maintenance needed to deliver the data packet.

Packet Delivery Ratio: It is the ratio of packets received by the destination to the
packets originated by the source.

Throughput: It is the ratio of the amount of data that is received by the destination
to the simulation time (Fig. 2).

The following figures show the performance evaluation of proposed protocol
with number of nodes taken as 100. Each data point is an average of five simulation
runs on the graph.

Figure 3 shows the routing load incurred by proposed protocol (EERP) with
respect to existing approach and AODV routing protocol. It shows that the

Table 1 Simulation
parameters of the proposed
protocol

Parameters Values

Number of mobile nodes 15, 25, 50, 75, 100

Topology size 800 × 500

Transmission range 250 m

Packet size 512 bytes

Bandwidth 2 Mb/s

Simulation time 900 s

Pause time 100 s

Node speed 1–6 m/s

Traffic type CBR

Number of connections 8

Fig. 2 Simulation of the proposed protocol in a scenario of 100 nodes
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proposed protocol performs better and significantly reduces the routing load.
The proposed protocol maintains low load by negating unwanted retransmission,
thus reducing the normalized routing load.

Figure 4 shows the PDF incurred by EERP in comparison with AODV routing
protocol and existing approach. The goal of PDF is to deliver the packets to nodes
and is one of the significant metrics. The proposed protocol significantly improves
the PDF, as the approach ease more congestion in the network.
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Figure 5 shows the data throughput incurred by EERP in comparison with
AODV routing protocol and existing approach. The proposed protocol demon-
strates better execution since there is a confinement on RREQ broadcasting, hence
decreasing the measure of unwanted signalling for route discovery. Hence, the
routing overhead is reduced that can cause congestion in the network.

5 Conclusion

In this paper, a new scheme based on load energy metric algorithm is proposed for
energy efficient routing of data packets in MANET. The proposed protocol iden-
tifies the nodes that drain out of energy during data transmission. Energy level of
each node is calculated, and nodes select the route that is least loaded for trans-
mitting data to the destination. In order to achieve the objective of energy efficient
data transmission, a threshold value of remaining energy on each node is used to
select the most reliable route among the available routes. The proposed protocol
shows better performance with respect to QoS parameters like PDR and throughput
when compared to existing approaches.

The performance comparison of proposed protocol with respect to existing work
is being undertaken. In future work, more optimization will be carried out for
reducing congestion and energy consumption by using different techniques.
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Design Optimization of Robotic Gripper
Links Using Accelerated Particle Swarm
Optimization Technique

Golak Bihari Mahanta, B. B. V. L. Deepak, B. B. Biswal,
Amruta Rout and G. Bala Murali

Abstract Robotic gripper plays a key player in the industrial robotics application
such as pick and place, assembly, etc., and it is necessary to design and develop the
best possible robotic gripper which needs a lot of mathematical formulation as well
as analysis. In this paper, an optimized design of the robotic gripper is obtained
using the accelerated PSO. The objective function of the robotic gripper developed
is a complex, constraint optimization problem. For solving the problem, the
developed two objective functions are used by the APSO with seven constraints.
Seven decision variables are chosen to develop the objective function for the
robotic gripper, and using APSO algorithm, the optimized best dimensions for the
gripper configuration are obtained.

Keywords APSO ⋅ Multi-objective ⋅ Gripper force

1 Introduction

In this twenty-first century competitive environment for mass production and quality
products, industrial robots are playing a significant role. With the advancement of
technologies, various methods are used to control the gripper. For performing the
grasping and manipulation tasks such as pick place, the role of a robot gripper
mechanism is crucial. Robotic grippers are used in the simple, precision,
high accuracy, and repetitive work like in automobile industries, aircraft, and
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micro/nano-fabrication industries. Industrial robots are mainly having manipulator
to interact with the environment, energy source and to control the robot computer
controller. End effector or robotic gripper is a part of the manipulator which uses to
hold the objects. Various types of gripper designed to handle the object and operated
using electrical, pneumatic types of energy source. Grippers are designed consid-
ering the physical constraints and a different design for various processes.

Cutkosky [1] carried out a study on the human grasp choice according to the
grasp taxonomy and proposed various types of the model and design the
grasp. Ceccarelli et al. [2] used Cartesian coordinates methodology for the
dimensional synthesis of gripper mechanisms. Chen [3] summarized the various
gripping mechanism of the industrial robots. Osyczka [4] proposed a method to
solve the robot gripper design problem by converting it into a multi-objective
optimization problem. He considered various configurations and obtained the
optimized designed parameters for the robotic gripper. Osyczka et al. [5] formulated
a multicriteria optimization problem of the robotic gripper in which by using
min-max and genetic algorithm, the design parameters were obtained. Osyczka
et al. [6] solved the nonlinear multicriteria optimization problem such as interval
objective function, beam design problem, and robot gripper design using GA.
Krenich [7] solved the design optimization problem of a robotic gripper using an
evolutionary algorithm and weighted min-max approach. Abu-Zitar et al. [8] pro-
posed evolutionary programming method to solve the nonlinear frictional gripper
problem in robotic grasping considering three-finger contact. Osyczka et al. [9]
addressed various types of multicriteria design optimization problem such as
gripper design, multiple clutch break design, and shaft design using evolutionary
algorithms. Abu Zitar et al. [10] proposed a novel method using ant colony opti-
mization to find the optimum grasping force on a rigid body. They considered
three-finger contact and solved the nonlinear problem. Saravanan et al. [11] used an
intelligent technique such as genetic algorithm, sorting algorithm, differential
evolution, etc., to find the best dimensions for the gripper, i.e., optimum geometric
dimensions of a robotic gripper which is used to the manufacturing of the gripper.
They considered three configurations for the robotic gripper. They formulated five
different objective functions and various constrained condition and solved the
design optimization problem by using multi-objective genetic algorithm (MOGA),
elitist non-dominated sorting genetic algorithm (NSGA-II), and multi-objective
differential evolution (MODE). Zaki et al. [12] designed an intelligent gripper using
ANFIS and solved the developed criteria. Datta et al. [13] proposed an objective
function used to obtain the optimized geometric configuration of the robotic grip-
per, which minimizes the difference between the maximum and minimum gripping
force. They solve the problem using NSGA-II. Rao et al. [14] formulated three
robot gripper configurations [11] and solved them by using TLBO and compared
the results. They show that their algorithm performs better to get the results as
shown in Fig. 1.
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2 Gripper Configuration Design

The robot configurations considered in this paper for the analysis is originally
formulated by Osyczka [5], and detailed description of the same is mentioned in the
following text. The developed multi-objective function or fitness function uses
seven decision variables such as X = a, b, c, e, f , l, δ½ �T . The decision variables
a, b, c, e, f , and l are the dimensions of the gripper, and δ is the joint angle between
elements b and c of the gripper. The actuating force used to operate the gripper is P,
and the angle of the link b w.r.t. horizontal reference line is β and angle of the link a
w.r.t. horizontal reference line is α. For holding the object with the help of the
robotic gripper, it is necessary to give some gripping force Fkð Þ to hold the object
without slipping. All the links are connected with each other as shown in Fig. 2.
Figure 3 shows the geometrical constraints of the gripper. The mathematical model
for the robotic configuration for Fig. 2 is presented as follows:

Fig. 1 Sketch of robot gripper configuration [11]

Fig. 2 Geometrical dependencies of the gripper [11]
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g=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l− zð Þ2 + e2

q
,

b2 = a2 + g2 − 2 ⋅ a ⋅ g ⋅ cos α−φð Þ,

α= arccos
a2 + g2 − b2

2 ⋅ a ⋅ g

� �
+φ,

a2 = b2 + g2 − 2 ⋅ b ⋅ g ⋅ cos β+φð Þ,

β= arccos
b2 + g2 − a2

2 ⋅ b ⋅ g

� �
−φ,

φ= arctan
e

l− zð Þ
� �

.

ð1Þ

The force generated in the gripper is calculated by obtaining the free body
diagram of the systems.

R ⋅ b ⋅ sin α+ βð Þ=Fk ⋅ c, R=
P

2 ⋅ cosα
, Fk =

P ⋅ b ⋅ sin α+ βð Þ
2 ⋅ c cosα

ð2Þ

In the above equation, R is the reaction developed on the link a due to the applied
actuating force P from left side as shown in Fig. 1. By using the above correlation
derived from the robotic gripper mechanism, objective functions of the system are
formulated. In this case, two objective functions are taken from Osyczka [5].

1. The first objective function is coined as “the difference between the maximum
and minimum gripping forces developed when grasping the rigid objects for the
assumed range of gripper ends displacement.”

Fig. 3 Variation in the force w.r.t. displacement z
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f1 xð Þ= max F x, zð Þ−minF x, zð Þj j ð3Þ

The minimization of above objective is necessary to ensure that there is less
variation in the gripping force during the entire range of operation of the gripper

2. The second objective function is “the force transmission ratio which is the ratio
between the applied actuating force P and the resulting minimum gripping force
at the tip of link c.”

f2 xð Þ= P
minzFk x, zð Þ ð4Þ

The objective functions formulated above consist of the decision variable of the
robotic gripper, i.e., link length and the joint angles (X = a, b, c, e, f , l, δ½ �TÞ and on
the displacement z which is the displacement of the actuator. The minimum value
for the actuator displacement is 0 when it is in initial position and maximum value
at Zmax. The corresponding force variation with respect to the displacement is
shown in Fig. 3, which shows that maximum force when z=0 and minimum when
z= Zmax.

By considering all criteria, the objective function is developed as follows:

f1 xð Þ=Fx x, 0ð Þ−Fx x,Zmaxð Þ f2 xð Þ= P
F x,Zmaxð Þ . ð5Þ

The above said objective function having the constraints equation is defined as
follows:

g1 xð Þ= Ymin− y x,Zmaxð Þ≥ 0, g5 xð Þ= a+ bð Þ2 − l2 − e2 ≥ 0,

g2 xð Þ= y x,Zmaxð Þ≥ 0, g6 xð Þ= l− Zmaxð Þ2 + a− eð Þ2 − b2 ≥ 0,

g3 xð Þ= y x, 0ð Þ− Ymax≥ 0, g7 xð Þ= l− Zmax≥ 0,

g4 xð Þ= YG− y x, 0ð Þ≥ 0, g8 xð Þ=minz Fk x, zð Þ−F G≥ 0.

ð6Þ

The range of the seven decision variables by using which the objective function
is formulated is as follows:10≤ a≤ 250, 10≤ b≤ 250, 100≤ c≤ 300, 0≤ e≤ 50,
10≤ f ≤ 250, 100≤ l≤ 300, 1.0≤ δ≤ 3.14

The geometric parameters used in the constraints equation for the objective
function are as follows: Ymin is the minimal dimension of the object to be
grasped = 50 mm; YG is the maximum gripper ends displacement = 150mm; Ymax
is the maximum size of the object to be grasped = 100mm; Zmax is the maximum
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displacement of the actuator = 100mm; and the actuating force of the gripper is
P = 100 N.

3 Accelerated Particle Swarm Optimization

Particle swarm optimization (PSO) uses current global best and the individual best
to get the result whereas accelerated particle swarm optimization (APSO) uses only
the global best. As a result, APSO is simpler than that of the PSO and, at the same
time, is quite powerful. So, the velocity of each particle in APSO algorithm is
calculated by the more straightforward formula as compared to PSO

vt+1
i = vti + α ϵ−

1
2

� �
+ β g* − xti

� �
, ð7Þ

where ε is a random variable having range from 0 to 1.

g* is the global best, vti represents the velocity of ith particle for tth iteration, xti is
the position of ith particle for tth iteration, and α, β are the acceleration coefficients.

The following formula can obtain the updated position:

xt+1
i = xti + vt+1

i . ð8Þ

For achieving better results, it is necessary to tune the various parameters of the
algorithms. However, it is observed that for accelerated PSO, various parameters
gave best results such as α≈ 0.1− 0.4 and β≈ 0.1− 0.7.

4 Proposed Methodology

The methodology to use accelerated PSO to obtain the optimal value of the geo-
metric parameters of the robotic gripper is illustrated in a flowchart as shown in
Fig. 4.

After obtaining the objective function, APSO algorithm is used to obtain the best
geometric configuration for the robotic gripper. All the necessary parameters are
initialized (α, β, number of population, number of iteration, etc.). Evaluate the
fitness for each population using Eqs. (1–6). Then record the best global solution
and update the velocity and position of the particle using Eqs. (7) and (8). Then,
check whether maximum iteration achieved or best solution found. Either of the
above achieved, then displaced the output as the global best which is the best
solution for the decision variables.
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5 Result and Discussions

For checking the effectiveness of the APSO algorithm, a number of simulations are
conducted. For the first case, the parameters used for the simulation are as follows:
population size = 50 and maximum number of generations = 150 [14]. All the link
lengths of the grippers are in mm, and the angle between the links a and b is in
radian. For simulation, the methodology proposed here using APSO to solve for the
robotic configuration was implemented using MATLAB 2014a on an Intel i7 2600,
CPU 3.40 GHz personal computer with 4 GB of RAM. After successfully imple-
menting the APSO algorithm to solve the gripper optimization problem, the vari-
ation in the obtained output is shown in the Fig. 4.

Initially, there is a rapid variation in the decision variables. But around iteration
number 60, all the variables are converged to a fixed value giving the best results as
shown in Fig. 5. As the parameters of the APSO are crucial to get the best opti-
mized results, it is necessary to tune the parameters properly. Hence, in this case,
we varied the population size and iteration number keeping the value of α and β
constant, and recorded the change in the decision variable and force value in
Tables 1 and 2. The objective functions f1 and f2 are in N.

Fig. 4 Proposed methodology using APSO
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6 Conclusion

In the present work, APSO algorithm used to solve for the multi-objective design
optimization of robot grippers and performances is recorded. From the simulation
results, it was found that the objective function f1 is more, compared to objective
function f2. A thorough study on the influence of the output results was conducted
by changing the APSO parameters. It has been observed that there is a very slight
change in the results by varying the iteration number and population size. The
obtained set of optimal dimensions of the robotic gripper can be used to develop the
real-time gripper.

Fig. 5 Variation in the decision variable w.r.t. iteration number

Table 1 Optimal obtained parameters (Population = 50, P = iteration number, α=0.2, β=0.5Þ
P f1 f2 a b c e f l δ

150 168.8 3.04 149.9 149.8 131.3 5.6 42.8 101.4 2.1
160 169.8 3.4 149.8 149.8 130.3 6.6 44.8 106.9 3.1
170 178.4 3.9 148.5 150.0 135.3 5.9 42.4 102.7 2.4

Table 2 Optimal obtained parameters (Max iteration = 150, P = Population size,
α=0.2, β=0.5)

P f1 f2 a b c e f l δ

50 168.8 3.04 149.9 149.8 131.3 5.6 42.8 101.4 2.1
60 168.4 4.04 147.6 150.0 135.3 6.6 40.4 103.3 3.0
70 166.3 4.4 148.7 145.8 133.3 5.9 43.6 100.4 3.1

344 G. B. Mahanta et al.



References

1. Cutkosky, Mark R. “On grasp choice, grasp models, and the design of hands for
manufacturing tasks.” IEEE Transactions on Robotics and automation 5.3 (1989): 269–279.

2. Ceccarelli, M., J. Cuadrado, and D. Dopico. “An optimum synthesis for gripping mechanisms
by using natural coordinates.” Proceedings of the Institution of Mechanical Engineers, Part C:
Journal of Mechanical Engineering Science 216.6 (2002): 643–653.

3. Chen, Fan Yu. “Gripping mechanisms for industrial robots: an overview.” Mechanism and
Machine Theory 17.5 (1982): 299–311.

4. Osyczka, Andrzej. “Evolutionary algorithms for single and multicriteria design optimization.”
(2002).

5. Krenich, Stanislaw, and Andrzej Osyczka. “Optimization of Robot Gripper Parameters Using
Genetic Algorithms.” Romansy 13. Springer Vienna, 2000. 139–146.

6. Andrzej, Osyczka, and Krenich Stanislaw. “A new constraint tournament selection method for
multicriteria optimization using genetic algorithm.” Evolutionary Computation, 2000.
Proceedings of the 2000 Congress on. Vol. 1. IEEE, 2000.

7. Krenich, Stanisław. “Multicriteria design optimization of robot gripper mechanisms.” IUTAM
Symposium on Evolutionary Methods in Mechanics. Springer Netherlands, 2004.

8. Abu-Zitar, R., and AM Al-Fahed Nuseirat. “An evolutionary based method for solving the
nonlinear gripper problem.” International Journal of Applied Science and Engineering 2.3
(2004): 211–221.

9. Osyczka, Andrzej, and Stanislaw Krenich. “Some methods for multicriteria design
optimization using evolutionary algorithms.” Journal of Theoretical and Applied Mechanics
42.3 (2004): 565–584.

10. Abu Zitar, R. A. “Optimum gripper using ant colony intelligence.” Industrial Robot: An
International Journal 32.1 (2005): 17–23.

11. Saravanan, R., et al. “Evolutionary multi criteria design optimization of robot grippers.”
Applied Soft Computing 9.1 (2009): 159–172.

12. Zaki, A. M., et al. “Design and implementation of efficient intelligent robotic gripper.”
Modelling, Identification and Control (ICMIC), the 2010 International Conference on. IEEE,
2010.

13. Datta, Rituparna, and Kalyanmoy Deb. “Multi-objective design and analysis of robot gripper
configurations using an evolutionary-classical approach.” Proceedings of the 13th annual
conference on Genetic and evolutionary computation. ACM, 2011.

14. Rao, R. Venkata, and Gajanan Waghmare. “Design optimization of robot grippers using
teaching-learning-based optimization algorithm.” Advanced Robotics 29.6 (2015): 431–447.

Design Optimization of Robotic Gripper Links … 345



Cognitive Decision Support System
for the Prioritization of Functional
and Non-functional Requirements
of Mobile Applications

P. Saratha and G. V. Uma

Abstract Requirements based on goal-oriented approach provide different
possibilities and alternatives. Quality criteria are measured for each goal of the
system, and its possible quality characteristics are identified. The functional
requirements pertaining to each quality characteristics are needed to be prioritized
for development. Formal decision-making relieves us from manual and time-
consuming tasks. The decision-making based on criterion yields best results. The
decision-making is the cognitive process and done based on experience, knowl-
edge, and intuition. This paper discusses cognitive decision-based prioritization
along with Analytic Hierarchy Process (AHP) and Fuzzy AHP for functional and
non-functional requirements. The experimental evaluation has been done for the
mobile-based applications.

Keywords Decision-making ⋅ Software requirements ⋅ AHP
Fuzzy AHP

1 Introduction

Software development activities are executed based on the size of the project. The
size is measured using the number of requirements. Software systems are consid-
ering every requirement to ensure the success criteria of software development.
Decision-making is the challenging task for stakeholders to prioritize the require-
ments. Conflicts among stakeholders create uncertainty and indistinct values for
selection. It is essential to identify the important requirements to deliver immediately
due to time and resource constraints. The requirements with the highest priority are
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selected for immediate release. The important requirements must be prioritized
based on defined criteria. Requirements prioritization has been identified as the
important activity of requirements engineering.

The stakeholder’s needs and preferences are different in nature [1]. The different
needs and alternatives are considered during requirements elaboration process. The
alternatives must be evaluated using qualitative analysis. The importance of the
requirements based on stakeholder’s opinion is considered and analyzed. The score
is assigned for each criterion which involves opinion. This paper discusses the AHP
and Fuzzy AHP techniques for ranking analysis. This paper is containing the fol-
lowing sections. Section 2 illustrates the related studies for prioritization. Section 3
indicates the proposed tactics for processing the prioritization. Sections 4 and 5
show the experimental evaluations and results. The conclusion of the proposed
work and its future enhancement are discussed in Sect. 6.

2 Related Work

There are several factors associated with the prioritization techniques. It includes
the business context, time to market, stakeholders, preferences, risk associated with
the project, functional and non-functional constraints, cost, and time [1]. Business
analyst or the requirements engineer meets the number of challenges during pri-
oritization. The requirements prioritization techniques were proposed by a number
of researchers. The techniques are based on different underlying concepts. Each
technique produces different priority results on context basis and is shown in
Table 1.

Table 1 Different prioritization approaches and their techniques

Name of the approach Name of the author Prioritization technique

Value-based fuzzy logic Ramzan et al. [2] Value-based fuzzy
AHP-based approach Sadiq et al. [3] AHP
AHP-based approach Dabbagh and Lee

[4]
AHP

Quality criteria-based
approach

Otero et al. [5] Quality attribute measurement

Case-based ranking
approach

Perini et al. [6] Pairwise comparison and machine
learning

HAM-based approach Dabbagh et al. [7] Pairwise comparison
IPA-based approach Dabbagh and Lee

[7]
Integrated prioritization
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3 Proposed Work

In this section, the new approach called Cognitive Decision-Making for Order
Preference (CDMOP) has been proposed for the process of requirements prioriti-
zation and is shown in Fig. 1.

3.1 Identification of Quality Attributes

Software quality and software requirements are interrelated concepts. The software
system behavior is determined by the functional requirements and its constraints
accumulated by the quality characteristics. The quality characteristics are also called
as Non-functional Requirements (NFR). The system goal or the stakeholders’
objectives are used as input to derive the list of stakeholder concerns [8]. After the
concerns are analyzed, the list of quality characteristics is derived.

Fig. 1 Proposed prioritization approach for CDMOP
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3.2 Prioritization Using AHP

The identified quality characteristics are prioritized using AHP. AHP method has
been introduced by Saaty [9] during the year 1980, for decision-making problem
based on multiple criteria. It is also used to determine the priority among multiple
alternatives for the criteria.

3.2.1 Basic Principles of AHP

AHP is represented by the matrix which expresses the relative importance of the set
of criteria. The importance is measured using scale values and represented as
numbers. The AHP decision model is created for the factors impacting the deci-
sions. The factors are taken as x- and y-axis elements in the matrix. The pairwise
comparisons between the factors are considered, and it depends on the stakeholders,
context of the project, and importance. The relative importance is evaluated
between each factor and represented by numerical scale [7] values as shown in
Table 2.

The preference for each quality characteristics is obtained from different stake-
holders. The preferences are given by comparing each quality characteristics with
others [10]. The values are numerical and based on the Saaty rating. The nth root
value is calculated for each cell values and is summed up for the total.

Nth root value = product of preference valuesð Þ1 ̸total number of preferences

The eigenvector is calculated by taking the nth root value which should be
divided by the total nth root value. The eigenvector elements are added to get the
normalized value of 1. Then, the λmax is calculated to receive the consistency ratio.
The calculation is performed by the multiplication of each preference value against
the row eigenvector for all values, and the total is identified.

Table 2 Saaty rating scale Option Numerical value(s)

Equal 1
Little strong 3
Strong 5
Very strong 7
Extremely strong 9
Intermediate values 2, 4, 6, 8
Second alternatives Reciprocals
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3.3 Identification of Functional Requirements

The decomposition is performed, and the leaf level requirements are elaborated
until it is assigned to an agent. The importance of functional requirement is facil-
itated with non-functional quality rankings. The priority based on AHP is linked as
a weight factor to rank the functional requirements. The Fuzzy AHP method is
applied for the evaluation of the priority for the functional requirements, and it is
represented by single-valued numbers.

3.4 Stakeholder Opinion and Triangular Fuzzy Number
(TFN)

The subjective opinions obtained from the stakeholders are measured and aggre-
gated using TFN. TFN is a triplet (Lw, Md, Hi) where Md represents the modal
value, Lw represents the low (minimum) value, and Hi represents the high (max-
imum) value.

The scale values are mentioned for each requirement in Table 3. The TFN values
must be calculated into quantifiable values for defuzzification process. It is repre-
sented by Eq. (1):

DFa Xið Þ=a fnR yj
� �

+ 1− að ÞfnL yj
� �

, ð1Þ

where xi = TFNi represents the triangular fuzzy number, a specifies the preference
value, and the ranges are between 0 and 1. When a= 1, the equation provides the
optimistic view such as

DF1 yj
� �

= a fnR yj
� �

. ð2Þ

Table 3 Scale and its
numerical values

Scale Actual numbers

Very high importance (VHI) 1
High importance (HI) 0.75
Low importance (LI) 0.5
Very low importance (VLI) 0.25
No importance (NI) 0.001
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When a= 0, the equation provides the pessimistic view such as

DF0 yj
� �

= fnL yj
� �

, ð3Þ

fnLw yj
� �

=Lwj + Mdj −Lwj
� �

b, ð4Þ

fnR yj
� �

=Hij + Mdj −Hij
� �

b. ð5Þ

3.5 Defuzzification and Normalization

Defuzzification is calculated using Eqs. (6) and (7):

DFa yj
� �

=
1
2
a Mdj +Hij
� �

+
1
2

1− að ÞðLwj +MdjÞ, ð6Þ

DFa yj
� �

=
1
2

aHij
� �

+Mdj + 1− að ÞðLwjÞ
� �

. ð7Þ

Finally, the normalized score is evaluated using Eq. (8)

NDFj =DFj ̸∑m
j= 1 DFj. ð8Þ

The priorities are decided based on the normalized score value for each
requirement.

3.6 Alternatives and Evaluation Using CDMOP

The decision matrix is created for “n” criteria and “m” alternatives using CDMOP
approach. The criteria have been decided based on the environmental context
parameters as mentioned in Table 4. It assigns the normalized matrix with positive
values from 0.1 to 1, and values which are nearest to 1 get the highest order.
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4 Case Studies

In this section, this paper discussing the experience in applying the proposed
approach to the online food ordering system through Mobile APP case study. The
non-functional requirements for each system have been derived from the project
goal and represented in Table 5. The preference matrix, the eigenvectors, and the
consistency index have been evaluated and represented in Table 6.

1. The weight factors are assigned for each quality criteria as represented in
Table 6.

2. Stakeholder opinions are obtained, and the relevant scale values are mentioned
in Table 7.

3. TFN is calculated based on Eqs. (4) and (5).
4. Defuzzification is calculated based on Eq. (7).
5. Normalized score is calculated using Eq. (8).
6. Based on the alternatives and its weight scores mentioned in Table 4 and nor-

malized score value in Table 8, the CDMOP score is calculated. The calculation
is based on the multiplication of each normalized score with all the parameter
weight.

Table 5 Project goal and quality criteria for mobile applications

System goal Objectives User concerns

Food delivery
in 45 min

Enable easy order
placement

Placing order with promptness and secured
payment in minimum time
Placing the order at all time with easy options
Protect the information from failures and errors
and maintain the privacy

Reduce idle time for
order processing

Allocation of orders for preparation and
reducing the time
Ability to handle volume of customers’ order

Remove bottlenecks for
order delivery

Delivery location identification and removing
the bottleneck

Provision to track the customers’ order
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5 Results and Discussion

This paper discussed the CDMOP evaluation with AHP and Fuzzy AHP to deal
with the functional and non-functional requirements prioritization, respectively.
The technique improves the decision-making and produces the best accuracy for

Table 7 Fuzzy AHP for online food ordering system using APP

Weight factor 4 3 2 1 5
FR/NFR Efficiency Security Reliability Usability Portability

Order placement HI (0.75) LI (0.5) HI (0.75) VHI (1) HI (0.75)
Order dashboard VHI (1) LI (0.5) HI (0.75) HI (0.75) LI (0.5)
Order customization HI (0.75) LI (0.5) HI (0.75) VHI (1) LI (0.5)
Cart summary HI (0.75) LI (0.5) HI (0.75) VHI (1) LI (0.5)
Personalized order VHI (1) LI (0.5) LI (0.5) HI (0.75) LI (0.5)
OTP authentication HI (0.75) VHI (1) HI (0.75) LI (0.5) VLI (0.25)
Delivery notification HI (0.75) HI (0.75) VHI (1) LI (0.5) NI (0.001)
Payment recovery HI (0.75) HI (0.75) VHI (1) LI (0.5) VLI (0.25)
Order allocation VHI (1) LI (0.5) HI (0.75) LI (0.5) LI (0.5)
User authorization HI (0.75) VHI (1) HI (0.75) LI (0.5) VLI (0.25)
Order preparation HI (0.75) VLI (0.25) LI (0.5) VHI (1) HI (0.75)

Table 8 CDMOP evaluation for online food ordering system using APP

FR/NFR TFN Defuzzification Normalized
scores

CDMOP
scores

Order placement (0.5, 0.75, 1) 0.75 0.1 0.79
Order dashboard (0.5, 0.7, 1) 0.725 0.097 0.7663
Order
customization

(0.5, 0.7, 1) 0.725 0.097 0.7663

Cart summary (0.5, 0.7, 1) 0.725 0.097 0.7663
Personalized
order

(0.5, 0.65, 1) 0.7 0.094 0.7426

OTP
authentication

(0.25, 0.65, 1) 0.638 0.085 0.6715

Delivery
notification

(0.001, 0.6, 1) 0.550 0.074 0.5846

Payment recovery (0.25, 0.65, 1) 0.638 0.085 0.6715
Order allocation (0.5, 0.65, 1) 0.7 0.094 0.7426
User
authorization

(0.25, 0.65, 1) 0.638 0.085 0.6715

Order preparation (0.5, 0.6, 1) 0.675 0.090 0.711
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prioritizing the requirements. The techniques were applied for three different online
applications such as Paytm, Online Banking, and Desktop application. The eval-
uation was done based on two important properties: ease of use and accuracy in
prioritization. Multiple alternatives are evaluated and considered for preference
based on the applications. The further examination will be continued with the
different set of applications with different techniques.

6 Conclusions and Future Work

Requirements prioritization is performed as an important activity during elaboration
stage of requirements engineering. This paper used the prioritization of
goal-oriented functional and non-functional prioritization. The involvement of
multiple stakeholders creates conflicts and the issue must be solved. Multiple
decision-making has used widely by most of the systems for ranking selections. The
prioritization resolves those conflicts, and the proper decisions lead to
time-consuming and cost-effectiveness. This approach for any software system
leads to focus on the important requirements during the early phase of life cycle. It
also drives the architectural phase to design with the proper guidelines. In future,
the CDMOP will be evaluated with fuzzy-based alternatives to get more accuracy in
prioritization.
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Audio CAPTCHA Techniques:
A Review

Sushama Kulkarni and Hanumant Fadewar

Abstract Audio CAPTCHA is a reverse Turing test to discriminate the user as
human or bot using audio as a medium. As W3C guidelines mandate the need of
accessibility of web for people with disabilities like visual or motor impairment,
audio CAPTCHA is an essential form of CAPTCHA for web security. Very less
work has been done in this area as compared to other types of CAPTCHAs like text,
image, or video. Hence, an evaluation of current scenario is important in
enhancement of audio CAPTCHA. This paper is an attempt to understand existing
work and its accessibility in the arena of audio CAPTCHA. It also explores the
obstacles in use of audio CAPTCHA.

Keywords Audio CAPTCHA � HCI � Web security � Human interactive proof
(HIP) � Automatic speech recognition (ASR)

1 Introduction

CAPTCHA (Completely Automatic Public Turing Test to Tell Computer and
Human Apart) is a reverse Turing test to distinguish between human and bot users.
A CAPTCHA test commonly presents a visual interface challenge to be solved by
the user, which is not suitable for people with visual or motor disabilities.
Sometimes visual CAPTCHA is not legible for a normal person as well. The format
of the CAPTCHA must be easy for human users and difficult for bots. Ironically,
unapproachability of CAPTCHA has been a major hindrance to popularity of
CAPTCHAs [1]. Several studies have assessed the usability of text, image, and
video-based CAPTCHA [2–7]. Although the development of CAPTCHAs based on
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text, image, and video has been seen remarkable efforts, the field of audio
CAPTCHA has been very less explored.

Audio CAPTCHA is usually designed to aid visually impaired users [8]. It
requires the user to listen to the audio file and provide their answer. But the audio
quality is distorted so that it can thwart the automated speech recognition software.
Audio CAPTCHA can be broadly classified as follows:

• Speech CAPTCHA—It uses spoken words, letters, or numbers in audio format
to design CAPTCHA challenge.

• Acoustic CAPTCHA—It utilizes acoustic event sounds to design the
CAPTCHA.

2 Related Work

Most of the researchers have utilized the better capability of identifying speech or
acoustic event sounds in human being as compared to bots.

2.1 Speech CAPTCHA

Speech CAPTCHA designs rely on superior human ability to recognize letters,
numbers, or phrases among the background noises like chatter, music, or acoustic
sounds. The speech is generated either by human speaker or using the speech
synthesizer.

Speech-Based Reverse Turing Test. Speech-based reverse Turing test used
superior capabilities of human in recognition of distorted speech as compared to
ASR techniques [8]. It analyzed 18 different sets of distortions to exhibit possible
variety of ways to make the recognition problem hard for machines. It proved the
applicability of difference between patterns of errors made by human and ASR
techniques [8].

Voice CAPTCHA for Internet Telephony. This CAPTCHA was proposed for the
Internet telephony. As telephony-based CAPTCHA has no auxiliary interface to
provide detail information about CAPTCHA, the voice CAPTCHA presented five
random digits in audio format as a CAPTCHA challenge [9]. The user has to input
the same sequence of digits via numeric keypad in order to solve the CAPTCHA.
This CAPTCHA was implemented in the form of Skype plugin [9]. An audio
CAPTCHA was introduced for Voice over IP (VoIP) telephony to combat SPam
Over Internet Telephony (SPIT) bots [10]. It recommended vocabulary, background
noise, time, and audio production as important attributes to design an efficient audio
CAPTCHA for normal and visually impaired humans and prevent SPIT bots. The
last stage of security testing of this audio CAPTCHA for VoIP telephony achieved a
promising score of less than 2% success for bots [10].
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Secure Audio CAPTCHA/No Nonsense CAPTCHA. This CAPTCHA focused
on preserving intelligibility by presenting a test which requires the user to identify
meaningful words from an audio [11]. The audio file contained undistorted
meaningful words along with randomly inserted nonsense speech sound. It relied
upon the better language understanding and speech recognition ability of humans as
compared to bots. It achieved four times higher average human success rate in
comparison with the automated speech recognizer [11, 12].

Auditory CAPTCHA. It generates audio signals by superimposing pair of words on
each other [12]. Since there is no distinct separation within a pair of successive words,
word isolation becomes virtually impossible for bots attacking this CAPTCHA. But
superimposition of pair of words is limited to some degree by adding a
signal-dependent time delay at the beginning of two adjacent words [12]. This way it
helps the human user to recognize the designated sequence order of words from the
audio signal. But it fills all speech pauses with a multitalker babble noise so as to
thwart word segmentation attack by a bot. This CAPTCHA has accomplished 2.8
times higher average human success rate as compared to the ASR attacks [12].

C-instance. In this experiment, a C-instance (CAPTCHA instance) was generated
using CART (Classification and Regression Tree) machine learning technique [13].
This audio CAPTCHA was synthesized through a diphone speech synthesizer.
Text-to-Speech synthesizer generated foreground utterance in the form of a digit
sequence. A background noise of some English words in the same voice was added
to create a C-instance. Foreground and background utterances were mixed by
overlapping them [13]. After testing the C-instances on human and ASR, the
recognition accuracy percentage and comparison of human and ASR performance
were done to generate the experience dataset. CART technique was then applied to
use this experience dataset for discarding the C-instances that are likely to be easy
to solve for a bot. Authors identified 3 dB SNR (Signal-to-Noise Ratio) to be the
most favorable for humans.

2.2 Acoustic CAPTCHA

Acoustic CAPTCHA employs human auditory perception for identification of
human and bots apart.

Picture/Sound Form of CAPTCHA/HIPUU (Human Interaction Proof,
Universally Usable). It was proposed for the users with or without visual impair-
ment [14]. It presented an image and the sound effect suitable to hint the image from
15 possible combinations. The user was asked to watch the image or listen to the
audio effect and choose his/her answer from the dropdown list of possible answers.
The database used to create this CAPTCHA was of substantially small size [14].

Audio CAPTCHA Techniques: A Review 361



SoundsRight CAPTCHA. Later an improved version of HIPUU series of
CAPTCHAwas proposed, namely, SoundsRight CAPTCHA [15]. It wasmore secure
in comparison with HIPUU. SoundsRight CAPTCHA asked the user to identify a
specific sound from a series of 10 sounds played through the computer’s audio system.
User selected the specific sound by pressing the space bar. Usability testing exhibited
90% of success rate for blind users using SoundsRight CAPTCHA [15].

Nonspeech Audio CAPTCHA. This CAPTCHA utilized acoustic sound events
mixed with an environmental scene, achieving independence of linguistic abilities
[16]. It achieved 85% of relative improvement in human success rate as compared
to existing audio CAPTCHAs. Only 21% of attacks got success in breaking this
CAPTCHA, which is a better score than the existing audio CAPTCHA security
levels [16].

3 Attacks on Audio CAPTCHA

Visual impairment in a person makes it difficult to perform any online transaction
independently and securely. Thus, audio CAPTCHAs which are intended for blind
users have greater responsibility in terms of security. But in line with all other types
of CAPTCHAs, audio CAPTCHAs have been attacked in several ways.

AdaBoost, SVM, and k-NN techniques were used to break Google audio
CAPTCHA, Digg CAPTCHA, and an older version of reCAPTCHA’s audio
CAPTCHA. SVM technique yielded a 92% of pass rate using the “one mistake”
passing conditions and a 67% of exact solution match rate for Google audio
CAPTCHA. SVM achieved 96% of “one mistake” pass rate and 71% of exact
solution match rate for Digg CAPTCHA. For an older version of reCAPTCHA’s
audio CAPTCHA, SVM technique produced 58% of best pass rate for “one mis-
take” passing conditions and 45% of pass rate for the exact solution match [17].

Decaptcha tool was developed to break e-Bay audio CAPTCHA [18]. Authors
attacked e-Bay audio CAPTCHA using three strategies. A scraper tool was
developed to create CAPTCHA corpus database of 26,000 audio CAPTCHAs for
the purpose of analysis. A state-of-art speech recognition system, Sphinx, was
evaluated for CAPTCHA breaking accuracy. It was noted that Sphinx was not
efficient enough to break e-Bay audio CAPTCHA. Thus, authors developed
Decaptcha tool which was capable of breaking 75% of e-Bay audio CAPTCHAs.
With a medium sized IP pool, Decaptcha was able to register over 75,000 fake
accounts on e-Bay per day. Decaptcha used a Discrete Fourier Transform (DFT) to
the audio file and then isolated the voice energy spikes. It applied a supervised
learning algorithm to build the model based on the isolated voice energy spikes.
This model was further used to recognize digits in the e-Bay audio CAPTCHA [18].

An audio reCAPTCHA solver was developed to break Google’s continuous
audio reCAPTCHA. It applied Hidden Markov Models (HMMs) for speech
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recognition. Audio reCAPTCHA solver used three steps, namely, cluster seg-
mentation, spectral feature extraction, and cluster labeling with the help of
HMM-based ASR. The accuracy of the solver was evaluated using five metrics,
namely, off-by-one accuracy, strict accuracy, per-cluster accuracy, per-digit accu-
racy, and n-segment accuracy. Closed test and open test methods were used to
evaluate the performance of the solver. The closed test was performed for fivefold
cross-validation. Audio reCAPTCHA solver achieved 52% of accuracy for the
current version of audio reCAPTCHA. Authors suggested that increasing uncer-
tainty in the number of target voices and adopting proper semantic noise can
improve the security of CAPTCHAs [19].

A Decaptcha was developed to attack the noise-based noncontinuous audio
CAPTCHAs. This Decaptcha consisted stages, namely, segmentation stage that
extracts spoken digits, a representation scheme for the extracted digits, and a
classification stage that recognizes each digit. Segmentation stage was unsupervised
while the classification stage was supervised one. It applied Regularized Least
Squares Classification (RLSC) algorithm for classification. Scraped CAPTCHAs
were labeled using Amazon Mechanical Turk. It attained 49% of success for
solving Microsoft’s audio CAPTCHAs and 45% of success for solving Yahoo’s
audio CAPTCHAs. Training cost was also low because it required only 300 labeled
CAPTCHAs and approximately 20 min of training time to defeat the hardest
schemes [20]. reCAPTCHA was attacked using HMM-based speech recognition
system [21]. It achieved 62.8% of success rate. Authors had proposed a new
acoustic CAPTCHA scheme, which included overlapping speakers and artificial
room reverberation effects to combat bot attacks. This new acoustic CAPTCHA
was then attacked using ASR system. It achieved only 5.33% of success rate for
attacks on the acoustic CAPTCHA proposed by the authors. These attacks on audio
CAPTCHAs depict the advancement of bots against security measures.

Table 1 depicts a comparison of attacks on various audio CAPTCHAs.

4 Techniques to Prevent Attacks on Audio CAPTCHA

Audio CAPTCHAs are considered to be a soft target as compared to the other form
of CAPTCHAs. Thus, audio CAPTCHAs implement some of the following
defensive strategies in order to prevent bot attacks:

• Overlap of target voices [19],
• Random number of target voices in a cluster [19],
• Addition of stationary noise [19],
• Filtering of high-frequency features [19],
• Use of vocabulary, background noise, time, and audio production quality [10],
• Random insertion of nonsense speech sound in meaningful words [11],
• Better language understanding of human being [12],
• Superimposing pair of words along with signal-dependent time delay [12],
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• Use of machine learning technique like CART (Classification and Regression
Tree) to synthesize background and foreground utterances [13], and

• Use of acoustic sound events mixed with an environmental scene [16].

5 Accessibility

Audio CAPTCHAs are perceived to be the possible solution for the users with visual
impairment. But many of the existing audio CAPTCHAs have exhibited lesser human
success rate for normal humans aswell. Thus, accessibility of audio CAPTCHAneeds
close review.A studywas performed to analyze the accessibility barriers, and possible
solutions were proposed based on types of disabilities [22]. It emphasized the need of
implementing the W3C Web Content Accessibility Guidelines 2.0 for the ease of
people with various kinds of impairments. A field studywas conducted tomeasure the
amount of inconvenience telephony-based CAPTCHA causes to users, and how

Table 1 Comparison of attacks on audio CAPTCHAs

CAPTCHA Method of attack Success rate

reCAPTCHA (older
version)

SVM [17] 58% (with “one
mistake” passing
conditions)

45% (exact solution
match)

Google audio
CAPTCHA

SVM [17] 92% (with “one
mistake” passing
conditions)

67% (exact solution
match)

Digg SVM [17] 96% (with “one
mistake” passing
conditions)

71% (exact solution
match)

e-Bay audio
CAPTCHA

DFT and supervised learning algorithm [18] 75%

Google’s continuous
audio reCAPTCHA

Cluster segmentation, spectral feature extraction,
and cluster labeling with the help of HMM [19]

52%

Microsoft’s
noncontinuous audio
CAPTCHA

Unsupervised segmentation, labeling using
Amazon mechanical turk, regularized least squares
classification (RLSC) [20]

49%

Yahoo’s
noncontinuous audio
CAPTCHA

Unsupervised segmentation, labeling using
Amazon mechanical turk, regularized least squares
classification (RLSC) [20]

45%

reCAPTCHA (current
version 2014)

HMM-based automatic speech recognition [21] 62.8%

Acoustic CAPTCHA HMM-based automatic speech recognition [21] 5.33%
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various features of the CAPTCHA, such as duration and size, influence usability of
telephony-based CAPTCHA [23]. It suggested some guidelines to improve existing
CAPTCHAs for use in telephony systems. It recommended some design conventions
like one-time instruction, loss/error tolerance, availability of feedback, and verbal
responses instead of key press [23]. A study conducted with 89 blind users evaluated
the usability of audioCAPTCHA interface [24]. They identifiedmajor obstacles in use
of audio CAPTCHA, which are as follows:

• The speech representations are not clearer; background noise is louder and
disturbing.

• Contextual hints are not provided.
• Interfaces of audio CAPTCHA are clumsy and sometimes confusing.
• Navigation elements in the interface are not optimized for nonvisual use.

Although the audio CAPTCHAs are designed to enhance the accessibility, many
of them are not suitable for people with various types of disabilities. We have
evaluated some of the available audio CAPTCHAs with an assumption that the web
page containing the audio CAPTCHA fulfills WCAG 2.0. Table 2 shows the
accessibility evaluation of audio CAPTCHAs discussed in Sect. 2. It clearly shows
that the current audio CAPTCHAs are not suitable for the people with auditory
disabilities, cognitive disabilities, and the combination of disabilities except the
visual and motor disability combination. People with motor disabilities have high
dependency on WCAG 2.0 Compliance and AT (Assistive Technology).

Speech-based reverse Turing test [8] uses distorted speech as CAPTCHA, which
is not suitable for people with auditory and cognitive disabilities. Voice CAPTCHA
for Internet telephony [9, 10] utilizes digits, vocabulary, background noise, time,
and audio production for CAPTCHA designing, which causes difficulties for people
with auditory and cognitive disabilities. Secure audio CAPTCHA/no nonsense
CAPTCHA [11] uses better language understanding and speech recognition ability
of human being for CAPTCHA designing which is an obstacle for people with
auditory and cognitive disabilities. Auditory CAPTCHA [12] relies on superim-
position of pair of words and a multitalker babble noise for CAPTCHA designing
which is an accessibility barrier for people with auditory and cognitive disabilities.
C-instance [13] combined a foreground utterance in the form of a digit sequence
and a background noise of some English words in the same voice which is an
impediment for people with auditory and cognitive disabilities.

Picture/sound form of CAPTCHA/HIPUU [14] used image or audio effect to hint
the answer of CAPTCHAwhich is a barrier for people with cognitive disabilities and
combination of visual and auditory disabilities both. SoundsRight CAPTCHA [15]
used a series of 10 sounds played through the computer’s audio system to generate a
CAPTCHA challenge, which causes difficulties for people with auditory and cog-
nitive disabilities. Although nonspeech audio CAPTCHA [16] achieved indepen-
dence of linguistic abilities by combining acoustic sound events with an
environmental scene, it still remained a barrier for people with auditory and cog-
nitive disabilities.
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6 Conclusion

Audio CAPTCHA is an important part of accessibility initiatives for visually
impaired users. Hence, it needs careful design and deployment strategies in order to
provide convenience for human users especially the blind users. The aim of this
paper was to provide a survey of existing audio CAPTCHA techniques. We have
summarized some prominent audio CAPTCHA techniques and their accessibility
for the people with various disabilities. It highlighted the accessibility barriers faced
by common and blind users, emphasizing the need of efficient use of W3C WCAG
2.0 guidelines. We have also outlined the bot attack methods applied on current
audio CAPTCHAs and their success rate, providing a pointer for future develop-
ment of secure audio CAPTCHAs. With the ever improving state-of-art ASR
systems threatening the security of audio CAPTCHAs, current audio CAPTCHAs
need to improvise on the security aspect so as to provide robust strength against bot
attacks. Encouraging the use of cognitive skills of human users can be the key to
more secure and user-friendly audio CAPTCHAs for visually impaired users.
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An Efficient Cache Refreshing Policy
to Improve QoS in MANET Through
RAMP

A. Vijay Vasanth, K. Venkatachalapathy, T. P. Latchoumi,
Latha Parthiban, T. Sowmia and V. OhmPrakash

Abstract Cache routing is an important phenomenon practiced in mobile ad hoc
networks (MANET) to overcome the unnecessary process of route discovery, and
overall, this route discovery process serves as a routing overhead. The concept of
route cache is basically manipulated with the dynamic source routing (DSR) pro-
tocols with less percentage of QoS constraints. In this paper, a cache refreshing
policy (CRP) is proposed to increase the overall QoS factors in MANET using
reputation-aware multi-hop routing protocol (RAMP). RAMP basically provides
secure and trusted access between nodes but fails in maintaining efficiency in QoS
factors. In this paper, a challenging technique has been proposed to deal RAMP to
work out with CRP to improve QoS.
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1 Introduction

The cache routing concept is primarily a fast and simple hash lookup table which
stores the routing information in a forwarding node (intermediate node or for-
warding node between the source and destination node) in a mobile network
environment.

The routing information is maintained as cache in the forwarding node. The
forwarding node holds the information and passes it to the neighboring nodes when
it requires [1]. The use of cache routing principle in MANET had more advantages
[2, 3], i.e., any node can access the information in the cache rather than depending
on the source nodes, and the time taken for the route discovery is almost reduced.
This results in an overall reduction of routing overhead.

The cache routing concept deals with positive signs of development in routing
overhead [4, 5] and also contains certain drawbacks, which are listed as follows:

1. Broken link condition—When a link between any two nodes is broken, the route
cache will intimately only to the source node, and it does not possess any signal
to intimate the broken link to the connected nodes.

2. No expiry—The route cache does not possess any order or priority in main-
taining the routing information. All the entries in the lookup table will be saved
as information.

3. Renew stale routes—There may also exist a condition to add stale routes, i.e., if
a stale route is determined, it will be removed immediately. Since the broken
information is intimated only to the source node alone, the other intermediate
nodes may again add the same stale routes to the cache which is being removed
in the near futures.

4. Broken link notification—There will be a delay of broadcasting of information
about broken links to all nodes. Due to delay in broadcasting, there may be a
chance of creation of stale nodes.

5. Negative cache—This technique may be better in determining the broken link
but to notify the broken link, it consumes bandwidth and energy.

6. Time-based route expiry—In this technique, a time-out is maintained for each
route, but still there exists a problem in accessing the routes in case if the cache
route information accessed in multiple paths in sequence. The first node will
utilize the cache information, and the successor nodes may not go for route
cache access if the routing information has reached the time-out strategy.

The role of protocols plays a greater impact on improving QoS in MANET [6].
The reactive protocols are dynamic in nature and it is very easier to obtain higher
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range of QoS primitives. The DSR protocol plays a vital role in determining the
QoS in terms of metrics such as energy, packet delivery ratio, end-to-end delay,
routing overhead, and packet drop [7, 8].

Through DSR, the specific values of QoS are delivered, but the values responded
at the average rate [9]. To improve the metric values of QoS, many versions and
updates have been focused on DSR protocols, and one among them is [10] RAMP
which shows high potential for security and maintains the trust value of each node
[11]. When compared with all successive versions of DSR, only RAMP shows
similar values (average QoS metrics) equivalent to DSR [12]. The RAMP can be
improved by working out with a cache refreshing policy which is further worked
out in this paper. By working out RAMP with the cache refreshing policy, RAMP
reflects the overall improvement in all aspects of data [13].

This paper organized as follows: Sect. 2 gives the preliminaries of DSR, char-
acteristics of RAMP, and cache optimization techniques. Section 3 describes the
proposed methodology. In Sect. 4, we describe simulation environment, and in
Sect. 5, we describe simulation parameters. Section 6 shows the results and dis-
cussions. Finally, in Sect. 7, a conclusion is made.

2 Preliminaries

2.1 Overview of DSR

The most familiar protocol where the cache routing process should be carried out is
DSR. The DSR is a reactive protocol in MANET which works dynamically on
existing conditions. When a particular node in a network needs to communicate
with the other node. The searching process is initiated in the local cache during the
absence of information followed by setting up a control message (RREQ) and
broadcasting the same to all nodes. If the destination node exists, it replies to the
source node in the form of a route reply (RREP), and at the later stage, the com-
munication starts. In case if the source node receives a nil response, again, it adds
the identity of destination node in the control message by modifying it and
rebroadcast it on the same network [2, 14].

2.2 Characterization of RAMP

RAMP is a routing protocol basically derived from DSR. It is mostly used to
perform routing in a mobile ad hoc network and for the purpose of congestion
control in TCP for reputation/trust management [15, 16]. RAMP coordinates with
all the nodes connected in the mobile ad hoc network by calculating the trust value
of each node. RAMP uses the additive increase multiplicative decrease (AIMD)
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algorithm to examine the behavior of each node and its reliability [17]. RAMP
performs best in monitoring nodes based on its behavior. RAMP shows high
reliability toward security, reputation on nodes, node cooperation, and selfish
behavior of an individual node, but shows less tolerant toward QoS when com-
paring with DSR.

2.3 Role of Cache Optimization Techniques

The nodes in MANET are infrastructure less and there should be cooperative
communication between the nodes and with an assumption that nodes are con-
nected with each other [18, 19]. When the source and the destination nodes are not
in the communication range, an intermediate node can receive the data and forward
it toward the destination node which is commonly termed as route caching. That
way it is essentially a multi-hop network where each node acts as a transmitter and
receiver.

It is ascertained that various aspects of caching in the MANET and the advan-
tages of caching optimize the data availability in MANET besides improving
throughput and decreasing computational overhead [4, 20]. This paper proposes a
new caching mechanism that improves efficiency in data dissemination and network
performance. The basic cache optimization mechanisms are as follows:

(i) Role of Cache Routing—The caching mechanism avoids unnecessary route
discovery process and causes performance improvement in MANET [21].
This scheme mostly works in such a way that only stale routes are removed
from the cache while valid routes are never removed.

(ii) Client Cache for Consistency and Cache Sharing Interface—The client
cache is the temporary memory that helps in the presence of network
disconnection.

(iii) Impact of Cache Time-out and Backup Routes—These deals with the
impact of backup routes and the cache time-out on reliable source routing.
The research revealed that in the case of high mobility environment, time-out
mechanism has its impact on performance while the backup routes have its
impact on the robustness of mobility.

(iv) Caching Alternatives and DB Caching in MANETs—It is achieved by
caching queries and responses. The mobile nodes are granted access to the
database through cache nodes (CNs), query directories (QD) and backup for
Query Directories (BQDs). This results in improving the status of mobile
nodes.

(v) Transparent Cache-Based Mechanism for MANET—It caches data and
data paths that are repeatedly used in order to reduce the communication
overhead. The mechanism reduces the consumption of bandwidth besides
making it an energy-efficient approach. It regulates cache capacity from time
to time so as to make it more efficient. It achieves better routing performance.
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3 Proposed Methodology

This paper focuses on cache refreshing policies which are a transparent cache-based
approach where the caching information is renewed frequently in dynamic time [1].
The cache updating sequences use distributed route cache update algorithm. In
earlier approach, only the trusted node values are determined, and the link is
established and maintained. But in MRAMP by following distributed cache
replacement algorithm, the source node broadcasts the route error information of
size 60 bytes to all its neighbors. Hence, all neighbors replace the stale route in their
cache and maintain the trusted value of existing nodes.

Figure 1 shows the process of cache update process sequence in the modified
RAMP. Experimental evaluation is done using the network simulator (NS2) of
monarch group. The proposed approach improves the performance up to 10–30%
using different QoS parameters like packet delivery ratio (PDR), end-to-end delay,
packet drop, and energy consumption. The main challenge in routing protocol is
how effectively they handle when the topology changes.

When broken link information is detected, RERR message is propagated and route
cache is updated only the nodes involved in the routing path. New protocol MRAMP
updates the cache using distributed route cache update algorithm in a distributed
manner of 60 bytes for all the nodes present in the neighbors. The nodes present in the
routing path receives RERR messages, whereas the nodes which are not in the routing
path lacks in hearing RERR messages. To avoid the problem of lacking in hearing
RERR messages, an explicit approach of RERR message is made and broadcasted to
all reachable nodes in the selected topology and the route cache date is updated in all
nodes by means of distribution pattern. Such approach improves the QoS of network
using different parameters. For route cache updates, the following algorithms are used:

3.1 Algorithm 1: Add Route

Step: 1. The node adds a route for data packet for a fresh communication.
Step: 2. If the node is the destination, then it stores the source node and sets data

packet (DP) to 0 as the route is not used.

Fig. 1 Block diagram of
proposed system
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Step: 3. If it is not an intermediate node, then it checks the cache.

Step: 3a.
Carried out by DP in 0 creates a Reply Record in which neighbor should
learn downstream link.
Step: 3b.
If the route is available, then an entry will be added to the Replay Record
Field.

Step: 4. If source route exists in cache, then DP is 1.
Step: 5. If the route does not exist, then it is the destination node and DP is 1.
Step: 6. If the route does not exist, then the node is intermediate node and incre-

ments DP by 1.
Step: 7. If not having full path, then it creates a cache table entry and sets DP to 1.

3.2 Algorithm 2: Find Route

Step: 1. Cache is null.
Step: 2. For each entry, path is stored in the cache table.
Step: 3. If node finds route, then it adds an entry to Replay Record, including

neighbors to which ROUTE REPLAY is sent.
Step: 4. If the node is source node and finds route, then DP is incremented by 1.
Step: 5. If the derived route is sub route, then an entry is added in the cache table

and DP is incremented by 1.
Step: 6. If a data packet can be recovered, then it is unnecessary to be included in

the cache table.

Cache update algorithms are work using above two algorithms in a distributed
manner and send REER notification of 60 bytes to all the nodes present in the
topology.

4 Simulation Environment

Table 1 illustrates simulation environment use for route cache update. The exper-
iment was carried by the network simulator software (NS2), and the aspects are
plotted in Table 1 which constitutes the stimulation environment for improving
RAMP to MRAMP.
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5 Simulations

The new approach is measured using different QoS parameters as mention below.

5.1 Packet Delivery Ratio (PDR)

PDR is the amount of packet, successfully reached to the destination.

PDF ¼ Pnr

Pns
ð1Þ

where

Pnr Number of packets received, and
Pns Number of packets send.

5.2 End-to-End Delay

It is the ratio of time difference between numbers of packet send and received over
the total time required to reach the destination. If delay reduces, then the perfor-
mance of the network gives better output.

Table 1 Simulation
environment

Parameters Values

Area 500 m x 500 m

No. of node 10, 20, 30, 40, 0, 60, 70, 80, 90, 100

Pause time 3, 6, 9, 12, 15

Mac type 802.11

Interface type Phy/WirelessPhy

Queue length 50 packets

Antenna type Omni antenna

Propagation type TwoRayGround

Mobility model Random waypoint

Application agent CBR

Transport agent UDP

Routing protocol UDSR

Simulation time 50 s
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Dy =
1
N
∑
J
PRJ −PSJ½ � ð2Þ

where

Dy Delay,
PRj Number of packets received at the jth time,
PSj Number of packets send at jth time, and
N Number of node.

5.3 Overhead

The number of routing packets generated in the network is routing overhead. If
routing overhead is high, then the performance of protocol is reduced, which affects
the QoS in MANET.

5.4 Packet Drop

Packet Drop rate are termed as the number of packets that have not reached the
destination end.

5.5 Energy Consumption

It is the average energy consumed by each node. When numbers of control message
flooded are high, then more energy is consumed by each node.

AEC= ∑
n

i= 1

Eci

N
ð3Þ

AEC Average energy consumption,
Ec Energy consumed by each node, and
N Number of nodes.
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6 Results and Discussions

The abovementioned QoS parameters are considered for evaluating the perfor-
mance of the new approach for updating the cache.

6.1 PDR

Figure 2 shows the improvement for PDR between RAMP and MRAMP.

6.2 End-to-End Delay

Figure 3 shows the reduction of delay between RAMP and MRAMP.

6.3 Overhead

Figure 4 shows the reduction of overhead between RAMP and MRAMP.

6.4 Packet Drop

Figure 5 shows the packet drop ratio which reduces from 5 to 10%.

Fig. 2 a PDR versus pause time and b PDR versus no. of nodes
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Fig. 3 a End-to-end delay versus pause time and b end-to-end delay versus no. of nodes

Fig. 4 a Overhead versus pause time and b overhead versus no. of nodes

Fig. 5 a Overhead versus pause time and b overhead versus no. of nodes
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6.5 Energy Consumption

Figure 6 shows a saving of energy to sufficient levels.

7 Conclusion

Thus, from the results and discussions, the MRAMP shows an increase in perfor-
mance of routing in terms of QoS metrics. The improvement shows both least group
of nodes and average group of nodes. The MRAMP apart from recording trusted
values of node also shows a feasible improvement through the cache refreshing
policy, and it proves that cache optimization mechanisms play a vital role in
improving the QoS through the dynamic protocols of the mobile ad hoc networks.

Further experiments may be carried out to observe the role of cache optimization
mechanisms in the high density of ad hoc networks.
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Abstract The reversible logic circuit is popular due to its quantum gates involved
where quantum gates are reversible and noted down feature of no information loss.
In this paper, parity preserving reversible binary-to-BCD code converter is
designed, and effect of reversible metrics is analyzed such as gate count, ancilla
input, garbage output, and quantum cost. This design can build blocks of basic
existing parity preserving reversible gates. The building blocks of the code con-
verter reversible circuit constructed on Toffoli gate based as well as elemental gate
based such as CNOT, C-V, and C-V+ gates. In addition, qubit transition analysis of
the quantum circuit in the regime of quantum computing has been presented. The
heuristic approach has been developed in quantum circuit construction and the
optimized quantum cost for the circuit of binary-to-BCD code converter. Logic
functions validate the development of quantum circuit. Moving the testability aim
are figured in the quantum logic circuit testing such as single missing gate and
single missing control point fault.
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1 Introduction

Over the last few decades, the reversible circuit has gained interest due to their low
energy dissipation [1]. The reversible circuit properties of recovered inputs and no
loss of information are a unique feature to look upon. In fact, the amount of heat
dissipation is related to information loss [2]. The noted down features of reversible
computing are recovered input states from output states, controllable inputs and
outputs, and zero energy dissipation [3]. The reversible technology in quantum
computation is expanded and becomes one of the prominent technologies in the
new era. Toffoli gates have found extensive building blocks in quantum circuit
construction. Increasing demand of the complex reversible circuit, it is a major
challenge to optimize the reversible parameters. To design a compact reversible
design, Toffoli gate blocks can be preferred [4]. The effort has been put to increase
the performance of the reversible circuit by optimizing the ancilla input, gate count,
garbage output, and quantum cost [5].

In this paper, we have proposed a parity preserving reversible binary-to-BCD
code converter. The quantum equivalent circuit is built from a standard library of
reversible gates such as NCT (NOT, CNOT, and Toffoli gates), MCT (multiple
control Toffoli gate), and NCV (NOT, CNOT, and the square root of NOT) [6].
Further, the high-level block of binary-to-BCD code converter to the respective
quantum equivalent circuit is framed successfully. The constructed circuit is opti-
mized regarding gate count, ancilla input, and quantum cost. The noted work of the
proposed circuit is the fault testing of the quantum circuit under a single missing
gate and single missing control point. To the best of our literature review on
reversible binary-to-BCD code converter circuit with the testability of quantum
circuit is not covered elsewhere.

The major pillars of this workaround quantum reversible code converter with
testability are highlighted as follows:

• In this work, a heuristic approach is used to synthesize the quantum circuit of
binary-to-BCD code converter. This approach depicts a promise to synthesize
the Toffoli gate-based quantum circuit and synthesis result, such as quantum
cost at a faster time in few seconds.

• A testability of quantum circuit is achieved by a single missing gate and single
control point-based fault detection. The target quantum reversible gates such as
FRG, F2G, NFT, RDC, and DFG gates are included with testability aspects.

This connection of paper is organized as follows. First, the essential background
of reversible and quantum computing is given. A term of the testing method base of
the quantum circuit is also covered as well. In Sect. 3, the previous work constraints
are provided. In Sect. 4, the synthesis of parity preserving reversible binary-to-BCD
code converter is presented. Section 5 provides an individual building block
testability methodology. The conclusion is discussed in Sect. 6.
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2 Background of Reversible and Quantum Computing

We have discussed some terminologies such as reversible computing, quantum
computing, existing reversible gates implementation in Toffoli gate based, and
elemental quantum gates in this section.

2.1 Reversible and Quantum Computing

Definition 1 All reversible gate Boolean functions maintain the Bijective mapping
(onto and one-to-one).

Proof The reversible gate executes Bijective mapping in which a unique input
vector is mapped to unique output vectors and therefore an equal number of input
and output. Let us assume that reversible gate does not fulfill the criteria of
Bijective mapping, i.e., input is not equal to the output. The output is not recovered
the input and loss the reversibility. Hence, all reversible gates must hold the
Bijective mapping [7]. The feature of quantum gates is inherently reversible [8].
The quantum circuit construction with minimal quantum cost by using given
Boolean satisfiability (known as SAT) can be considered more effective in quantum
computing regime [4].

Multiple control Toffoli (MCT): The involvement of cascade MCT gates makes
reversible circuit compact. In MCT, gates are represented with ⊕ which is the
control gate and black dots means the control point. An n-input Toffoli gate is shown
as Yn (C, t) that map the reversible structure pattern as pi1, pi2, . . . . . . ..pikð Þ to
ðpi1, pi2, . . . . . . ..pk− 1, pk⊕pi1pi2 . . . . . . . . . . . . ..pk− 1pk +1 . . . .pijÞ, where C= pi1,ð
pi2, . . . . . . ..pikÞ, t = pi1f g, C is denoted as control point, and t is donated as control
gate [9, 11]. CCNOT (TG) gate has three inputs and outputs. First two inputs (a, b)
are the control-bit, and the third input c is the target-bit (Fig. 1a). If the first
control-bit a is zero, it maps input CNOT (FG) gate (Fig. 1b). Again, if the first and
second control-bit a = b=0, it maps input NOT gate (Fig. 1c). In n-input Toffoli
gate, first n − 1ð Þ input is noted as control-bit, and n-input is target-bit (Fig. 1d).

Control point

Target gate

a=0

(a) (b)

a=b=0

(c) (d)

Fig. 1 Multiple control Toffoli structures of a CCNOT, b CNOT, and c NOT d MCT
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2.2 Existing Parity Preserving Reversible Gates

Reversible decoder gate (RDC), and NFT gates: A 5 × 5 reversible decoder
(RDC) conserves parity at both inputs and outputs also known as parity preserving
reversible RDC gate [10]. The logical functions can be expressed as P= ab⊕ a
⊕ c, q= ab⊕ b⊕ c, r= ab⊕ c, s= ab⊕ a⊕ b⊕ d, t= a⊕ b⊕ e. Figure 2a–c pre-
sents the Toffoli gate block and the quantum equivalent of FRG and RDC gates,
respectively.

The NFT gate executes the following three output functions: p = a⊕ b,Q =
ac ̄⊕ bc̄, r = ac ̄⊕ bc, where a, b, and c are the inputs. Toffoli gate block and
elemental quantum gate-based structure of NFT have been shown in Fig. 2b.

Double Fredkin gate (DFG): The functional relationship between inputs and
outputs of DRG can be connected as p= a, q= a ̄b⊕ ac, r= a ̄c⊕ ab, s= a ̄d⊕ ae,
t= a ̄e⊕ ad. Figure 2d presents the Toffoli gate block and the quantum equivalent
of DFG gate. In all the quantum circuits in this work, we consider black dot as the
control point and the ⊕ (presented by exclusive OR) control gate.

3 Previous Work

In this section, we have reviewed the existing design of reversible binary-to-BCD
code converter. Researchers have worked on the various areas of reversible
binary-to-BCD code converters such as synthesis and optimization [12–15]. No any
previous research work on binary-to-BCD code converter such as testing of the
quantum logic circuit. However, the existing reversible code converter circuit still
suffers from difficulties such as more number of GC, GO, CI, and QC. Lower
values of reversible parameters are always preferred for circuit synthesis [16, 17]. In
existing work presented in [12] is reversible approach but not parity preserving
binary-to-BCD code converter. This design noted down parameters such as 17 GC,

(a) (b) (c) (d)

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 101 2 3 4 5 61 2 3 4 5

Fig. 2 Reversible and quantum circuit of a FRG, b NFT, c RDC, and d DFG
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12 GO, 13 CI, and 78 QC. Another existing work in [13] constructs the reversible
binary-to-BCD converter that takes GC of 7, GO of 2, and QC of 28. But this circuit
utilizes TG, which is non-parity preserving reversible gate. However existing
methodology is based on the quantum reversible circuit of binary-to-BCD converter
but not target the testing of quantum circuit. But here, lower value of gate count is
synthesized, and hence, the proposed binary-to-BCD code converter does not suffer
from the pitfalls discussed above of reversible design.

4 Synthesis of Proposed Binary-to-BCD Code Converter

The proposed binary-to-BCD code converter contains eight parity preserving
reversible gates the details of the utilizing gate such as one RDC, one DFG, one
F2G, two FRG, and three NFT; it has 19 inputs and 19 outputs.

Algorithm 1: Binary-to-BCD code converter
Input: I = (a, b, c, d) in binary, Output: Y = (Y0, Y1, Y2, Y3) in BCD.
1: For i=0 to n-1 do
2: If i=1 then 

(c, d, 0, 1, 0) →1-RDC                       // Assign input to RDC gate
1-RDC← (a’1-RDC, b’1-RDC, c’1-RDC)   // Three intermediate output 

End if, Else
3: (b, d, c, 0, 0) →2-DFG                    // Assign input to 2-DFG

2-DFG← (a’2-DFG, c’2-DFG, e’2-DFG) //  Three intermediate output to 2-DFG
End if, Else

4: If i=3 then
( a’2-DFG, 1, 0) →3-F2G              //  Assign input to 3-F2G
(b’3-F2G) ←3-F2G // One intermediate output of 3-F2G

End if, Else
5: (b’1-RDC, 0, b’3-F2G)→4-F2G //  Assign input to 4-F2G

(Y4) ←4-F2G // Catch the one target output
6: If i=5 then

(c’2-DFG, 0, c) →5-FRG           //  Assign input to 5-FRG
(a’5-FRG, b’5-FRG) ←5-FRG // Two intermediate output of 5-FRG

End if, Else
(a’5-FRG, 0, c’1-RDC) →6-NFT    //  Assign input to 6-NFT    
(Y3) ←6-NFT // Catch the one target output

6: If i=7 then
(e’ 2-DFG, 0, a’1-RDC) →7-NFT    //  Assign input to 7-NFT 
(Y2) ←7-NFT // Catch the one target output

End if, Else
(b’ 5-FRG, 0, a’6-NFT) →8-NFT    //  Assign input to 8-NFT    
(Y1) ←8-NFT // Catch the one target output
1-RDC← (g1, g2),  2-DFG←(g3, g4), 3-F2G←(g5, g6), 4-F2G←(g7, g8), 5-FRG←(g9),
6-NFT←(g10), 7-NFT←(g11,  g12), 8-NFT←(g13,  g14)     //  Remaining as garbage output

5: End if, end if, end for, 
6: Return(Yi), End;
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The inputs comprise four input information (a, b, c, d) in binary and 15 ancilla
inputs which are specified as constant 1 and 0. It produces four outputs such as
Y0 = a, Y1 = bcd+ bd,Y2 = bc+ cd,̄Y3 = bd+ cd, and Y4 = bc̄ ̄d. This circuit garbage
output is denoted by g. The functional diagram and quantum equivalent of
binary-to-BCD are presented in Figs. 3 and 4. In the quantum circuit construction,
we have used exact synthesis technique such as Boolean satisfactory (known as
SAT) to acquire compact circuit for reversible functions [18]. In this work, the
quantum circuit of proposed binary-to-BCD is achieved with Toffoli gate based.
However, the limitation of page dimensions is that we are not able to show the
quantum circuit of binary-to-BCD converter by elemental quantum gate based.
The QC of binary-to-BCD converter is 46. Algorithm 1 is shown for the synthesis
of this circuit. The QC (binary-to-BCD) is presented as 1QCRDC + 1 QCDEG +
2QCF2G + 1QCFRG + 3QCNFT = 9 + 10+ 2× 2+5+3× 6 = 46.

Fig. 4 The proposed quantum representation of the binary-to-BCD code converter

RDC

1
F2G
4

F2G
3

FRG
5

NFT
6

NFT
7

NFT
8

DFG

2

PP Reversible
Binary-to-BCD 

converter

Ancilla
input

Garbage
output

(a) (b)

Fig. 3 The proposed binary-to-BCD code converter: a functional diagram and b cell diagram
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5 Individual Building Block Testability Methodology

In the quantum circuit, the testing is essentially used to confirm a validate output. For
quantum circuit embedded to Toffoli gate, various faults were reviewed in
state-of-the-art [18]. In this paper, we have covered the single missing gate type fault
(SMGF) and single missing control type fault (SMCF). To test the fault in the
quantum circuit, two points should be considered: (i) if control gate is faulty, then the
information is unchanged in a quantum wire. (ii) In case of the CNOT gate, if a
control point is faulty, then the control gate changes the information in the quantum
wire [18]. Thus, these points must be remembered that the fault testing at the
quantum circuit. Therefore, we present the fault pattern structure of building blocks
used in binary-to-BCD. The building blocks are used in binary-to-BCD such as F2G,
FRG, NFT, RDC, and DFG. The procedure for fault patterns is generated in the
following description: First chose any test input vectors and found the target output
vectors. In the quantum circuit, faults are SMGF and SMCF. In SMGF change the bit
when the control gate is faulty as in the case of CNOT quantum logic structure.
In SMCF change the bit when the control point is faulty in the case of CNOT
quantum logic structure. The fault patterns of NFT, FRG, DFG, and RDC gates are
shown in Figs. 5, 6, 7, 8 and 9, respectively. The fault pattern lookup table for NFT,
FRG, DFG, and RDC gates is presented in Tables 1, 2, 3 and 4. By examining the
fault testing in the quantum circuit, it can be expected that control point and control
gate have played an important role in the synthesis of qubit transition in the quantum
circuit. The key feature of this work is integrated such as synthesis, optimisation, and
testing for a design flow of binary-to-BCD code converter.

According to Table 5, the proposed circuit provides a better result over the
counterpart circuits. The preliminary study reveals the significant improvement of
reversible parameters. The notations used in Table 5 are as follows: PP: Parity
preserving, QE: Quantum equivalent, GC: Gate count, CI: Constant input, GO:
Garbage output, QC: Quantum cost, -: Not mentioned, Y: Yes, and N: No.

[a,*]

[b,*] [b,c,*]

[b,a,*]
[b,*]

[c,*]

Fig. 5 Illustration of SMCF for NFT gate

[*,b] [*,a] [*,a,c]

[*,c] [*,b]

Fig. 6 Illustration of SMGF for NFT gate
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[a,*]

[c,*,b] [c,a,*]

[b,*] [*,c] [*,a,b] [*,c]

(a) (b)

Fig. 7 Illustration of fault testing in FRG a SMCF and b SMGF

[*,a,b] [*,a,c] [*,a,b]

[*,d] [*,a,e] [*,d]

Fig. 8 Illustration of SMGF for DFG gate

[*,c] [*,a,b] [*,a] [*,e][*,c]

[*,b] [*,a]

[*,c]

Fig. 9 SMGF faults pattern in RDC gate

Table 1 Table for NFT gate with capture of both faulty and fault-free outputs

Design SMCF
Marking method Test in Target out Fault pattern

Figure 5 [a,*] 111 001 001
[b,*] 111 001 001
[b,c,*] 111 001 001
[b,a,*] 111 001 001
[b,*] 111 001 011 (Faulty)
[c,*] 111 001 001
SMGF

Figure 6 [*,b] 111 001 101 (Faulty)
[*,a] 111 001 001
[*,a,c] 111 001 001
[*,c] 111 001 010 (Faulty)
[*,b] 111 001 001

390 N. K. Misra et al.



Table 2 Table for FRG gate with the capture of both faulty and fault-free outputs

Design SMCF
Marking method Test in Target out Fault pattern

Figure 7 [a,*] 111 111 111
[c,*,b] 111 111 111
[c,a,*] 111 111 101 (Faulty)
[b,*] 111 111 101 (Faulty)
SMGF
[*,c] 111 111 110 (Faulty)
[*,a,b] 111 111 111
[*,c] 111 111 101 (Faulty)

Table 3 Table for DFG gate with the capture of both faulty and fault-free outputs

Design SMGF
Marking method Test in Target out Fault pattern

Figure 8 [*,a,b] 11111 11111 10111 (Faulty)
[*,a,c] 11111 11111 11111
[*,a,b] 11111 11111 11011 (Faulty)
[*,b] 11111 11111 11101 (Faulty)
[*,a,c] 11111 11111 11111
[*,d] 11111 11111 11110 (Faulty)

Table 4 Table for RDC gate with the capture of both faulty and fault-free outputs

Design SMGF
Marking method Test in Target out Fault pattern

Figure 9 [*,c] 11111 11001 10000 (Faulty)
[*,a,b] 11111 11001 00111 (Faulty)
[*,a] 11111 11001 10010 (Faulty)
[*,e] 11111 11001 11011 (Faulty)
[*,c] 11111 11001 11001
[*,b] 11111 11001 11001
[*,a] 11111 11001 10001 (Faulty)
[*,c] 11111 11001 11001 (Faulty)

Table 5 Comparison with counterpart designs and novel binary-to-BCD converter

Designs PP QE GC CI GO QC

Novel Y Y 8 12 14 46
[12] N N 17 13 12 78
[13] N N 7 – – 28
[14] N N 15 21 20 –

[15] N N 49 61 64 –
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6 Conclusions

In this paper, a quantum reversible circuit of binary-to-BCD code converter and the
testability of building blocks used in the circuit are proposed. The heuristic
approach is adopted for quantum circuit construction and gives better results with
optimizing quantum cost. The compact quantum circuit design is achieved when
Toffoli gate is embedded in the quantum circuit. The proposed circuit offers to
reduce the gate count, ancilla input, and quantum cost. In addition, we have
illustrated the individual quantum gates testability used in the schematic of
binary-to-BCD code converter by single missing control point fault and single
missing gate fault for it. An interesting future work would be to extend the data bits
in reversible binary-to-BCD code converter and fewer reversible parameters.
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Differentiated WRED Algorithm
for Wireless Mesh Networks

B. Nandini, Suresh Pabboju and G. Narasimha

Abstract As wireless multimedia communication for next-generation broadband
wireless Internet access deploying WMN, one emerging challenge is meeting the
Quality of Service (QoS) requirements with efficient resource utilization. Different
QoS guarantees are required for real-time and non-real-time traffics such as delay
constraints for voice traffic and throughput for delay insensitive data applications.
Quality of services experienced by the users in wireless mesh networks, i.e.,
end-to-end delays, bandwidth utilization, and packet losses, is heavily dependent
upon the effective congestion avoidance techniques employed in the wireless nodes.
Congestion can be detected by computing the average queue size and either
dropping the packet or marking special bits in the packet header when average
queue buffer usage crosses the threshold. Several algorithms and packet dropping
probabilities are discussed in Floyd and Jacobson (IEEE/ACM Transactions on
Networking, 1(4), 397–413, 1993, [1]), Chaegwon Lim et al. (A Weighted RED for
Alleviating Starvation Problem in Wireless Mesh Networks, IEEE, 2008, [2]). In
this paper, we discuss the existing average queue length computation and packet
drop methods employed and propose improvements to consider dynamic buffer
allocation for Wireless Random Early Detection (WRED) algorithm.
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1 Introduction

As the demand for broadband Internet access is increasing, wireless local area
networks play an important role in providing high-rate data services, which is further
aided by emerging new technologies like Multiple Input Multiple Output (MIMO) at
low cost. Wireless mesh networks are emerging as future wireless broadband
technology as a form of wireless ad hoc networks [3]. Wireless mesh networks
consist of routers without cabling between them like traditional Wireless Local Area
Networks (WLAN) access points, Wireless Mesh Networks (WMNs) can be, spread
across large areas, by carrying data over multiple hops using intermediate nodes such
as wireless routers. These intermediate nodes can boost signal strength and make
forwarding decisions based on the networking protocols like Internet Protocol (IP).

WMNs are organized in three-tier architecture [3, 4] as shown in Fig. 1, con-
sisting of wireline gateways, mesh routers, and mesh clients. A mesh client is
connected to one or two mesh routers, which are in static locations comprising
wireless mesh backbone. Wireless mesh backbone provides relay services to mesh
clients, cellular networks, and WLAN networks and provides loose coupling for
interworking of heterogeneous wireless access networks [5]. Wireline gateways
connect wireless mesh backbone to the Internet backbone. With extensive
deployments of WMNs, many new challenges are emerging such as fading miti-
gation, routing with quality of service (QoS) requirements, call admission control,
link-layer resource allocation, seamless roaming, and network security.

Fig. 1 Wireless mesh network illustration
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As wireless multimedia communication for next-generation broadband wireless
Internet access deploying Wireless Mesh Network (WMN), one emerging challenge
is meeting the QoS requirements with efficient resource utilization. In shared
wireless medium, simultaneous transmission by multiple nodes results in collisions
causing the retransmission of the packets consuming the packet data rates. Different
QoS guarantees are required for real-time and non-real-time traffics such as delay
constraints for voice traffic and throughput for delay insensitive data applications.
Due to contention between mesh clients and mesh router for the available limited
radio bandwidth, Medium Access Control (MAC) has become essential to coor-
dinate the transmission of data packet to/from the nodes in efficient and effective
ways.

So the minimum requirements of MAC protocols are to be adaptive to various
types of traffic meeting the performance metrics such as delay, throughput, fairness,
robustness to link vulnerability, and multimedia support [6, 7]. In this paper, we
overview congestion control mechanism already in place and propose
improvements.

2 Related Work

Guaranteed QoS requirements in a WMNs node are met by proper allocation of
bandwidth and memory space for buffering in a node [8, 9], and various types of
traffic are differentiated based on the service requirements by distributing them into
different packet queues each having a different priority [10]. We investigate queue
management policies when packet queues congested and mechanisms proposed to
detect early congestion based on the queue buffer size. The Random Early Detection
(RED) algorithm proposed in [1] provides an effective mechanism for congestion
avoidance at the mesh nodes or gateways. RED algorithm drops an incoming packet
with some probability if the average queue size is I in between predetermined
minimum and maximum thresholds, and if the average queue size is above the
maximum threshold, then all of the incoming packets are dropped. The packet losses
result in traffic control at the source for application like Transmission Control
Packets (TCP) if congetion notification mechanism like ECN (explicit congetion
notification alogorithm) is used, and for application like User Datagram Protocol
(UDP), RED algorithm provides fairness when multiple traffic streams are com-
peting for resources. While the RED algorithm proposes effective mechanisms for
congestion avoidance, the calculation of average queue size and drop probabilities
are complex and take a significant amount of processing resources at the WMN
nodes. In [2], a new method called weighted RED (WRED) is proposed to evaluate
drop probabilities which takes number of hops a packet traversed. When the network
is congested, packet from the farthest source node gets higher priority than the
packet generated at the local router. In this paper, we propose a new mechanism to
mark packets with loss priority so that packets will get differentiated queue threshold
levels and propose real-time evaluation mechanism for queue thresholds.
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3 Proposed Improvements

Data packets are distributed across multiple queues in the node, when there is
congestion in the node, packet will be buffered in memory waiting to be served,
once the other queues are served according to the scheduling algorithm [11, 12]. An
example of scheduler is shown in Fig. 2 for distributed deficit round robin [13].
Each queue will buffer the packet until the scheduler serves it, as soon as it is
served, the buffer will be made empty and ready to be occupied by the next
outgoing packet. If the cumulative outgoing traffic rate is more than the mesh node
can send out, the packets will be dropped once the allocated buffer per queue filled
up.

Traffic classifiers [4] are defined to distribute the incoming packets to various
queues, wherein ToS bits in the IP header are used to classify the packets. We
propose to associate each incoming packet with particular ToS bits with loss pri-
ority. Loss priority is the measure of susceptibility of the packet to be dropped. Loss
priorities of low, medium, and high can be defined for the packets to be classified.

Low—loss priority is low, which means that the packets are less susceptible to be
dropped.
High—loss priority is high, which means that the packets are more susceptible to be
dropped.
Medium—loss priority is medium, which means that the packet’s susceptibility of
being dropped falls between that of low and high loss priorities.

Loss priorities are user configurable, which gives the user more flexibility to
drop traffic stream in case of network congestion. When multiple traffic streams are

Fig. 2 Illustration of scheduler serving the packet queues
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available with different ToS bits classified to the same queue, loss priorities can be
used to apply different drop probabilities and queue fill levels. Min and max
threshold values used in the RED algorithm proposed in [1] are static while average
queue size is computed at the time of packet arrival with fixed queue size. For better
buffer resource utilization, a new buffering mechanism is proposed in [14] where
each queue will have two components in its buffer resources: one is a fixed number
of buffers which are dedicated to that particular queue, and the second component is
shared buffers to which all of the queues in the gateway router have equal access to
when required, and it is shown in Fig. 3. The shared buffers and the buffer access
algorithm ensure better resource utilization and fairness among competing queues.
The number of buffers being used by a queue at any time depends on the other
competing queues, which makes total queue buffer usage fluctuate from time to
time. In this case, usage of fixed min and max buffer thresholds results in incorrect
behavior of the RED algorithm. To evaluate the real-time buffer usage of a queue,
we propose the following buffer evaluation for a queue where the queue size is
composite of fixed dedicated buffers and shared buffers:

Avg queue size = ð1− αÞ * avg queue size + α * sample queue size ð1Þ

avg_queue_size is weighted average of the sample_queue_size. Equation (1) puts
more weight on the recent sample_queue_sizes, so that avg_queue_size reflects the
current congestion in the network. α is chosen such that recent queue sizes get more
weight while the old queue sizes get less weightage. Above avg_queue_size is used
to determine min and max rather than to mark the packet to be dropped as given in
[1].

Min and max buffer fill levels can be specified per queue, as percentage of the
avg_queue_size for each of the loss priorities independently so that packet with low
loss priority can occupy more buffers before being dropped or marked for con-
gestion marking of the packet. High loss-priority packet can be assigned with small
percent of avg_queue_size so that the packet can be dropped or marked with
congestion happened bit in the IP header.

Fig. 3 Buffer memory division
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Instead of using only ToS bits of the IP header, various values of the packet
fields can be utilized to decide loss priorities. By utilizing the multiple packet
header options, greater flexibility in achieving resource allocation for bandwidth
and buffers can be achieved. Some of the values from packet fields are listed below.

Layer 4:

• TCP/UDP destination port,
• TCP/UDP source port, and
• TCP flags.

Layer 3:

• Destination/source IP addresses,
• TTL,
• ToS,
• IP options,
• Is-fragment bit, and
• IP protocol type.

Layer 2:

• Source/destination MAC addresses.

An example for the WRED packet drop profile is shown in Figs. 4 and 5 for a
three-node mesh network. Node n3 is the gateway node where congestion will
happen for the traffic streams from WMNs nodes n1 and n2. Figure 5 shows a
graph of WRED for average queue fill levels versus packet drop probability with
min and max buffer threshold of 30 and 50% with drop probability of 80%. Till
buffer fill level reaches min of 30% of total buffer by the queue, no packet will be
dropped; once minimum fill level is reached, packets begin to drop. The percentage
of dropped packet increases linearly as the queue fill level increases. When the fill
level reaches the drop end point of 50%, drop probability is increased to 80%; once
the fill levels exceed 50%, all packets are dropped with drop probability of 100%
until queue fill level drops below 50%.

Fig. 4 Three-node wireless
mesh network
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4 Conclusion

In this paper, we have proposed improvements to the WRED algorithm, which
differentiates the packets based on loss priorities. User has the flexibility to con-
figure classifiers based on the ToS filed of the IP header so that buffer access and
congestion notification can be controlled effectively on per packet basis. The
average queue size evaluation is modified to take into account the dynamic buffer
usage of the queue. To give more flexibility to differentiate incoming packets,
various packet values are listed to assign bandwidth and buffer allocation per queue.
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Robust Estimation of Brain Functional
Connectivity from Functional Magnetic
Resonance Imaging Using Power,
Cross-Correlation and Cross-Coherence

Nivedita Daimiwal, Betty Martin, M. Sundararajan
and Revati Shriram

Abstract Functional Magnetic Resonance Imaging (fMRI) is a non-invasive
method for investigating the structure and function of the brain. Using fMRI, brain
functions and areas responsible for the particular activities are investigated. The
objective of the image processing methods using fMRI is to investigate the func-
tional connectivity. To localize mental functions of specific brain regions and to
identify the brain regions, those are activated simultaneously. Correlation and
cross-coherence of the time series of the pixels are used for the detection of
functional connectivity in fMRI images for the different motor movements (upper
and lower limb movement and finger tapping action). The methodology was applied
to three groups (six subjects) consisting aged between 10 and 75 years: (1) Normal
and healthy subject performing finger tapping actions, (2) brain tumour patient
performing lower limb movement (LL), and (3) brain tumour patient performing
upper limb movements (UL). The threshold applied for the cross-correlation is
5000. Similarly, the threshold applied for cross-coherence and power parameters is
in the range of (0.6–0.9). The algorithm implemented is found to be
non-destructive, and there is no loss of temporal or spatial data. The result shows
that for the normal subject, functionally connected pixels are more as compared to
the brain tumour patients.
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1 Introduction

Functional Magnetic Resonance Imaging (fMRI) is a non-invasive and powerful
technique that characterizes brain functions under various tasks. To study the
human brain functions, fMRI has become a predominant modality [1]. To under-
stand the neural mechanism of the human brain, a concurrent EEG-fMRI setup can
provide better functional information. Concurrent EEG-fMRI recording combines
the information acquired through EEG and fMRI. For high spatial and temporal
resolution, the two modalities can be merged together [2].

fMRI-based brain mapping methods used to identify active or functionally
connected brain regions rely on statistical methods such as a hypothesis test.
A pixel is identified as ‘active’ or ‘connected’, if its task-related signal exceeds the
threshold [3]. Brain mapping can be done by providing different stimuli and
detecting the brain regions activated in response to the stimulus. The functional
connectivity is one method of characterizing the relationship between the time
series of two or more regions. This method refers to correlations in activity between
spatially remote regions of the brain. First, it could reflect the direct influence of one
region on another (direct influence). Second, it could reflect the influence of another
region that is mediated by a third region (indirect influence). Third, it could reflect a
common input to both regions (shared influence). The different ways in which
correlated activity between two regions A and B can arise by either direct influence,
indirect influence, or shared influence are shown in Fig. 1.

The correlations in activity in different regions of the brain to detect functional
connectivity can be done between subjects and also within the subject. Correlation
between subjects is the simplest approach to detect connectivity. Some estimate of
the activation is extracted for a particular region, and those values are entered into a
whole brain. If the two regions are functionally connected, they show similar levels
of activity across subjects. Correlation within subjects involves computing func-
tional connectivity by finding out the correlation between the time series of different
regions. First, the time series from seed pixel or seed region is extracted and then
used to compute correlation with all the pixels across the brain [4]. Effective
connectivity reflects the direct influence of one region on another.

Fig. 1 Various ways of
correlating activity between
regions A and B [4]
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2 Materials and Methods

The fMRI analysis is done in order to detect seed pixel-based brain connectivity.
This method for analysing functional connectivity shows how spatially distant brain
regions work and interact with each other to create mental functions. Parameters
employed in functional connectivity detection are period, power, mean,
cross-correlation and cross-coherence. Activated pixels are detected using period
and power by applying periodicity transform [5].

2.1 fMRI Time Series

In each cycle of image acquisition, recording of images was done during ON state
and OFF state: MON and MOFF, respectively. In the experiment, MON = MOFF,
which results in a square wave stimulus. The image sequence is I(k1, k2, l), where
k1, k2 are spatial dimensions, and l is the discrete time index. The fMRI time series
has both periodic and non-periodic components. Non-periodic components form the
noise in the fMRI time series data.

The time series of fMRI is represented by

TS k, lð Þ= π TS k, lð Þ,PTð Þ+ ∑
i
π TS k, lð Þ,Ppið Þ+ n lð Þ, ð1Þ

where T is the stimulus period, π TS k, lð Þ,PTð Þ is the projection of time series ðTSÞ
onto the T periodic basis elements, and Ppi is the periodicity subspaces. The
periodicities other than the stimulus period T and n is the non-periodic noisy
component. The time series is applied to periodicity transform to extract period and
power of the pixel time series. Activated pixels are extracted by applying manual
power threshold in the range (0–1) and the stimulus period of 20. Periodicity
transform is applied for all intracranial pixel time series for period and power
extraction [5–7].

2.2 Cross-Coherence

Wiener (1949) introduced the concept of coherence of time series. Rosenberg
invented its applicability to functional imaging data [8, 9]. Coherence is defined in
the frequency domain. Coherence is a technique for investigation of functional
connectivity across brain regions [10–12]. Coherence measures lag between two
different (time courses) regions. If a time series of two regions is similar, the
coherence will be high.
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Coherence Cohij(λ) between any two different time courses (i, j) at frequency λ is
defined as [13]

Cohij = Rij λð Þ�� ��2 = fij λð Þ�� ��2
fii λð Þfjj λð Þ . ð2Þ

2.3 Cross-Correlation

Correlation is defined in the time domain. Zero-order correlation is used to measure
the simultaneous linear coupling relationship between two time series. Positively
correlated time courses imply that the two regions are active (average or less) at the
same times. Negatively correlated time courses show that one region is active, and
the other is inactive. fMRI zero-order correlation can be used to measure interre-
gional relationships [14]. Interregional relationships can be measured using lagged
cross-correlation. Lagged correlation measures the delayed or lagged linear rela-
tionships between the time courses of different regions [15].

Cross-correlation of any two different time series (i, j), at lag h, ρij hð Þ is given by
[13]

ρij hð Þ= covij t, t+ hð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vari tð Þvarj t+ hð Þp . ð3Þ

2.4 High-Pass Filter

Noise arises from physical sources, and it is sometimes due to as scanner drift. It
also arises from physiological sources, from residual movement effects and their
interaction with the static magnetic field. When the subject is performing a task,
signal components are added to this noise. The most obvious characteristic of noise
in BOLD fMRI data is the presence of low-frequency drift. The low-frequency
trend in a fMRI time series is observed in the time domain and by the power
spectrum in the Fourier domain.

The filters used in imaging are designed to allow particular portions (or bands) of
the frequency spectrum to pass through while removing others. Removing
low-frequency drift is to apply a high-pass filter. The high-pass filtering is imple-
mented using Discrete Cosine Transform (DCT) basis set [1, 16].

Mathematically, for time points t = 1, … , N, the discrete cosine set functions
are
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fr tð Þ=
ffiffiffiffiffiffiffiffiffi
2 ̸N

p
cosðrπ t

N
Þ

� �
. ð4Þ

The integer index r ranges from 1 to user-specified maximum R.
Original time series fit and DCT of time series in both the cases the fit is very

similar. The power spectrum is acquired by taking the Fourier transform of the time
series. The X-axis of the plot refers to different frequencies, whereas the Y-axis
refers to the power or strength of that frequency.

The power spectrum of the original time series is shown in Fig. 2. The original
time series exhibited a low-frequency noise. The spike in the power spectrum at
50 MHz corresponds to the frequency of the task (once every 20 s) in this
experiment.

Figure 3 shows time series in which low-frequency components are removed
using high-pass filtering (DCT).

Fig. 2 Power spectrum of
original time series

Fig. 3 Power spectrum of
time series after high-pass
filtering
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3 fMRI Data Acquisition

Functional MRI was performed on a GE Signa 1.5 T MRI system (Global Hospital,
India) for six brain tumour patients; three patients were performing lower limb
movement (LL), two patients while performing upper limb movement (UL), and
one normal subject was made to perform finger tapping action. While recording the
data set, during activation or ON state, the subject performs movements. Dur-
ing OFF state or rest, no activity is performed. The stimulus period is 20. The data
set was in DICOM (Digital Image Communication in Medicine) format. T2*
weighted images with BOLD contrast were acquired using an Echo-Planar Imaging
(EPI) sequence of a repetition time (TR) of 3000 ms, with an echo time of 60 ms,
and in-plane resolution of 64 * 64 pixels [17]. EPI of a sequence that were recorded
with respect to time are shown in Fig. 4 [18, 19]. For each motor movement, 512
images were recorded.

4 Signal Processing

For fMRI data, the signal processing steps are explained below and described in
Fig. 5:

• The analysis is restricted to the intracranial region only.
• Mask is used to separate the intracranial pixels.
• The average of all the images of the time series belonging to a particular slice is

calculated.
• The valley point is selected from histogram of average image, to detect pixels in

intracranial region.
• Select time series within intra-cranial region.
• Periodicity transform is applied to a pixel time series.
• Using periodicity transform period, power is calculated for all time series.
• If the periodicity matches with the stimulus period and if the signal power

greater than threshold (manually in the range of 0–1). That pixel is declared as
activated pixel.

• Activated seed pixel is selected manually.
• Seed pixel time series is considered as reference time series.
• The high-pass filtering is implemented using DCT to remove the low-frequency

noise.

Fig. 4 fMRI images
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• The cross-correlation and cross-coherence between reference time series and
pixel time series are measured. Cross-coherence is used to detect the time series
of pixel which is in phase with the seed pixel time series.

Fig. 5 Flow chart of signal processing
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• If the period of time series is same that of a stimulus and the signal power,
cross-correlation and cross-coherence are greater than or equal to the thresholds
then that pixel is functionally connected pixel.

• For all the intra-cranial pixel time series, the above procedure is repeated.
• The seed pixel and functionally connected pixel is marked in white colour.

4.1 Program Code

Matlab code for the cross-correlation and cross-coherence of time series and
functional connectivity is shown in Algorithms 1 and 2, respectively.

Algorithm 1 Algorithm 2:

5 Results on fMRI Data Set

The threshold applied for cross-correlation is 5000. The threshold for determination
of functional connectivity using cross-coherence and power is in the range (0.6–
0.9). The analysis shows the functionally connected pixels for three different motor
activities like finger tapping, lower limb movement and upper limb movement.
A computationally efficient algorithm is presented, which shows functional con-
nectivity in different parts of the brain based on the time series analysis. The
algorithm compared time series of seed pixel with the rest of the pixel time series.
Figure 6 shows the time series of seed and functionally connected pixel and their
cross-correlation.
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For functionally connected pixels, it has been observed that the cross-correlation
is positive and maximum, and the cross-coherence is observed to be high. Func-
tionally connected pixels show the pixels that are simultaneously activated.
Cross-coherence between seed pixel and functionally connected pixel is shown in
Fig. 7. The result shows that, for normal subject performing finger tapping activity,
the functionally connected pixels are more as compared to brain tumour patients
performing the lower and upper limb movements. Seed pixel and functionally
connected pixels are marked with white colour.

Fig. 6 a Time series of seed pixel, b time series of functionally connected pixel, and
c cross-correlation between seed and functionally connected pixel

Fig. 7 Cross-coherence
between seed and functionally
connected pixel
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Resultant images finger tapping, upper limb and lower limb activity are shown in
Fig. 8, Fig. 9 and Fig. 10, respectively.

6 Conclusion and Discussion

The approach for functional connectivity using time series and periodicity trans-
form eliminates the need for pre-filtering the fMRI data. The periodicity transform
can detect the periodicities and power in the noisy waveform [19]. The stimulus
period needs to be set as per the user’s requirement. No loss of temporal or spatial

Fig. 8 Finger tapping activity

Fig. 9 Upper limb movement
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data is found while using this algorithm. Periodicity transform for the signal and
image processing methods is extended in this paper for measurement of functional
connectivity. The system identifies the brain regions that are simultaneously acti-
vated by using cross-correlation and cross-coherence. This is analogous to the
‘phase’ of the fMRI time series [20]. Alternative approaches for functional con-
nectivity analysis using fMRI can be achieved by dynamic causal modelling,
Granger Causality Mapping (GCM), Independent Component Analysis (ICA),
Partial Least Squares (PLS), Conventional Correlation Analysis and Principal
Component Analysis (PCA) [21–23].

References

1. Frackowiak RS, Friston KJ, Frith CD and Zeki S. Human brain function. 2nd ed. USA:
Academic Press, 2004.

2. Ahmad R, Malik A. Optimization and Development of Concurrent EEG-FMRI data
acquisition setup for understanding Neutral mechanisms of Brain. In: IEEE 2015,
Instrumentation and Measurement technology Conference. 11–14 May 2015; Giacomo
Matteotti, Pisa, Italy: IEEE. pp. 476–481.

3. Song X, Chen N. A unified Machine learning method for task related and resting state fMRI
data Analysis. In: IEEE 2014, Engineering and Medicine and Biology Society (EMBC); 36th
Annual International Conference of the IEEE. 26–30 Aug. 2014; Chicago, lllinois, USA:
IEEE. pp. 6426–6429.

4. Poldrack RA, Mumford JA, Nichols TE. Handbook of Functional MRI Data Analysis. USA:
Cambridge University press, 2011.

Fig. 10 Lower limb movement

Robust Estimation of Brain Functional Connectivity … 413



5. Deshmukh A, Shivhare V, Gadre V. Functional MRI activation signal detection using the
periodicity transform. In: IEEE 2004, International Conference on Signal and Communication
(SPCOM); 11–14 Dec. 2004; Bangalor, India: IEEE. pp. 121–125.

6. Friston KJ, Jezzard P, Turner R. Analysis of Functional MRI time-series. Human Brain
Mapping 1994; 2: 69–78.

7. Daimiwal N, Sundharajan M, Shriram R. Application of fMRI for Brain Mapping. (IJCIS)
International Journal of computer science and information Security 2012; 10: 23–27.

8. Wiener N. Extrapolation, Interpolation and Smoothing of Stationary Time Series: With
Engineering Applications. Las Vegas, NV, USA: MIT Press, 1949.

9. Rosenberg JR, Amjad AM, Breeze P. The Fourier approach to the identification of functional
coupling between neuronal spike trains. Progress in Biophysics and Molecular Biology 1989;
53: 1–31.

10. Leopold DA, Murayama Y, Logothetis NK. Very slow activity fluctuations in monkey visual
cortex: Implications for functional brain imaging. Cerebral Cortex 2003; 13: 422–433.

11. Sun FT, Miller LM, D’Esposito M. Measuring interregional functional connectivity using
coherence and partial coherence analyses of fMRI data. Neuroimage 2004; 21: 647–658.

12. Salvador R, Suckling J, Schwarzbauer C. Undirected graphs of frequency-dependent
functional connectivity in whole brain networks. Philosophical Transactions of the Royal
Society B: Biological Sciences 2005; 360: 937–946.

13. Zhou D. Functional connectivity analysis of fMRI time-series data. B.S. in Statistics, Beijing
Normal University, China, 2005. M.A. in Statistics, University of Pittsburgh, 2007.

14. Biswal B, Yetkin FZ, Haughton VM. Functional connectivity in the motor cortex of resting
human brain using echo-planar MRI. Magnetic Resonance in Medicine 1995; 34: 537–541.

15. Siegle GJ, Thompson W, Carter C, Steinhauer SR. Increased amygdala and decreased
dorsolateral prefrontal BOLD responses in unipolar depression: Related and independent
feature. Biological Psychiatry 2007; 61: 198–209.

16. Friston KJ, Ashburner JT, Kiebel SJ, Nichols TE. Statistical parametric mapping the analysis
of functional brain images. San Diego, CA, USA: Academic Press, 2007.

17. Stehling MK, Turner R. Echo-planar Imaging: magnetic Resonance imaging in a fraction of a
second. Science; 254: 44–49.

18. Deshmukh A, Shivhare V, Parihar R, Gadre VM. Periodicity Analysis of fMRI data in the
Wavelet Domain. In: 2005 National Communications Conference; 28–30 January 2005; IIT,
Kharagpur, India: pp. 460–464.

19. Sethares WA, Staley TW. Periodicity transforms. IEEE Trans. on Signal processing 1999; 47:
2953–2964.

20. Deshmukh A, Gadre VM. Functional magnetic Resonance Imaging. Novel transform method.
Novel transform method. New Delhi, India: Narosa Publishing, 2008.

21. Friston KJ, Harrison L. Dynamic causal modelling. NeuroImage 2003; 19: 1273–1302.
22. Roebroeck A, Formisano E, Goebel R. Mapping directed influence over the brain using

Granger causality and fMRI. NeuroImage 2005; 25: 230–242.
23. Calhoun VD, Adali T, Pearison GD. Spatial and temporal independent component analysis of

functional MRI data con-training a pair of task-related waveforms. Human Brain Mapping
2001; 13: 43–53.

414 N. Daimiwal et al.



Statistical Analysis of Derivatives
of Cranial Photoplethysmogram
in Young Adults

Revati Shriram, Betty Martin, M. Sundhararajan
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Abstract Every day risk of cardiovascular diseases is increasing in young adults.
Now researchers are working on study related to a single bio-signal for prediction of
maximum physiological parameters. One of such a bio-signal is photoplethysmo-
gram (PPG). Non-invasive measurement of blood volume change is carried out by
using PPG. PPG captured from a cranial site is known as cranial photoplethysmo-
gram (CPPG). Most of the time various bio-signals acquired from the brain are used
to study only the brain-related disorders. Near-infrared spectroscopy-based sensor
used to record CPPG from frontal region can be used to predict heart rate, oxygen
saturation, blood pressure, cardiac output and respiration rate. This paper explains
the design specifications of sensor used and study of various time and amplitude
indices of differentiated CPPG signal. Authors have studied two levels of differen-
tiation of CPPG obtained by applying MATLAB-based algorithm. Features obtained
from differentiated CPPG signal are compared with the standard available values to
check the feasibility of this brain signal in the prediction of vascular health. The
study was carried out on 19 healthy subjects aged between 19 and 30 years. Our
results showed that the optical brain signal used to study hemodynamic changes in
brain can also be used for the prediction of vascular health.
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1 Introduction

Non-invasive brain imaging techniques are becoming famous these days, because
of its simplicity, easy analysis and shorter estimation time. Various non-invasive
neuroimaging techniques currently available are single photon emission computed
tomography (SPECT), positron emission tomography (PET), functional magnetic
resonance imaging (fMRI) and electroencephalography (EEG). Among these
techniques, magnetic and electrical imaging techniques are the fastest. Each tech-
nique has its advantages and disadvantages. With each heartbeat, oxygenated blood
is pumped to the peripheral site and deoxygenated blood is drawn back to the heart
and lungs. Near-infrared (NIR) light-based neuroimaging technique having good
temporal resolution is used to record the change in blood volume at frontal lobe of a
subject. This acquired brain signal is known as cranial photoplethysmogram
(CPPG). Wave nature of PPG signal captured from any measurement site on the
human body is almost same; only reduction in the amplitude can be observed at the
measurement site having higher tissue thickness [1].

Ageing and the association of various diseases affect all the body organs more or
less. In healthy subjects, resistance to the arterial wall is less and the capacitance is
high. With increase in age or onset of arteriosclerosis, the resistance of the arterial
wall to blood pressure increases and the capacitance decreases reducing the
amplitude of pulsating CPPG signal [2]. This paper explains various time- and
amplitude-related indices of the CPPG signal and statistical analysis of the same.

1.1 Beer–Lambert’s Law

Optical PPG acquisition is based on Beer–Lambert’s law of spectroscopy. It states
that the light travelling through a uniform medium with absorptive substance reduces
exponentially with the optical path length through the medium and absorptive
coefficient. During the acquisition of PPG, light travels through various mediums
such as skin, bone, tissue, skin pigmentation, venous blood and arterial blood

IðzÞ= I0 expð− μαzÞ, ð1Þ

where I(z) is the attenuated intensity as a function of the distance z in the tissue,
I0 is the incident intensity and μa is the optical absorption coefficient at the
wavelength of interest [1].

1.2 Sensor Specifications

PPG can be acquired by using transmission type of sensor or reflection type of
sensor. Transmission type of sensor has limited application as performance of such
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a sensor is totally dependent on the tissue thickness at the measurement site. Signal
acquisition using reflection type of sensor is independent of the tissue thickness at
the measurement site. The penetration depth of light is dependent on its wavelength
and infrared light reaches deeper tissues than visible light. At cranial region, bone/
tissue thickness is higher, so infrared light source of wavelength 860 nm is used by
the authors to capture CPPG. OPT 101 Silicon burr brown diode is used as a
detector in the developed prototype. Table 1 shows the specifications of the
developed prototype.

Figure 1 shows the sensor developed by the authors and the system setup to
capture CPPG signal.

2 Methods

Pressure wave propagation is divided into two phenomena related to heart activity.
Every time when heart contracts blood is ejected for circulation in the form of a pulse
wave. This pulse wave propagates throughwhole systemic circulation and reaches the

Table 1 Sensor specifications [1]

Category Specifications

Sensor

Type Reflection type of sensor
Source 860 nm (5 mm LED)
Detector OPT 101 (Si Burr brown diode)
Sensor casing Black polyurethane
Optode distance 1.5 cm
Supply 10 V DC-signal conditioning Ckt; 5 V, 2 kHz AC to source
Application

Measurement site Anywhere on the human body from head to toe

CPPG SensorDeveloped System

(a) (b)

Fig. 1 a CPPG sensor and b system setup to acquire CPPG signal
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peripheral site. The propagation velocity of the pulse wave depends on various factors
such as intravascular pressure, compliance, diameter, elasticity and thickness of
arteries [2]. These parameters can change with various diseases or age of the subject.

Forehead PPG signal is recorded by using IR LED-based reflective type of
sensor developed by the authors. All the subjects were in seated position with eyes
closed condition while capturing the CPPG from prefrontal area. The recorded
CPPG is first digitally filtered (to avoid the amplification of noise present in the
measured signal) before the next operation of derivative. The first derivative of the
CPPG signal is known as velocity photoplethysmogram (VPG), whereas the second
derivative of the CPPG signal is known as acceleration photoplethysmogram
(APG) [3, 4]. Filtering and first and second derivatives of CPPG are obtained by
applying MATLAB-based algorithm on 19 CPPG signals captured from healthy
subjects aged between 19 and 30 years. Two-level differentiation (high pass fil-
tering) of CPPG signal is carried out to amplify the high-frequency components.

2.1 Velocity Photoplethysmogram (VPG)

It is the indicator of velocity of blood at a given site.

• Crest Time (CT): It is the time measured from base of the CPPG waveform to
its first positive maxima, i.e. peak.

• Delta T (ΔT): It is the time between the systolic peak of CPPG to diastolic peak.
CT and ΔT are the best features for classification of cardiovascular disease using
VPG [5].

2.2 Acceleration Photoplethysmogram (APG)

APG-related studies are more commonly carried out than the VPG studies [4]. It is
the indicator of acceleration of blood at a given site. Second derivative curve
parameters are interconnected with state of cardiovascular system parameters such
as elasticity modulus and vascular compliance [5–7]. Following are the five extrema
related to APG which are widely studied [8–10].

• ‘a’, ‘b’and ‘c’: ‘a’ is first positive extrema and is known as early systolic
positive wave. ‘b’ is first negative extrema and is known as early systolic
negative wave. ‘c’ is second positive extrema and is known as late systolic
reincreasing wave.

• ‘d’ and ‘e’: ‘d’ is second negative extrema and is known as redecreasing wave.
‘e’ is third positive extrema and it represents dicrotic notch (Fig. 2).

The height of each extrema is measured from the baseline. Points above the
baseline are treated as positive extrema, whereas points below the baseline are
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Fig. 2 a Finger PPG and
b VPG of PPG signal [5]

Fig. 3 a Finger PPG and
b APG of PPG signal [5]
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treated as negative extrema. Figure 3 shows the APG and various extrema indicated
on the APG waveform. Commonly studied APG-related features are as follows [5]:

• ‘b/a’ Ratio: This ratio is the reflection of arterial stiffness. It is a very useful
non-invasive index of athrosclerosis. This ratio is directly correlated to the
Framington risk score, which is used to estimate the risk of cardiovascular heart
diseases.

• ‘c/a’ Ratio: This ratio is also the reflection of arterial stiffness. It is used to
distinguish the healthy subjects from the subjects having blood pressure history.

• ‘d/a’ Ratio: Evaluation of vasoactive agents is carried out with the help of this
ratio. It is again a reflection of arterial stiffness.

• ‘e/a’ Ratio: It reflects the decrease arterial stiffness.
• ‘(b-c-d-e)/a’ Ratio: It is also known as ageing index (AGI), and it is used to

check the cardiovascular age of the subject.

‘b/a’ and ‘(b-c-d-e)/a’ ratio increases with age of a subject, whereas ‘c/a’, ‘d/a’
and ‘e/a’ ratio decreases with age. The standard values of these ratios from finger
APG for healthy young adults are as follows: b/a: −0.9 (SD = 0.09), c/a: 0.2
(SD = 0.09), d/a: −0.1 (SD = 0.1) and e/a: 0.1 (SD = 0.1) [7].

2.3 Statistical Parameters

VPG- and APG-related quantitative data are analysed by carrying out statistical
analysis summarized by mean, standard deviation and Pearson product. Linear
regression fit is applied to the various features of VPG and APG to find out the
equation and R2-value for the given data by using Excel 2016.

• Mean: Addition of all the data points divided by the total number of data points
gives the mean value for that data set. It is the average value of the data set.

• Standard Deviation: It is one of the very important and commonly studied
statistical feature. It is the measure of dispersion or variation from the average or
mean value of the data set. High standard deviation shows that the data points
are widely spread out, while lower standard deviation shows that the data points
are less dispersed.

• Pearson Product: Pearson product returns the moment correlation coefficient
‘r’, which ranges from −1 to 1. It is one of the normalized measures of coupling.
+1 indicate positive correlation, zero indicate no correlation and −1 indicate
negative correlation.

• Linear Regression Fit: It calculates an equation which minimizes the distance
between the fitted line and the set of data points. R2 is the statistical measure of
how well the model can predict the data, and the value is always between the ‘0’
and ‘1’. Higher value of R2 closer to ‘1’ shows that the predicting model is the
better fit for the data studied. As the order of polynomial fit increases the R2

value also increases, decreasing the variation between the predicting model and
the data set studied.
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3 Results

Analysis ofVPGandAPGof theCPPGcaptured from frontal lobe for the 19 subjects is
carried out by the authors. Time indices like CT andΔTweremeasured based onVPG,
while amplitude indices like ‘a’, ‘b’, ‘c’, ‘d’, ‘e’ and related ratioswere calculated based
on APG. Pearson correlation product was calculated between the various measured
extrema of APG and is as shown in Table 2. Table 3 shows the mean and standard
deviation of first derivative-related features such as crest time and delta T.

‘a’, ‘c’ and ‘e’ are positive extrema so the Pearson product of correlation
between these three extrema is positive, whereas ‘b’ and ‘d’ are the negative
extrema so the Pearson product between ‘a’ and ‘b’ ‘d’ is negative. Linear
regression fit was checked for all the measured time and amplitude indices. Figure 4
and 5 show the linear fit, R2 value, mean and standard deviation for CT, ΔT, ‘b/a’,
‘c/a’, ‘d/a’, ‘e/a’ and ‘(b-c-d-e)/a’ ratio, respectively. Table 4 shows the correlation
coefficient R2 for the regression fit of various VPG and APG features.

Table 2 Pearson product
correlation feature of APG
features

APG features Pearson product Correlation

a & b −0.912962 Highly negative
a & c 0.8979923 Medium-high positive
a & d −0.908638 Highly negative
a & e 0.8531958 Medium-high positive

Table 3 Mean and standard
deviation of VPG and APG
features

VPG and APG features Mean ± standard deviation

Crest time 49.05 ± 8.28
Delta T 70 ± 8.0
b/a ratio −0.4911 ± 0.1787
c/a ratio 0.3269 ± 0.1441
d/a ratio −0.3191 ± 0.1048
e/a ratio 0.1488 ± 0.0796
(b-c-d-e)/a ratio −0.6478 ± 0.2233

Fig. 4 Linear fit for first derivative (velocity photoplethysmogram) based features such as crest
time and delta T. For crest time, −0.5404X + 54.456 is the equation of linear fit, R2 = 0.1345. For
delta T, −0.6719X + 80.877 is the equation of linear fit, R2 = 0.0953
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Linear Fit for b/a ratio of APG: Equation of 
Linear Fit is y=0.0086X-0.5767, R2=0.0725  

Linear Fit for c/a ratio of APG: Equation of 
Linear Fit is y=0.0053X+0.2737, R2=
0.0433 

Linear Fit for d/a ratio of APG: Equation of 
Linear Fit is y=-6E-05X-0.3185, R2=1E-05 

Linear Fit for e/a ratio of APG: Equation of 
Linear Fit is y=0.0054X+0.0953, R2=0.1431 

Linear Fit for (b-c-d-e)/a ratio of APG: 
Equation of Linear Fit is y=-0.0021X-
0.6272, R2=0.0027 

Fig. 5 Linear fit for various velocity photoplethysmogram and acceleration photoplethysmogram
features
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4 Discussion

NIRS-based brain imaging technique is relatively new and has great potential in
various daily/routine bio-signal monitoring [11]. By detecting the absorption of
NIR light cerebral blood flow changes are detected from cortical brain regions. This
technique offers good temporal and spatial resolution. Acquisition of PPG is easy as
compared to the acquisition of electroencephalogram (EEG) brain signal or elec-
trocardiogram (ECG) heart signal. Though it is much difficult to estimate the
stiffness of blood vessels in vascular bed at the cranial site. Brain-related various
parameters such as activity-related blood flow changes and coherence can be found
out from the CPPG. This acquired signal is not only useful for study of brain but
heart-related various parameters such as heart rate (HR), respiratory rate (RR),
cardiac output, blood oxygen saturation (SpO2), blood pressure (BP), haemoglobin
(Hb) and vascular health can be predicted from an acquired CPPG brain signal.
Study related to CPPG signal can be carried out in depth for accurate interpretation
of head–heart coupling. NIRS technique-based CPPG is a promising technique in
early diagnosis of vascular diseases (atherosclerosis) and can be used as a cheaper
screening technique. Atherosclerosis means clogging of arterial anywhere in the
body. The relationship between cardiovascular risk factors and the second
derivative-related indices has been analysed widely. Fourth-order differentiator is
also used by the researchers. Order of differentiator used decides the suppression of
high-frequency components. Various levels or order of differentiator can be
implemented by using only hardware components [10, 12–14].

5 Conclusion

Arterial stiffness measurement can be carried out non-invasively by using PPG
signal. PPG signal varies in amplitude, shape and upstroke time with respect to the
measurement site [15]. Work was carried out by the authors on the various time
indices and amplitude indices of CPPG signal. Age is an important factor for
change in contour of the PPG/CPPG signal. As the age increases, the VPG-related
parameter, ΔT, decreases. As age increases, arterial elasticity decreases

Table 4 Correlation
coefficient R2 for VPG and
APG features

VPG and APG features R2 Correlation

Crest time 0.1345 Weak correlation
Delta T 0.0953 Weak correlation
b/a ratio 0.0727 Weak correlation
c/a ratio 0.0433 Weak correlation
d/a ratio 1E-05 Very weak correlation
e/a ratio 0.1431 Weak correlation
(b-c-d-e)/a ratio 0.0027 Very weak correlation
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(artery stiffness increases) and in turn arterial compliance also reduces. This leads to
increase in the pulse wave velocity (PWV) and affects the haemodynamics [12].
The result shows a strong correlation between the APG-related amplitude indices.
Various APG-related ratios obtained from CPPG signal for healthy young adults are
almost in line with the standard values of finger APG. Linear regression fit applied
to all the VPG- and APG-related features showed lower R2 value (closer the value
of R2 to 1, then better the fit and vice a versa). This shows that the studied data set is
related to the biological human parameters (which are highly non-linear), so higher
order polynomial fit would be the best predicting model than the linear regression
fit. NIRS-based optical brain imaging system to capture CPPG is safe (radiations
free), compact, inexpensive and easy to use. It provides high temporal resolution
and is used safely to study the cortical blood volume changes in infants as well as
adults.
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Fuzzy Decision-Based Reliable Link
Prediction Routing in MANET Using
Belief Propagation

K. G. Preetha and A. Unnikrishnan

Abstract Mobile ad hoc networks (MANET) are well suited, when the application
demands quick network configuration and faces difficulty to set up the infrastruc-
ture for communication. Node mobility is not predictable in MANET, so that the
topology keeps changing dynamically, thereby making the decision of routes also
dynamic. In this paper, an attempt is made to predict the longevity of the links by
utilizing fuzzy decision process and belief propagation. Initially, the link is selected
based on the signal strength while the final choice accommodates the node energy
also. Two methods are introduced (i) link prediction routing (LPR) and (ii) reliable
link prediction routing (RLPR) to discover most reliable link in the context of
arbitrarily node and link failure. At each node, the decision to propagate the belief is
the consequence of the fuzzy decision taken on the signal strength and node energy.
Two methods are compared with other on-demand algorithms AODV and DSR in
respect of various performance parameters for different simulation timings, based
on the average values generated out of 1000 independent runs.
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1 Introduction

MANETs are always plagued by unstable routes. The frequent movement of nodes
and the deteriorating energy levels in nodes undermine the sustained availability of
routes. Literature is abuzz with an opulent collection of solutions and techniques to
tackle the problems in routing [1]. Routing algorithms in MANETs are generally of
two types—proactive and reactive. Simulation studies reveal that the reactive
routing algorithms are more effective for MANETs than the proactive algorithms [2,
3]. Among the many reactive algorithms, ad hoc on demand distance vector
(AODV) and dynamic source routing (DSR) [1] have attracted the attention of the
researchers on account of the simplicity of the approach and the commendable
performance. The high mobility of the nodes in network leads to frequent disruption
in route [4], when the intermediate node informs the incidents via special packets to
the source. In case of AODV and DSR, the routes have to be established all over
again. The re-establishment of route is achieved by flooding with a large number of
control packets, which results in substantial overhead. Many methods have been
reported to alleviate the overhead in route establishment [5, 6].

A method based on random walk has been demonstrated in [7], for establishing
connectivity by accumulating the probability of choosing one of the links ema-
nating from a node. Following this idea, a score is generated based on the degree of
connectivity and signal strength in the proposed link prediction routing (LPR). The
path having the highest accumulated score is declared as the route from source to
destination. The idea of LPR is extended to reliable link prediction routing (RLPR),
when the signal strength and residual energy of the nodes decide the generation of
the score. Selection of the route is carried out in the same way in both the cases. The
inclusion of the node life time along with the link life time in the prediction of the
route enhances the robustness of the route selection process.

The rest of the paper is organized as follows. Section 2 discusses the related
research in the field of belief propagation and link prediction. Proposed algorithms
LPR and RPLR are presented in Sect. 3. Results and discussion are given in Sect. 4
and a conclusion in Sect. 5.

2 Related Research

The literature review reveals that many methods have been developed for predicting
the good neighbours from a given node [8]. A Gauss-Markov random process
presented in [9] estimated the mobility of a node based on speed and direction. The
method does not consider life time of a node. Historical-based prediction is carried
out in [10]. Storing historical data for large network is challenging. Belief propa-
gation [11] is a message passing technique and recursively update the computations
locally based on the message received from the neighbouring nodes. In [12], a load
balancing algorithm is proposed using belief propagation. Improving PDR or
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throughput is out of the scope of the algorithm. A distributed algorithm is proposed
in [13] which address the cell association and subcarrier allocation. The algorithm
does not predict the future life of nodes and links in the network.

Gaussian sum cubature belief propagation (GSCBP) proposed in [14] uses the
Gaussian sum to represent the messages propagated through neighbouring vehicles,
which provides accuracy in communication. This method tries to increase the
communication accuracy but no attempt is made to predict the life of the link. Paper
[15] utilizes the information kept in the cache of each base station (BS) which
transmits the cached information to neighbouring BS. The routes are established by
the BS combining the cached information through collaborative action. As claimed
by authors the collaborative collection can lead to the reduction of the average delay
and network overhead in route establishment. However, the restrictions on the
memory to cache large amount of data from neighbouring BS often reduce the
effectiveness of the approach.

3 Link Prediction with Proposed Approach

The discussions in the previous sections lead to the conclusion that the frequent
breakage of links in MANET necessitates regular establishment of route. Link
break occurs because of the node failure or the link failure. The present work
addresses the two failures as mentioned above and new prediction strategy is
evolved to find out the good quality neighbours. The neighbouring nodes finally
contribute to the routes by propagating the belief from each node. The route finding
process proposed here arrives at the final route by assessing the belief content
received at the destination. While the belief is generated from the reliable links from
a node in the case of LPR, the RLPR incorporates the node life time also for
improving the robustness of the route established. The LPR estimates the link
reliability based on the signal strength between the two neighbouring nodes. The
signal strength is normalized across all the branches emanating from a given node
which generates the transition probability pij for propagating the belief from a given
node i. Referring to Fig. 1

pij =
Sij

∑n
j = 1 Sij

, where n is the degree of the ith node. ð1Þ

Each node i receives the belief from the previous node. Node i multiplies the
belief bi with pij and forwards to node j. For the source node belief is 1. Finally, the
path with the highest accumulated belief is selected by the destination node.

In the second method, reliable link prediction routing (RLPR) proposed here, the
node and link life time with respect to the node energy (X1) and signal strength
(X2) are both considered. A fuzzy function on the node energy and signal strength,
which are treated as fuzzy linguistic variables, is computed to establish the node
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transition probability. The signal strength and node energy are fuzzy field using the

fuzzy membership function given by µ(x) = e− x− cið Þ2 ̸2, for the ith fuzzy set and x
could represent either node energy or signal strength.

The support for the fuzzy sets is defined as {0 to 1} and i = 1 to 5 defines the
five fuzzy sets on the variable x as shown below:

Very low Low Medium High Very high

Thus, ci ∈ {0.05, 0.25, 0.5, 0.75, 1}.
For a given node i, the transition probability pij is computed using a fuzzy

function evaluated on the basis of the rule base given in Table 1.
A typical rule could be formulated.
If X1 is low and X2 is very low, then consequent is very low.

Fig. 1 Computation and propagation of belief

Table 1 Rule base

Signal strength/residual energy Very low Low Medium High Very high

Very low (V.L) V.L V.L V.L V.L V.L
Low (L) V.L L L L L
Medium (M) V.L L M M M
High (H) V.L L M H V.H
Very high (V.H) V.L L H V.H V.H
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To decide the transition from node i to node j, the belief is accumulated across all
the routes and compute the fuzzy decision.

qij =
∑5

l = 1 ∑
5
m=1 μl x1ð Þμm x2ð Þclm

∑5
l = 1 ∑

5
m=1 μl x1ð Þμm x2ð Þ ð2Þ

The transition probability pij is given by

pij =
qij

∑n
j = 1 qij

, where n is the degree of the ith node. ð3Þ

Destination node selects the route with the highest value of belief in the same
way as discussed in the case of LPR.

4 Results and Discussions

LPR and RLPR are implemented in NS2 simulator with varying simulation time.
The performance of the proposed work is evaluated based on the parameters PDR,
network overhead, packet drop and end-to-end delay. Simulation scenario is
described in Table 2. The simulation of the network scenario is executed for the

Table 2 Simulation
parameters

Parameters Options/value chosen

Routing protocols AODV, DSR
Mac protocols IEEE 802.15.4
Number of nodes 50
Simulation area 500 × 500
Packet size 512 bytes

Simulation time 100, 200, 300, 400 s

Fig. 2 Comparison of
AODV, DSR with LPR and
RLPR in terms of PDR.
The PDR is the average of the
result of 1000 independent
runs

Fuzzy Decision-Based Reliable Link Prediction Routing … 431



Fig. 3 Comparison of
AODV, DSR with LPR and
RLPR in terms of packet drop

Fig. 4 Comparison of
AODV, DSR with LPR and
RLPR in terms of routing
overhead

Fig. 5 Comparison of
AODV, DSR with LPR and
RLPR in terms of end-to-end
delay
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durations, viz. 100, 200, 300, and 400 s. Figures 2, 3, 4 and 5 clearly bring out the
better performance of LPR and RLPR in comparison with AODV and DSR. For
evaluating the PDR, 1000 independent runs were carried out for each duration and
the average of each is calculated, along with its variance for all the four methods.
Results are listed in Table 3, which clearly show that the mean value of the PDR of
both LPR and RLPR is better than AODV and DSR. The lower value of the
variance also underscores the confidence of the proposed algorithms in respect of
PDR. Figure 2 illustrates the improvement in the PDR. Similarly, packet drop and
network overhead are also seen to be significantly lower in LPR and RLPR as
against the other two methods, which is evident from Figs. 3 and 4. While Fig. 5
portrays the comparison of LPR, RLPR, AODV and DSR based on end-to-end
delay, it is observed that both the LPR and RLPR have less delay than AODV and
DSR. But the delay in RLPR is slightly more than the LPR. The path established by
RLPR may not be the shortest and hence could face increased delay, though RLPR
achieves improved robustness in terms of consistently high values of PDR and
lesser number of packet drops.

5 Conclusions

The paper has proposed and evaluated two on-demand routing algorithms for
MANET. The main objective of the methods proposed, viz. LPR and RLPR, is to
select the route that could be stable from source to destination. It is shown that the
routing will be most successful by selecting those nodes having the best neigh-
bouring node for data forwarding. Both the methods establishing the route by
propagating the belief from the source to the destination nodes. The first method
LPR is formulated based on the signal strength only to calculate the transition
probability of a given node. The best path is selected based on the belief accu-
mulated at the destination node. The second method RLPR strengthens the path
identification by using the node energy, in addition to signal strength. The transition
probability is calculated on the basis of a fuzzy decision function, extracted from a
rule base with signal strength and residual energy as antecedence. Simulation

Table 3 Mean and variance
of 1000 independent runs.
The relatively high value of
PDR shows the improvement
in performance of LPR and
RLPR, while the low value of
variance indicates the
trustworthiness

Protocol PDR Simulation time
100 200 300 400

AODV Mean 67.540 70.758 70.393 73.134
Variance 8.329 6.010 7.472 6.47

DSR Mean 72.072 67.344 69.583 71.864
Variance 7.513 7.456 8.23 8.029

LPR Mean 72.23 74.16 82.76 82.88
Variance 7.319 6.441 5.954 5.992

RLPR Mean 71.69 75.846 85.149 85.759
Variance 8.583 5.669 4.137 4.17
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studies carried out on 1000 independent run for different durations from 100 to
400 s and reveal that the LPR and RLPR perform much better than AODV and
DSR. The delay is observed to be little higher for the RLPR in comparison with
LPR possibly because of landing in a longer path in the pursuit to achieve a higher
robustness, manifest in terms of large PDR. The choice between LPR and RLPR is
decided by the application which weighs fast delivery against robustness.
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Adaptive PET/CT Fusion Using
Empirical Wavelet Transform

R. Barani and M. Sumathi

Abstract Empirical Wavelet Transform (EWT) is an adaptive signal decomposition

technique in which the wavelet basis is constructed based on the information con-

tained in the signal instead of a fixed basis as in standard Wavelet Transform (WT).

Its adaptive nature enables EWT in many image processing applications like image

denoising, image compression, etc. In this paper, a new adaptive image fusion algo-

rithm is proposed for combining CT and PET images using EWT. EWT first decom-

poses both the images into approximate and detailed components using the adaptive

filters that are constructed according to the content of an image by estimating the fre-

quency boundaries. Then, the corresponding approximate and detailed components

of CT and PET images are combined by using appropriate fusion rules. An adap-

tive EWT image fusion, a newly proposed method, is compared with standard WT

fusion using the image quality metrics, image fusion metrics and error metrics. The

quantitative analysis proved that the newly proposed method results in better quality

than the standard WT method.

Keywords PET/CT Fusion ⋅ Medical image fusion ⋅ Adaptive image fusion

EWT fusion ⋅ Quality metrics ⋅ Empirical Wavelet Transform

1 Introduction

In medical scenario, multimodality imaging has a significant consign in many clin-

ical applications like cancer screening, staging, response monitoring, neurological

assessment, drug development, etc. Multimodality imaging is the technology that

efficiently combines morphological images with functional images either acquired at
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different times or simultaneously for a better understanding of disease and

physiological condition during preclinical and clinical activities. The primary imag-

ing modalities like CT, MRI, PET, SPECT, ultrasound and X-Ray provides either the

anatomical information or the functional information. But to diagnose and localize

the problems correctly and accurately, the physician needs both the information in

a single image. So, the need arises to combine the anatomical imaging like CT and

MRI with any of functional imaging PET and SPECT [1].

Image fusion is the technique of achieving a superlative image by gaining the

information from two or more images of same or different modality. Recently, image

fusion is attaining its importance in many applications, since it results in a unique

image which is more valuable than any of the source images in terms of wealthy

content, minimized redundancies and artifacts. Image fusion operation can be per-

formed either in the spatial domain or in the transformed domain of an image [2].

In image fusion algorithms like simple and weighted average, maximum/minimum,

median and rank, PCA, ICA, CCA and other HIS-based algorithms [3], the fusion

operation is based on spatial-related information like pixel intensity value, mean,

standard deviation and other statistical-related information of images. These meth-

ods do not consider the spectral information of an image. But most of the salient

image features are spectral-related information. Whereas image fusion in transform

domain considers spectral-related information which is represented as multi-scales

or multi-resolutions [4]. At the early stage of multi-scale image fusion, pyramid rep-

resentation was adopted for image representation. Later, the wavelets have proved

its ability in getting more directional information and well performed than pyramid-

based methods. Recently, several extensions such as Ridgelet, Ripplet, Curvelet and

Contourlet are introduced for multi-scale image representation and also for image

fusion.

Though multi-scale representation-based image fusion methods like standard

WTs are superior than spatial fusion methods, they are not adaptive to the content of

an image. Because they use fixed basis functions for decompositions. But biomed-

ical images and signals normally have nonlinear and non-stationary stuff that can-

not be processed using these rigid methods. So, an adaptive image representation

where the filters are generated according to the information of an image is required.

Huang et al. proposed a new adaptive representation called Empirical Mode Decom-

position (EMD) [5]. Its basic idea is to represent a signal as collection of principal

modes present in the signal spectrum. But the main drawback of this method is that

there is no mathematical background and is too sensitive to any noise existing in

the signal. Later, Jerome Gilles introduced a different approach known as empir-

ical wavelet transform [6] based on EMD and WT. EWT is an adaptive transfor-

mation method, which constructs its wavelet basis based on the characteristics of a

signal. The content-adaptive filters are more useful in many medical image process-

ing applications like automated diagnosis of glaucoma in digital fundus images [7],

EEG seizure detection [8], automatic detection and classification of heart sounds and

murmurs [9].

This paper proposes a new adaptive image fusion algorithm using EWT to incor-

porate the functional information from PET image into the anatomical information
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of CT image and to provide a standalone ideal image for better diagnosis. To perform

image fusion, the automatically constructed adaptive filters by EWT are applied on

the images to decompose into approximate and detailed coefficients. Then, the corre-

sponding coefficients of both the images are combined using the simple average and

maximum selection rule. At the end, the resultant fused image is obtained by inverse

EWT. The proposed method is compared with normal WT fusion method using

the image quality metrics: Spatial Frequency (SF) and Shannon Entropy (ENT),

image fusion metrics: Fusion Factor (FF), Fusion Measure (QAB∕F
), Fusion Qual-

ity Index (Q(A, B, F)), Mutual Information (MI), and Structural Similarity Index

Metric (SSIM) and error metrics: Root Mean Square Error (RMSE) and Percentage

Fit Error (PFE).

2 EWT: An Overview

The basic idea of EWT is to construct a set of empirical wavelets which are adaptive

to the content of processing signal and then to decompose the signal using the con-

structed empirical wavelets in the conceptual framework of standard wavelet theory.

2.1 Empirical Wavelets

Empirical Wavelets (EW) [6] are the adaptive band-pass filters constructed over each

node in the spectrum of a signal. For example, consider the Fourier spectrum with

the interval [0, 𝜋] which is divided into N continuous segments. Let 𝜔n be the lim-

its between each segment, where 𝜔0 = 0 and 𝜔N = 𝜋. There is a transition phase of

width around each 𝜔n. Each segment in the spectrum can be obtained as the differ-

ence between two limits as |𝜔n−1 − 𝜔n|. If the segment in the spectrum is specified

by 𝛬n, the entire Fourier spectrum can be obtained as the union of all the segments

and is given by
⋃N

n=1 𝛬n. The partitioning of Fourier spectrum into N segments is

shown in Fig. 1.

Then, EW can be defined as band-pass filters on each 𝛬n, based on the idea of

Littlewood–Paley and Mayers wavelets [10]. The empirical scaling function ̂
𝜙n(𝜔)

Fig. 1 Partitioning of a Fourier spectrum
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and empirical wavelets function �̂�n(𝜔) are expressed by (1) and (2), respectively.

̂
𝜙n(𝜔) =

⎧
⎪
⎨
⎪
⎩

1 if |𝜔| ≤ (1 − 𝛾)𝜔n,

cos[ 𝜋
2
𝛽( 1

2𝛾𝜔n
(|𝜔| − (1 − 𝛾)𝜔n)] if (1 − 𝛾)𝜔n ≤ |𝜔| ≤ (1 + 𝛾)𝜔n,

0 otherwise.
(1)

and

�̂�n(𝜔) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1 if |𝜔| ≤ (1 − 𝛾)𝜔n,

cos[ 𝜋
2
𝛽( 1

2𝛾𝜔n+1
(|𝜔| − (1 − 𝛾)𝜔n+1)] if (1 − 𝛾)𝜔n+1 ≤ |𝜔n| ≤ (1 + 𝛾)𝜔n+1,

sin[ 𝜋
2
𝛽( 1

2𝛾𝜔n+1
(|𝜔| − (1 − 𝛾)𝜔n)] if (1 − 𝛾)𝜔n ≤ |𝜔| ≤ (1 + 𝛾)𝜔n,

0 otherwise.

(2)

where 𝜔n is the segment limit and 0 < 𝛾 < 1.

2.2 Empirical Wavelet Transform

The EWT, wz
f (n, t) [6] can be defined as similar to standard WT such that the detail

coefficients are obtained by the inner product of processing signal with the empirical

wavelet �̂�n(𝜔) as shown in (3).

wz
f (n, t) =< f , 𝜓n >= (̂f (𝜔)�̂�n(𝜔))∨ (3)

and the approximation coefficients can be obtained by the inner product of processing

signal with the scaling function ̂
𝜙n(𝜔) as in (4).

wz
f (0, t) =< f , 𝜙1 >= (̂f (𝜔) ̂𝜙1(𝜔))∨, (4)

where ̂
𝜙n(𝜔) and �̂�n(𝜔) are defined in Eq. (1) and Eq. (2), respectively. The recon-

struction of the processing signal is obtained by the inverse EWT and is given by (5).

f (t) = (ŵ𝜖

f (0, 𝜔) ̂𝜙1(w) +
N∑

n=1
ŵ𝜖

f (n, 𝜔)�̂�n(w))∨ (5)

2.3 Tensor 2D EWT

To apply EWT for an image, first 1D EWT is extended to 2D EWT using a tensor

approach [6, 11]. According to this approach, the filter bank containing the set of row
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Table 1 Algorithm for 2D tensor empirical wavelet transform

1 Input the image I of size r × c.
2 For each row of I compute 1D FFT, F1,x(I)(i, 𝜔1);

then calculate the average ̃Frow(𝜔1).
3 For each column of I compute 1D FFT, F1,y(I)(j, 𝜔2);

then calculate the average ̃Fcol(𝜔2).
4 Perform the boundaries detection on ̃Frow(𝜔1) to get the set of Fourier

boundaries 𝛺row and obtain the row filters 𝛽row.

5 Perform the boundaries detection on ̃Fcol(𝜔2) to get the set of Fourier
boundaries 𝛺col and obtain the column filters 𝛽col.

6 Filter the input image I along the rows with 𝛽row and obtain m output
images.

7 Filter the input image I along the column with 𝛽col and obtain n
output images.

8 Output the row and column filters and the output images.

filters and column filters is obtained initially based on the content of an image and

then applied on an image to obtain the multi-scale representation. The adaptive filter

bank is obtained using the following steps: first apply 1D FFT on each row and obtain

the average row spectrum. Then, detect the Fourier boundaries using the detection

technique [12] on the average spectrum and obtain the row filter bank. Repeat the

same procedure for columns and obtain the column filter bank. Apply now, row and

column filter bank on the image to achieve multi-scale decomposition containing

one approximate component and many detailed components. On considering I as the

image with r rows and c columns, the pseudocode for 2D Tensor EWT algorithm for

multi-scale decomposition is given in Table 1.

3 Image Fusion with EWT

To perform image fusion using EWT, initially PET and CT images are decomposed

into a set of band-pass filtered components using 2D tensor EWT as mentioned in

Table 1. Assume that the 2D tensor EWT algorithm constructs m1 row filters and n1
column filters for CT image and m2 row filters and n2 column filters for PET image.

Usually, if the filter bank has m row filters and n column filters, after decomposition,

it results in m × n components (one approximate component and mn-1 detailed com-

ponents). The approximate component contains the blurred version of base informa-

tion of an image and detailed component provides the important features like edges

and corners that exist in an image. The corresponding approximate and the detailed

components of CT and PET images are combined using the appropriate fusion rule.
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Table 2 Algorithm for adaptive image fusion using empirical wavelet transform

1 Input the source images I1 and I2 of size r × c.
2 Obtain the row and column filters and decomposed components for image I1

using the steps 2 through 7 in Table 1. Let them be
Row Filters: {rf (1)1 , rf (1)2 … , rf (1)m1 }, Column Filters: {cf (1)1 , cf (1)2 … , cf (1)n1 }

and the decomposed components: {C(1,1)
I1

,C(1,2)
I1

… ,C(m1,n1)
I1

}

3 Similarly, obtain the row and column filters and decomposed components
for image I2 using the steps 2 through 7 in Table 1. Let them be
Row Filters: {rf (2)1 , rf (2)2 … , rf (2)m2 }, Column Filters: {cf (2)1 , cf (2)2 … , cf (2)n2 }

and the decomposed components: {C(1,1)
I2

,C(1,2)
I2

… ,C(m2,n2)
I2

}

4 Combine the approximate coefficients C(1,1)
I1

and C(1,1)
I2

using adaptive-weighted
average rule to obtain C(1,1)

If
.

5 Combine the detailed coefficients C(1,2)
I1

. . . C(m1,n1)
I1

of image I1 and
C(1,2)

I2
. . . C(m2,n2)

I2
of image I2 using maximum selection rule to obtain the

combined detailed coefficients C(1,2)
If

. . . C(m,n)
If

.
6 Construct the combined row and column filters {rf (f )1 , rf (f )2 … , rf (f )m }

and {cf (1)1 , cf (1)2 … , cf (1)n2 }, from row and column filters of I1 and I2
using the average and maximum selection rule.

7 Obtain the fused image If by inverse 2D EWT of combined approximate.
and detailed components using the combined filters.

And also, the corresponding row and column filters of CT and PET images need to

be combined using the appropriate fusion rule for reconstruction.

In this paper, adaptive-weighted average rule for combining approximate com-

ponents and maximum selection rule for combining detailed components has been

adopted. Then, obtain the row and column filters of combined component by apply-

ing the average and maximum selection rule on row and column filters of two source

images. The resultant fused image is obtained using the inverse 2D tensor EWT on

the combined approximation and detailed components using the combined row and

column filters. The obtained fused image contains the base information and also the

salient features from both the images. The obtained fused image is more informa-

tive and visible for easy diagnosis. The pseudocode for an adaptive image fusion

algorithm using EWT is given in Table 2.

4 Experimental Data and Analysis

The proposed adaptive medical image fusion algorithm using EWT is tested on Rider

Lung PET/CT data available in The Cancer Imaging Archive (TCIA) and the real

data. In this paper, the source and fused images of two real data sets are presented.
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The data set1 is an axial view of CT and PET images of a neck showing necrotic mass

lesion of 39 years patient. Data set2 is an axial view of CT and PET images of a neck

showing a mass lesion in apicoposterior segment of right upper lobe. Both the data

sets are in jpg format. Since the quality and content of output image is more impor-

tant, the resultant image of the proposed method is compared with standard WT

fusion method using the non-reference image quality metrics: SF, ENT, image fusion

metrics: FF, Q(AB/F), Q(A, B, F), MI, SSIM and error metrics: RMSE, PFE [13].

5 Results and Discussion

5.1 Data Set1

Figure 2a–d shows the source and fused images of data set1 and of size 336× 272.

Figure 2a is a CT image which contains the information about bony structures;

Fig. 2b is a PET image showing the metabolic activity of necrotic mass lesion in

the base of tongue which is not captured in CT image; Fig. 2c and 2d are the fused

images of WT and EWT fusion methods, respectively. The fused image from the pro-

posed method extracts the important features from both images and also it retains the

contrast and clarity compared to WT method.

In data set1, the 2D tensor EWT detects 4 row and 5 column boundaries for CT

image which results in 5 row and 6 column filters. The convolution of these adaptive

filters with the CT image results in 5× 6 decomposed components. For PET image,

2D tensorEWT detects nine rowboundaries and eight column boundaries that results

in ten row filters and nine column filters. The convolution of these adaptive row and

column filters with the PET image results in 10× 9 decomposed components. For

both images, the component at position (1, 1) is an approximate component and the

remaining are detailed components.

During the fusion process, the approximate coefficients are combined using sim-

ple average rule. The detailed coefficients, row and column filters are combined using

the maximum selection rule. The detailed components from the first five rows and six

Fig. 2 Source and fused images of data set1, a CT image, b PET image, c WT method and d EWT

method
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Table 3 Quantitative analysis of data set1

Quality

metrics

SF ENT FF QAB∕F
Q(A, B, F) MI SSIM RMSE PFE

WT

method

0.036 0.817 1.581 0.590 0.473 −0.187 0.966 0.396 57.60

EWT

method

0.054 0.850 2.762 0.616 0.954 1.975 0.984 0.349 46.3

columns of CT and PET images were combined using the maximum selection rule

and the detailed components from the remaining rows and columns of PET image are

just copied for the resultant image. Similarly, five row filters and six column filters

are combined using the maximum selection rule, and the remaining row and column

filters of PET image are just copied. Once the combined approximate and detailed

coefficients, combined row and column filters are formed, the resultant fused image

is reconstructed using inverse 2D Tensor EWT transform.

The quantitative analysis of proposed method and WT method is given in Table 3.

Higher values of SF and ENT for the proposed method depict that the fused image

from proposed method is better in terms of contrast, sharpness and edge clarity than

WT method and also the values of FF, QAB∕F
, and Q(A, B, F), MI and SSIM clar-

ify that the proposed method extracts important features from the source images

effectively than the WT method. The error metric also proved that the new method

outperforms the WT method by reducing the occurrence of error.

5.2 Data Set2

Figure 3a–d shows the source and fused images of data set2 and of size 624× 528.

Figure 3a is CT image which contains the information about hard tissues like bone;

Fig. 3 Source and fused images of data set2, a CT image, b PET image, c WT method and d EWT

method
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Table 4 Quantitative analysis of data Set2

Quality

metrics

SF ENT FF QAB∕F
Q(A, B, F) MI SSIM RMSE PFE

WT

method

0.049 0.817 1.582 0.616 1.954 −0.187 0.974 0.3499 57.62

EWT

method

0.056 0.965 3.488 0.626 2.385 0.247 0.988 0.3463 40.47

Fig. 3b is a PET image showing the metabolic activity of necrotic mass lesion

(as pointed in Fig. 3b) in apicoposterior segment of right upper lobe which is not

shown in CT image; Fig. 3c and 3d are the fused images of WT and EWT fusion

methods, respectively. The resultant fused image of proposed method shows that the

salient features from both images are extracted and combined effectively and also

retaining the contrast compared to WT method.

In data set2, the 2D tensor EWT detects 9 row and 16 column boundaries for

CT image which results in 10 row and 17 column filters. The convolution of these

adaptive filters with the CT image results in 10× 17 decomposed components. For

PET image, 2D tensor EWT detects five row boundaries and six column boundaries

that results in six row filters and seven column filters. The convolution of these row

and column filters with the PET image results in 6× 7 decomposed components. For

both images, the component at position (1, 1) is an approximate component, and the

remaining are detailed components.

During the fusion process, the approximate coefficients are combined using sim-

ple average rule. The detailed coefficients, row and column filters are combined using

the maximum selection rule. The detailed components from the first six rows and

seven columns of CT and PET images were combined using the maximum selec-

tion rule and the detailed components from the remaining rows and columns of CT

image are just copied for the resultant image. Similarly, six row filters and seven col-

umn filters are combined using the maximum selection rule, and the remaining row

and column filters of PET image are just copied. Once the combined approximate

and detailed coefficients, combined row and column filters are formed, the resultant

fused image is reconstructed using inverse 2D tensor EWT transform.

The quantitative analysis of proposed method and WT method is given in Table 4.

Higher values of SF and ENT are achieved for the proposed method which depicts

that the fused image from proposed method is better in terms of contrast, sharpness

and edge clarity than WT method and also the values of FF, QAB∕F
, and Q(A, B, F),

MI and SSIM clarify that the proposed method extracts the important features from

the source images effectively than the WT method. The error metric also proved that

the new method outperforms the WT method by reducing the error rate.
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6 Conclusion

This paper successfully implements an adaptive image fusion method for merging of

PET and CT images using 2D Tensor EWT. The proposed adaptive medical image

fusion method based on EWT is tested on Rider Lung PET/CT data available in The

Cancer Imaging Archive (TCIA) and the real data. The objective analysis depicts

that the resultant fused image reveals anatomical information with good contrast

and sharpness including the functional information at the maximum extent. The

subjective analysis of resultant images proved the effectiveness of EWT for comb-

ing salient features from different images for future purpose. Even though it shows

excellency, the problem occurs while combining the detailed components, since the

number of detailed components of CT and PET images differs. And also, the adap-

tive filter banks that are automatically constructed are different and not same in num-

ber. When the filters are averaged for reconstruction, it degrades the performance of

EWT. These problems are to be resolved, if the total benefit of EWT has to be gained

in image fusion applications. Though it has some disadvantages, its adaptive nature

brings its use in many of the image processing domains.
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Sudoku Game Solving Approach
Through Parallel Processing
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Abstract Sudoku is one of the most popular puzzle games of all time. Today,
Sudoku is based on simple rules of placing the numbers from 1 to 9 in the empty
cells of the Sudoku board. After solving the Sudoku, each row, column, and mini
grid should have only one occurrence of each digit between 1 and 9. There are
various approaches introduced to solve the Sudoku game till now. The solutions in
the state of art are computationally complex as the algorithmic complexity for the
solution falls under the class of NP-complete. The paper discusses various solutions
for the problem along with their pros and cons. The paper also discusses the
performance of a serial version solution with respect to execution time taken to
solve Sudoku. With certain modifications and assumptions to the serial version
code, we have evaluated the possible solution and bottleneck in the parallel
approach. The results have been evaluated for the parallelized algorithm on a
normal user machine first, and then on a supercomputing solution box PARA-
MSHAVAK. Finally, the paper is concluded with the analysis of all the three
solution aspects proposed.
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1 Introduction

Sudoku was first published in the year 1984 in the Dell Magazine by the name
“Number Place”. Sudoku is a short form of Su-ji wa dokushin ni kagiru (in Japa-
nese) which means “the numbers must be single” in each row, column, and mini
grid [1]. Sudoku consists of mini grid, cells, grids, and the board. Different mini
grids form different region of the board. Sudoku is well known for its simple rules,
which makes it interesting and simple. Various versions of Sudoku puzzle are
possible for the players to enjoy and enhance their skills of analyzing. Sudoku is
most famous because of the simple rules that it has and in spite of being a game of
numbers, one does not need to know any mathematics or calculation to get the

3 7 8 4 5
9 3 7 4

4
6 5 1 9

8 6
3 5 7
1 8 5 2
4 8 1

2 9 8 1 5

3 7 8 4 5

9 3 7 4
4

6 5 1 9
8 6

3 5 7
8 5 2

4 8 1
7 2 9 8 1 5

3 7 8 4 5
9 3 7 4

4
6 5 1 9

8 6
3 5 7

8 5 2
4 8 1
7 2 9 8 1 5

(a) (b)

(c)

Fig. 1 Showing the description of resolving the Sudoku game: a initial board, b step1, and
c step2. The colored regions specify which numbers are considered to calculate the cell that is
filled with red (step 1) and green (step 2)
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solution of the puzzle, which helps different players to enjoy it. Sudoku board can
be of different sizes like 4 × 4, 6 × 6, 9 × 9, 12 × 12, and 16 × 16 with different
mini grid sizes and the range of numbers that can be filled depending on the board
size. The default Sudoku board consists of filled cells and empty cells, and one has
to determine what values need to be filled in the empty cells by analyzing the row,
column, and mini grid to which the empty cell belongs. Different Sudoku have
different levels of difficulty. The game which has very less number of empty cells is
considered easy, with medium number of empty cells it is considered medium level,
and with most of the cells being empty it is considered difficult. Sudoku is con-
sidered to be an NP-complete problem that is “Non-deterministic Polynomial
Time”. There are different ways to solve the Sudoku problem like brute force,
elimination, assigning values to the cell, and backtracking when no possible move
is left. A method to solve the Sudoku game by logic and analyzing the row,
columns, and mini grids. This is the default 9 × 9 board with 3 × 3 cells (Fig. 1).

2 Existing Solutions for Solving Sudoku Serially

The researchers using algorithmic approaches and heuristics have worked upon
game playing and solution strategies intensively. Sudoku has been one such game
which has been targeted in this direction with numerous approaches and interest-
ingly various alternatives apart from the traditional graph searching techniques has
been suggested in the state of art due to the NP-complete nature of the problem. The
paper here discusses different proposed solutions for the problem with backtracking
and rule-based methods such as hidden single, lone ranger, twin, triplet, locked
candidate, etc. [2]. Further, an attempt has been made to generate a parallel Sudoku
solver. The experimental results will help us understand the computation time and
which method is best.

Brute Force with Backtracking: Brute force as the name suggests is inserting
the numbers in the vacant unit and check [1]. This method is purely based on
individuals analyzing and placing values which the players think to be appropriate.
If the brute force is safe which means if it yields the correct result, so we move on
to the next empty cell and repeat the brute force. If the brute force fails, then we
have to backtrack the entries we made to find out the correct placing of the number,
and this is done until the Sudoku board does not have any empty cells. This
algorithm has its own advantage of finding the solution no matter how hard the
puzzle is as it tries all permutation and combination at every empty cell of the
Sudoku board. But the limitation to this algorithm is the time needed to find the
solution depends on the number of empty cells in the Sudoku board.
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2.1 Rule-Based Methods

Rule-based methods are the methods used to fill the empty cells based on different
rules which will eventually leave very less empty cells than the input Sudoku board,
and some of the rules are discussed below [3].

Naked Singles: In this method, the empty cells are filled that can have only one
value first decreases the number of possible permutation and combination in the
empty cells that are in the same row, column, and mini grid [4]. Sometimes, filling
the naked singles will eliminate a choice in another empty cell because the number
is already used as a naked single in either the same row, column, or mini grid.

Hidden Singles: In some cases, there exist multiple values that can be filled in an
empty cell but the extra values do not make the exact solution visible, which again
is found out by analyzing the row, column, and mini grid, and the values that cannot
be filled are eliminated [5].

Naked Pair: Sometimes, there are two common possible values in an empty cell,
and it is repeated in two other empty cells of the same row, column, or mini grid [6].
The rule is to remove this common pair from all other empty cells, and then, we can
apply hidden singles or naked singles to fill an empty cell, and hence reducing the
combination to the value that needs to be filled in that empty cell.

Hidden Pairs: Hidden pairs can be identified if there exist two cells in a mini grid
with the same pair of value that can be filled in that empty cell, then the remaining
possible values are discarded from the cells. This method can be used to find hidden
triplets or hidden quads only difference being that there should be three or four
common values among the empty cells possible values [7].

Naked Triple: There are three common likely values in three empty cells of the
same row, column, or mini grid. The value that is common in these empty cells is
removed from all other empty cells [8].

3 Algorithm for Serial Code

Step 1: Initialization: input Sudoku board.

Step 2: While (empty_cell_exists) repeat steps 3 to 7: Sudoku board is still
unsolved.

Step 3: Find_empty_cell in the Sudoku board: the cells where value needs to be
placed.

Step 4: Place a number between 1 to grid size in the empty cell and check if is
valid or not: checking all values by placing it in the empty cell to find the
correct value.
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Step 5: If the placed number is not the same row go to step 6 else go to step 8: the
values should be unique in the same row.

Step 6: If the placed number is not the same column go to step 7 else go to step 8:
the values should be unique in the same column.

Step 7: If the placed number is not the same mini grid go to step 3 else go to step
8: the values should be unique in the same row.

Step 8: Go to step 4: placing another value in the empty cell and again check if it is
valid or not.

Step 9: Print feasible solution of the Sudoku board.

4 Existing Solution for Execution Through Parallel
Algorithm

By creating multiple threads in OpenMP, we parallelize the rules that are applied
serially in the previous section so that they can be executed parallely. The main idea
is to first apply elimination that means to find the empty cells that can have only one
value. Lone ranger is found that means finding the hidden single and then finding
twins and triplets then applying depth-first search to find the cell with least number
of possible value and then applying brute force on it. All these methods are applied
PARALLELY on each mini grid. We choose the mini grid in such a way that the
rows and columns are not scanned redundantly. The rules followed in executing the
Sudoku solver parallel are discussed below:

Elimination: This is same as naked singles where we find the empty cells that can
have only one possible value to decrease the number of possibility of the other
empty cells in the same row, column, and mini grid.

Lone Ranger: Lone ranger means there exists multiple possible value in an empty
cell but on analyzing, we can conclude that only one value can go into that empty
cell due to the values present in the partially filled Sudoku board.

Finding Twins: This rule is to find two common values in two cells that can be
filled in those two empty cells, and hence, we have to remove that pair from all the
possible values of empty cells in the same row, column, and mini grid.

Finding Triplets: This rule is to find three common values that can be filled in the
three empty cells in the same row, column, or mini grid. After the triplets are found
out, we remove these common values from all the other empty cells in the same
row, column, or mini grid.
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4.1 Parallel Algorithm

Step 1: Initialization: input Sudoku board.

Step 2: If (empty_cell_exists) repeat steps 3 to 4: Sudoku board is still unsolved.

Step 3: Parallelized elimination process on each mini grid: the empty cells where
only one value can be placed are found out in each grid, and the values
are placed in those empty cells and this is done parallely on each mini
grid.

Step 4: Parallelized lone ranger process on each mini grid: the empty cells where
multiple value can be placed are found out in each grid, and one value
that actually can be placed is found by eliminating all the other values by
analyzing the Sudoku board and this is done parallely on each mini grid.

Step 5: End if.

Step 6: While (empty_cell_exists) repeat step 7 to 8: remaining empty cells are
filled.

Step 7: Apply graph traversal algorithm (depth-first search) on all empty cells
and repeat step 8. Remaining empty cells are filled one by one on the
basis of number of values that can be filled in that empty cell. The empty
cell with minimum number of values it can take if first filled by placing
value between 1 to grid size.

Step 8: Place a number between 1 to grid size in the empty cell and check if is
valid or not repeat steps 9 to 11: checking all values by placing it in the
empty cell to find the correct value.

Step 9: If the placed number is not the same row go to step 10 else go to step 12:
the values should be unique in the same row.

Step 10: If the placed number is not the same column go to step 11 else go to step
12. The values should be unique in the same column.

Step 11: If the placed number is not the same mini grid go to step 7 else go to step
12: the values should be unique in the same row.

Step 12: Go to step 8: placing another value in the empty cell and again check if it
is valid or not.

Step 13: Print feasible solution of the Sudoku board.

Step 14: End.
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PARAMSHAVAK: PARAMSHAVAK is a “Supercomputing Solution in a Box”,
perfect match to the growing high-end computational needs for Scientific, Engi-
neering and Academic Excel. It provides solution to some of the gigantic com-
putational problems in quick time and at an affordable price. It is an initiative to
experience HPC (high-performance computing) power in a true sense. PARA-
MSHAVAK is installed at Manipal University Jaipur. Some specifications of
PRAMASHAVAK are given in Table 1.

5 Experimental Results

The following experimental results have been evaluated and furnished on a single
core, quad core, and a 24-core machine, respectively. The grid sizes have been
considered as 4 × 4 and 9 × 9 for three different difficulty levels, and the exe-
cution time of the program has been observed to degrade with the increase in the
number of cores owing to computational bottlenecks for the parallel code (Table 2).

Table 1 Specification of PARAMSHAVAK

Features Specification

RAM 64 GB ECC DDR3 1866 MHz RAM in balanced configuration
Operating
system

CentOS 6.5

Processor Dual socket Intel Xeon E5-2600 v2 series/ with 10 cores each with minimum
2.2 GHz clock speed with minimum specification 2006_rate od 580

Accelerator (i) Intel Xeon Phi 3120A/3120P card (max 2). Or
(ii) NVidia K20/K40 (max 2) series

Number of
cores

12 hardware cores with 2 hyper threading on each core which makes 12 ×
2 = 24 cores

Hard drive 4 × 2 TB SATA/NL-SAS disks. Total usable space 5.456 TB. 1.455 TB for
System, applications and 4.0 TB for home user

Table 2 Time taken by serial and parallel C code by different number of cores with different grid
sizes

Grid
size

Difficulty level
of Sudoku

Serial C
code 1 core

Parallel C code
(OpenMP: 4 cores)

PARAMSHAVAK
(Serial: 24 cores)

4 × 4 Easy 0m0.002s 0m0.008s 0m0.001s
Medium 0m0.003s 0m0.012s 0m0.001s
Hard 0m0.007s 0m0.010s 0m0.001s

9 × 9 Easy 0m0.003s 0m0.009s 0m0.001s
Medium 0m0.005s 0m0.009s 0m0.001s
Hard 0m0.004s 0m0.055s 0m0.002s
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6 Conclusion and Future Scope

The paper presents a performance analysis of serial and parallel C code for solving the
Sudoku maze. The serial code employs the brute force approach for filling the board
along with the use of rule-based methods to solve the partially filled Sudoku board.
The parallel version of the code first deals with the elimination of naked singles, the
hidden pairs, and the triplets, and then the depth-first search is used to find the cell that
will be filled first. The time taken by both the codes for solving different Sudoku
puzzles with different grid sizes and different levels of difficulty has been evaluated
and reported above. Experimental results clearly show that although various tasks are
done in parallel on eachmini grid, the time taken by the machine to produce a solution
for Sudoku puzzle is not as optimal as in case of serial code. The running algorithm at
the backend for generating the possible solution involves depth-first search with
backtracking. The tree-based depth-first search approach is hard to parallelize as
stated in [9–11] as the nature of traversing the solution which is in our case is Sudoku
maze state require the threads to wait at the root node. This implies that the children or
the possible states of Sudoku cannot be explored simultaneously. The serial code
guarantees to find the solution to the Sudoku board if a solution exists because of
elimination of empty cells by rule-based methods and then applying brute force to the
remaining cells. The serial Sudoku solver is able to solve different levels of difficult
puzzle with different grid sizes in the very short span of time.

However, due to combinatorial nature [12, 13] of the problem, it is interesting to
investigate it with some heuristics or alternatives to the serial approach as the serial
codewill significantly slow down as the size of the Sudoku board increases ormay not
be able to produce the solution due to computational limitations of the machine. In the
above study, 4 × 4 and 9 × 9 boards have been taken into consideration for which the
computational complexity stands out to be nearly 4 × 4! and 9 × 9! So for an n × n
board, the computational complexity will be of order of n × n! for the serial code.
Thus, an attempt was made to break down this computational complexity among the
cores but due to heavy internal dependency of the approach, it becomes hard to find
distributed regions. It is possible to explore the solution through combinatorial
heuristics with some a priori knowledge of the system as discussed in [14]. But still,
the algorithmic complexity will remain significantly on the higher end which can then
be tackled using the parallel processing power of the modern systems [15–17].
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VANET: Security Attacks, Solution
and Simulation

Monika Jain and Rahul Saxena

Abstract Vehicular ad hoc network is introduced through MANET in the year of
2000. They are intelligent system which is implemented in the vehicles to provide
the luxury, comfort, and security to the peoples. At present, the use of vehicles is
growing per year as per user demand. Various researches have been done in
VANET through different perspectives, and security issues in VANET are studied
and resolved. This paper analyzes the various security issues and their proposed
solutions, and the comparative study of this solution is done. Also, the performance
of these security solutions is analyzed.

Keywords Scenario � Ad hoc networks � Simulation

1 Introduction

Wireless networks are increasing day by day; there is not a single person who is not
influenced by wireless network. Wireless ad hoc network is a kind of network
where each node acts as a router. VANET is a special wireless ad hoc network in
which the vehicles act as a node and connect to each other to share the information
like routing info, weather condition, road condition, collision information, etc.

Every node in the network is armed with WAVE protocol is known as on-board
unit (OBU) and fixed part is called road side unit (RSU). Broadly, there are three
types of communication in VANET: node to node communication, node to
infrastructure, and road side to road side communication. When the network nodes
(vehicles) can connect to other network node popularly known as vehicle to vehicle
communication and the network nodes (vehicles) communicate to RSU is called
vehicle to infrastructure communication. Figure 1 describes the VANET scenario.
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The reason behind the popularity of VANET is its characteristics. First, its
dynamic nature due to their highly mobile in nature; becuause of this the node
predictability is also difficult. Second, the topology of the network is always
varying because of the nodes moving at various speeds. Third, sufficient power
storage in VANET, since the nodes in VANET is vehicles there is no issue of
power consumption. Fourth, the network node shares and accepts the information in
a given network, and repeated exchange of routing information is required in
VANET [1]. Figure 2 describes the applications of VANET.

Fig. 1 VANET scenario

Fig. 2 VANET applications
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Some applications of VANET are its safety and comfort application, for
example, download the digital map location, safety monitoring, pay toll taxes,
detection of surrounding condition, driver support, information of fuel usage, etc.
[2]. Security can be a major concern in VANET, and the reason behind security
check in VANET is its frequently change of information with other vehicles. If
some vehicle is exchanging a malicious information, the whole network can be
interrupted and information can be corrupted; this can lead to a serious danger of
lives [3].

2 Requirement of Security

Although VANET provides numerous characteristics and benefits for the users, it
does not have enough security features implemented at present, and it is vulnerable
to the attacks. According to some investigation, it has been found that 60% of
collisions can be evaded if the driver gets the notice half a second earlier to the
collision [4]. VANET is the answer to that, besides the information shared through
network is real. The objective of VANET is to provide the safety and preventing the
accidents or loss by informing the driver timely about other vehicles information.
The only problem is attacks. Figure 3 describes the block diagram of various types
of attacks.

2.1 Routing

These kinds of attacks may attacks on the invincibility of network layer. The
malicious node drops the packets or disrupts the network [5].

a. Black hole attack
A vehicle claims to have a prime route and attracts other nodes to send their
basic information. This could cause the falling of the packet without sending to
others [6] as shown in Fig. 4a.

Fig. 3 Block diagram showing the different types of attacks in VANET
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b. Gray hole attack
In this attack, the evil node fakes in the region by accepting the information and
after receiving the information, the malicious node drops the packets [7] as
shown in Fig. 4b.

Fig. 4 a Black hole attack.
b Gray hole attack. c Sybil
attack
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c. Sybil attack
It can happen when the node creates a greater number of fake names and
behaves like it is larger than hundred nodes to circulate information regarding
the traffic and suggests them to follow alternate routes as shown in Fig. 4c.

2.2 Integrity

The message integrity should be preserved in such a way so that attackers cannot
alter the information, message contents to be trusted [8]. Alteration attacks come
under integrity class. Figure 5 describes the integrity attacks.

2.3 Confidentiality

The messages transmitted between nodes should be prevented from other nodes to
read them. The messages should be encrypted such that the eavesdropping of
malicious nodes cannot happen, and confidentiality is maintained. Eavesdropping is
the common attack on confidentiality. Figure 6 describes the confidentiality attacks.

2.4 Availability

The nodes in VANET available should be all time; this makes the network vul-
nerable to attacks. The DoS attack, black hole attack, jamming attack, and spam-
ming come under this category.

a. Denial of service attack
It is the dangerous one, it mainly attacks availability of network and causes
life-threatening effect on vehicles drivers, and this attack is very dangerous even
for a small instant of time [9]. Figure 7a describes the denial of service attack.

b. Jamming
Jamming attack deliberately transmits radio signals to disturbed the communi-
cations by decreasing the signal-to-noise ratio [10]. Figure 7b specifies the
jamming attack.

Fig. 5 Integrity attacks
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c. Spamming
The messages are transferred so frequently that it can cause the transmission
inactivity. It is distributed network, so it is very hard to control [11].

3 Categories of Attackers

Insider

The attacker present in the network and have access and understanding of the
network. This attacker is dangerous because it has all the detailed information about
the network and can cause damage to it.

Fig. 6 Confidentiality attacks

Fig. 7 a Denial of service attack. b Jamming attack
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Outsider

This kind of attacker is not a participant in the network. However, it tries to damage
the network by attacking its network protocols. However, its range is limited in
comparison to insider.

• Active

Active attacker generates the malicious packets to disturb the network.
• Passive

This kind of attacker only listen/receive the packets in between the nodes. It
does not generate packets.

• Malicious

It aims to harm the nodes and destroy the network without personal intention.
• Rational

It specifically aims to achieve some profit from attack.

4 Security Solution for VANET Attacks

a. Routing Attack Solutions: SEAD
SEAD is the solution for routing attacks in VANET. SEAD, i.e., secure ad hoc
routing protocol is based on DSDV protocol. The attacks in VANET cause the
consumption of network bandwidth excessively; SEAD is the solution for these
kinds of attacks. It uses the one-way based hash function by selecting the
random value through the node. After that, the list of values is computed as
below: t0, t1, t2… tn, where t0 = x and ti = T (ti − 1) for 0 < I_n. For verifi-
cation, a node with the authenticated value hi can authenticate hi-4 by com-
puting T(T(T(T(ti − 4)))) [12].

b. Eavesdropping Solution
When the various vehicles are in a network and communicating with each other,
registered vehicles should receive the data transferred between the vehicles only,
so that we can prevent the eavesdropping from occurring.

c. Alteration Attack Solution
An illegal manipulation or changes must be detected in the region so that the
message between sender and receiver should not be changed.

d. Denial of Service Attack Solution
This attack can be prevented through on-board unit installed in the vehicle
nodes. DoS attack consumes the network bandwidth of the system and jams the
network so that other nodes cannot transfer the packet. The solution is based on
two approaches rate decreasing algorithm and state transition algorithm [12].
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e. Sybil Attack Solution
There are various solutions introduced till now for Sybil attack like time series
clustering algorithm and public authentication key. In the time series approach,
the time stamp is noted when the messages are sent to vehicles and between the
vehicles. Sybil attack can be identified if many traffic messages contain very
similar series of time stamps [13]. In public authentication key, when the sender
wants to send the message, it will send the authentication message and
encryption key. If this information is validated by the road side unit database,
the message is authenticated; otherwise, it can be an attack [14].

5 Simulation Results of VANET

Various number of vehicles is created in network connection has been made
through NS2 simulation tool. The AODV algorithm is implemented between the
vehicles and road side unit. Table 1 shows the parameters which we have created 3
nodes in first simulation and 12 nodes in second simulation from NS2 as shown in
Figs. 8 and 9.

The steps followed for creation of VANET are as follows:

1. Set up the network simulator.
2. Setting the properties of wireless ad hoc network-VANET.
3. Create the topology.
4. Set the number of nodes.
5. Set the road side unit.
6. Set the position of nodes.
7. Set up the timing of start and sink node.

Conclusion and Future Scope

The paper described the overview of VANET and discussed the overview of
security attacks in VANET. The different algorithms are also discussed for these
security attacks. The simlation has demonstrated on different scenarios of VANET
is done along with its parameters and algorithm is demonstrated. In future, we are
aiming to evaluate the degradation in performance of VANET scenario with
security attacks and how we can improve the performance through these solutions.

Table 1 VANET parameters
set in NS2

Parameters Values

Channel Wireless channel

MAC 802_11

Packet size 50

Routing protocol AODV
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A Novel Approach for Efficient
Bandwidth Utilization in Transport
Layer Protocols

Sakshi Garg, Purushottam Sharma and Varsha Singh

Abstract The Internet has in a flash developed into an incomprehensible world-
wide system in the developing innovation. TCP/IP Protocol Suite is the funda-
mental necessity for nowadays Internet. Web use keeps on expanding
exponentially. The TCP/IP suite has many plan shortcomings so far as transfer
speed, bandwidth utilization, and congestion are concerned. Some of these are
protocol outline shortcomings, though rest is deformities in the product that exe-
cutes the protocols. The real accentuation is on protocol-level issues, as opposed to
execution defects. The paper discusses about the packet transmission issues iden-
tified with the connection-less and connection-oriented protocols in the transport
layer. Subsequently, an approach is proposed for the overcoming of the weaknesses
and expanding transmission capacity and decreasing congestion in the network and
succeeds in giving the proposed solution complexity as O(n) which is best, that can
be practically achieved.
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1 Introduction

The Internet Protocol suite [1] is the theoretical model and set of interchanges
protocols utilized on the Internet and comparative PC systems. It is generally
known as TCP/IP on the grounds that the first protocols in the suite are the
Transmission Control Protocol (TCP) [2, 3] and the Internet Protocol (IP). It is
sometimes known as the Department of Defense (DoD) model, in light of the fact
that the improvement of the systems administration model was supported by
DARPA, an organization of the United States Department of Defense [4]. The
transport layer [5] in the TCP/IP suite [6] is situated between the application layer
and the network layer. It gives administrations to the application layer and gets
administrations from the network layer. It gives a procedure-to-process corre-
spondence between two application layers, one at the nearby host and the other at
the remote host [7, 8].

Transport layer has different protocols like Sliding Window Scheme [9],
Stop-and-Wait Protocol, Go-Back-N, Selective Repeat and ARQ Technique for the
above Protocols. These protocols lay controls for the exchange of bundle from
sender to beneficiary. Each is a change of the other, however, no protocol clarifies
the situation of retransmissions of the packets. Though there exists procedures like
timeout based transactions, ARQ Technique and others but each of them deals with
the accentuation on the transmission of packets not the retransmission of the similar
packet. Such packets either get dropped or they are retransmitted over and over
which increment clog at the network and furthermore squander the transmission
capacity on the off chance that the parcel needs to hold up until Time to Live. Thus,
in the paper a novel way to deal with this hitch in the network is proposed [10].

The principle commitment of this paper is to propose a contemporary approach
for the transmission of packets from the sender to the back-to-back recipient which
will aid in proficient bandwidth utilization and falling congestion [11, 12] in the
system brought about due to the loss of packets and retransmissions. The paper is
organized as follows. Section 2 holds the literature review. Section 3 exhibits a
relative investigation of different transport layer protocols considering in space of
both, connection-less and connection-oriented protocols took after by their work-
ing. Section 4 expresses the research gap, proposed solution to it and its prefer-
ences. In Sect. 6, results are outfitted for the same. Section 7 contains the
conclusions on the exhaustive investigation of the transport layer protocols, the
issues distinguished, proposed arrangement, and derivation from it. Ultimately,
Sect. 8 furnishes the future scope and bearings.
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2 Literature Review

Espina et al., in his paper described the development and the essential usefulness of
the TCP\IP protocol. They attempted to uncover the reasons why the main data
networks expected to advance to wind up what we know these days as the internet.
At long last, a future view is point by point of what the current reviews and tried
advances convey as the best answer for bolster the developing requests of the
clients and technological upgrades [1]. Jacobson, Van, et al., revised the transport
protocol and set forward RTP, the continuous transport protocol that gave
end-to-end network transport capacities reasonable for applications transmitting
ongoing data, for example, sound, video or recreation data, over multicast or unicast
network administrations. The change he proposed was to the scalable timer algo-
rithm for computing when to send RTCP packets keeping in mind the end goal to
limit transmission in abundance of the planned rate, when numerous members join
a session at the same time in the prior RFC 1889 [2].

Karnati Hemanth et al., gave the TCP/IP suite which has many outline short-
comings as far as security and protection are concerned. In his paper, he concen-
trated primarily on protocol-level issues, instead of execution defects. In his paper,
he examined the security issues identified with the portion of the protocols in the
TCP/IP suite [3]. Iren et al., reviewed Transport layer protocols accommodate
end-to-end correspondence between at least two hosts. This paper introduced an
instructional exercise on transport layer ideas and phrasing, and an overview of
transport layer administrations and protocols. The administration and protocol
elements of twelve of the most imperative protocols were condensed in his paper
[5].

Randall et al., analyzed that a few applications as of now require more note-
worthy usefulness than what either TCP or UDP brings to the table, and future
applications may require considerably more. Like TCP, STCP offers an indicate
point, connection-oriented, dependable conveyance transport benefit for applica-
tions imparted over an IP network. Perceiving that different applications could
utilize a portion of the new protocol’s capacities for call control motioning in
voice-over (VoIP) networks, the IETF now holds onto SCTP as a broadly useful
transport-layer protocol, joining TCP and UDP over the IP layer [6]. S. M. Bel-
lovin, evaluated the TCP/IP protocol suite, which is broadly utilized today, was
produced under the sponsorship of the Department of Defense. In spite of that, there
are various genuine security flaws intrinsic in the protocols, regardless of the
rightness of any executions. He depicted an assortment of attacks in light of these
flaws, including sequence number spoofing, routing attacks, source address
spoofing, and verification attacks and furthermore introduced protections against
these attacks, and closed with a talk of wide range resistances, for example,
encryption [7].

Balwinder Kaur et al., explained the data can get lost, reordered, or copied
because of the nearness of switches and support space over the inconsistent divert in
the traditional networks. The sliding window protocol will recognize and rectify
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blunder if they got data have enough repetitive bits or rehash a retransmission of
data. The paper demonstrated the working of this duplex protocol of data link
network [9]. Prabhaker Mateti, explained the TCP/IP suite has many outline
shortcomings so far as security and protection are concerned. Some of those are
protocol plan shortcomings, while the rest are imperfections in the product that
executes the protocols. In his paper, he depicted these issues from a useful point of
view [10].

Purvang Dalal et al., conferred that the Transmission Control Protocol (TCP), an
imperative transport layer correspondence protocol, is ordinarily tuned to perform
well in customary wired networks, where Bit Error Rate (BER) is low and con-
gestion is the essential driver of packet misfortune. He portrayed the issue by the
conduct of wireless links and the parts of TCP operation that influence execution
lastly, his report investigated a sorted examination of various existing arrangements
similarly, as it is hard to make a “one size fits all” TCP for wireless networks [13].
M. Anand Kumar et al., examined that the network and Internet applications are
developing quickly in the current past and the current security system was not
satisfactory for today’s applications. Since there is no protection for the application
layer of the network model. He proposed security engineering for the TCP/IP
Protocol Suite talked over Internet use keeps on expanding exponentially. So
network security turns into a developing issue. Also, he introduced another design
for TCP/IP protocol suite which ensures security to application layer utilizing a
protocol Application Layer Security Protocol (ALSP) [14].

3 Various Transport Protocols

The TCP/IP protocol utilizes a transport layer protocol [15] that is either an
adjustment or a mix of some of these protocols.

3.1 Sliding Window

Since the arrangement numbers utilize modulo 2m, a circle can speak to the
grouping numbers from 0 to 2m − 1. The buffer is taken as an arrangement of
slices, called the sliding window that involves some portion of the circle at any
instance. At the sender site, when a packet is sent, the comparing slice is stamped.
At the point when the slices are marked, it implies that the buffer is full and no
further messages can be acknowledged from the application layer. At the point
when an acknowledgment arrives, the comparing slice is unmarked. In the event
that some successive slices from the earliest starting point of the window are
unmarked, the window slides over the scope of the comparing arrangement num-
bers to permit all the more free slices toward the finish of the window. The suc-
cession numbers are in modulo 16 (m = 4) and the measure of the window is 7.
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Take note of that the sliding window is only a reflection: the genuine circumstance
utilizes PC factors to hold the grouping quantities of the following packet to be sent
and the last packet sent [4, 9] (Fig. 1).

3.2 Simple Protocol

Our first protocol is a basic connection-less protocol with neither stream nor mis-
take control. We accept that the recipient can quickly deal with any packet it gets.
As it were, the collector can never be overpowered with approaching packets.
Figure 4 demonstrates the format for this protocol (Fig. 2).

The transport layer at the sender gets a message from its application layer, makes
a packet out of it, and sends the packet. The transport layer at the collector gets a
packet from its network layer, removes the message from the packet, and conveys
the message to its application layer. The transport layers of the sender and collector
give transmission administrations to their application layers [2, 4].

3.3 Stop-and-Wait Protocol

Our second protocol is a connection-oriented protocol [11, 12] called the
Stop-and-Wait protocol, which utilizes both stream and mistake control. Both the
sender and the recipient utilize a sliding window of size 1. The sender sends one
packet at any given moment and sits tight for an acknowledgment before sending

Fig. 1 Sliding window in linear format (Source [4])

Fig. 2 Simple protocol (Source [4])
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the following one. To distinguish undermined packets, we have to add a checksum
to every data packet. At the point when a packet reaches the collector site, it is
checked. In the event that its checksum is off base, the packet is debased and
noiselessly disposed of. The hush of the recipient is a flag for the sender that a
packet was either ruined or lost. Each time the sender sends a packet, it begins a
clock, if an acknowledgment arrives before the clock terminates, the clock is halted
and the sender sends the following packet (on the off chance that it has one to send).
On the off chance that the clock terminates, the sender resends the past packet,
expecting that the packet was either lost or adulterated. This implies the sender
needs to keep a duplicate of the packet until its acknowledgment arrives [4]
(Fig. 3).

3.4 Go-Back-N Protocol (GBN)

To enhance the effectiveness of transmission [6, 14, 15] (to fill the pipe), numerous
packets must be experiencing significant change while the sender is sitting tight for
affirmation. As it were, we have to give more than one packet a chance to be
extraordinary to keep the channel occupied while the sender is sitting tight for
acknowledgment. In this segment, we examine one protocol that can accomplish
this objective; in the following segment, we talk about a moment. The first is gotten
back to Go N (GBN) (the sound of the name will turn out to be clear later). The way
to Go-back-N is that we can send a few packets before accepting affirmations, yet
the beneficiary can just buffer one packet. We keep a duplicate of the sent packets
until the acknowledgments arrive, however, few data packets and acknowledgments
can be in the channel in the meantime (Fig. 4).

Fig. 3 Stop and wait protocol (Source [4])
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3.5 Selective Repeat

The Go-Back-N protocol improves the procedure at the recipient. The beneficiary
monitors just a single variable, and there is no compelling reason to buffer
out-of-request packets; they are essentially disposed of. Be that as it may, this
protocol is wasteful if the hidden network protocol loses a ton of packets. Each time
a solitary packet is lost or adulterated, the sender resends every single extraordinary
packet, despite the fact that some of these packets may have been gotten sheltered
and sound however out of request. On the off chance that the network layer is losing
numerous packets in view of congestion in the network, the resending of these
extraordinary packets aggravates the congestion, and in the end, more packets are
lost. This has a torrential slide impact that may bring about the collapse of the
network. Another protocol, called the Selective Repeat (SR) protocol, has been
concocted, which, as the name infers, resends just particular packets, those that are
really lost [4] (Fig. 5).

Fig. 5 Selective Repeat protocol (Source [4])

Fig. 4 Go-Back-N protocol (GBN) (Source [4])
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3.6 Automatic Repeat Request

Automatic Repeat reQuest (ARQ), otherwise called Automatic Repeat Query, is a
mistake control strategy for data transmission that utilizes acknowledgements
(messages sent by the beneficiary demonstrating that it has effectively gotten a data
casing or packet) and timeouts (indicated time frames permitted to slip by before an
acknowledgement is received) to accomplish solid data transmission over untrust-
worthy service. ARQ protocols can be classified into Stop-and-wait ARQ,
Go-Back-N ARQ, and Selective Repeat ARQ/Selective Reject [7, 10].

4 Proposed Solution

The problem statement and solution to the problem identified can be given as
follows.

4.1 Research Gap

(a) Factors after various literature surveys and findings it is seen that there is an
anomaly in the transport layer protocols that although the protocols are efficient
enough to send the packet from source to destination and each protocol has the
revised features of the previous ones but none of the protocols takes into
account the time being wasted to retransmit the packet that could not be sent
due to network congestion, or loss of response, loss of acknowledgement, etc.

(b) It is necessary to know the time spent (rather the no. of the times the packet is
retransmitted) to send the same packet again and again since it is wasting the
bandwidth and creating congestion over the network by transmitting the same
packet over and over again. Consequently, there exists no such framework that
suggests any such policy.

4.2 Proposed Solution

Many researchers have progressed with plentiful techniques and algorithms to
examine the security issues and other transmission related schemes. The emphasis
here is on scrutinizing the gap analyzed during the literature reviews in the net-
working domain, which can be further explored for efficient retransmission of
packets and effective utilization of bandwidth (Fig. 6).
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5 Algorithm

Transmission Count

if (int m==0)
{ 
trans_count=0;
}
else
{   
while (m<15)
{
trans_count++;
} 
delay();
} 
Clock Delay

void delay(unsigned int result) 
{
clock_t goal = result + clock(); 
while (goal > clock()); 
} 

Random_Number Generator

Transmission
Count 
(2 bits)

Reserved 
(2 bits)

Fig. 6 Modified TCP/IP packet
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int random_number (int min_num, int max_num) 
{ 
int result = 0, low_num = 0,   high_num= 0;
if (min_num < max_num) 
{
low_num = min_num; high_num = max_num + 1; 
} 
else
{
low_num = max_num + 1; 
high_num = min_num; 
} 
srand (time(NULL));
result = (rand() % (high_num - low_num)) + low_num;
return result; 
 }

//*Min to max range can be taken between (0 to 10)*//

5.1 Complexity of the Algorithm: O(n)

Since there can be n-number of such packets that have to be retransmitted over the
network and each packet takes O(1) time complexity where m is the concerned
packet to be retransmitted so, the overall complexity comes out to be O(n). This is
the least time complexity one can achieve for this function for n-number of the
packets to be retransmitted.

5.2 Justification of the Study

The solution proposed is such that it is taking 2 bits from the RESERVED field of
the TCP/IP frame format and introducing an additional field of 2-bits called as
transmission count.
This transmission count will keep an entry of the no. of times the packet is
retransmitted that is not received at destination due to network reasons like con-
gestion, loss of response, loss of acknowledgment etc.
If the no. of transmissions for the retransmitted packet exceeds 4, the packet shall
wait for some random time that can be given by some Probability (p).

476 S. Garg et al.



This will greatly reduce the traffic at the network by decreasing the no. of
retransmission packets at the network and therefore, help in reducing network
congestion.
Since definite and less attempts have to be made at a time to send the retransmission
packet; this will be a great aid in reducing the wastage of the bandwidth.

6 Results and Discussions

6.1 Increased Bandwidth Utilization

Each time a packet is transmitted from source to goal, in existing cases the packet
gets dropped if there should be an occurrence of network congestion and keeps up
no mean numerous transmissions of a similar packet in the event that it cannot be
conveyed at the primary example, thus data transfer capacity is squandered in it.

Utilizing the proposed calculation, since number of retransmission for the
rehashed packets named as transmission count are fixed, so once that count is over
then the packet will be transmitted simply after a random time with probability p. In
this manner, in the network that packet will be sent simply after the irregular time
with likelihood p which will diminish activity at the network, thus more data
transfer capacity will be accessible for more packets to be transmitted. Conse-
quently, it will give increased bandwidth utilization.

6.2 Less Network Congestion

In the network that packet will be sent simply after the arbitrary time with likeli-
hood p after it has striven for one total round of Transmission Count, which will
decrease activity at the network, thus will prompt less congestion in the network.

6.3 More Robust

Robust means the ability to withstand failures. Failures may occur due to network
congestion which shall be recovered using the proposed model.
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6.4 Reliable

When the packet cannot be sent at the first instance, it will be tried to send multiple
times without keeping a count of number of retransmissions happens to send that
packet and also in case of much network congestion the packet will be dropped
which means some valuable information may be lost in the existing scenario. But
the catch in the proposed approach is that since it is keeping a track of how many
times the packet is retransmitted, assume that the packet is not transmitted in the
first round of transmission count, then it will be transmitted after a random time
with probability p which means the packet will not be dropped, it will be tried after
that random time, that is no information will be lost, hence it will be more reliable.

6.5 Higher Efficiency

The overall complexity of the pseudocode comes out to be O(n) which is very less
for n-number of packets to be the retransmitted as compared to the existing sce-
nario. So, it has higher efficiency.

7 Conclusion

The current system takes after transmission of packets from source to goal where
the packet gets dropped if there should arise an occurrence of network congestion
and maintains no count for multiple transmissions of the same packet if it cannot be
delivered at the first instance. While in the proposed approach, the packet will be
sent simply after the arbitrary time with likelihood p which will decrease movement
at the network, thus more transmission capacity will be accessible for more packets
to be transmitted, less network congestion, more reliable, more robust, and higher
effectiveness. Additionally, the general intricacy of the pseudocode is O(n), which
is very less for n-number of packets to be retransmitted.

8 Future Scope and Directions

The future work of the proposed model is the simulation of the proposed algorithm
using NS-2 tool.
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Functional Link Artificial Neural
Network-Based Equalizer Trained
by Variable Step Size Firefly Algorithm
for Channel Equalization

Archana Sarangi, Shubhendu Kumar Sarangi,
Madhurima Mukherjee and Siba Prasada Panigrahi

Abstract In this work, FLANN structure is presented which can be utilized to
construct nonlinear channel equalizer. This network has a modest structure in which
nonlinearity is instigated by the functional expansion of input pattern by trigono-
metric and Chebyshev polynomials. This work also defines evolutionary approa-
ches coined as firefly algorithm (FFA) along with modified variable step size firefly
algorithm for resolving channel equalization complixeties using artificial neural
network. This paper recapitulates techniques with simulated results acquired for
given channel with certain noise conditions and justify the efficacy of proposed
FLANN-based channel equalizer using VSFFA over FFA and PSO in terms of
MSE curves and BER plots.

Keywords Equalization ⋅ Trigonometric functional link ANN
Chebyshev functional link ANN ⋅ Particle swarm optimization
Firefly algorithm ⋅ Variable step size firefly algorithm

1 Introduction

One of the typical signal processing hitches is distortion of the transmitted signal by
channel before reaching the receiver. Due to this effect of distortion, overlapping of
symbols takes place, which is coined as intersymbol interference. For time-varying
channels, equalization schemes must be adaptive [1]. Because of nonlinear
potentiality, artificial neural networks turned out to be a potent gadget for composite
applications, i.e. functional approximation, system identification, etc. [2]. Func-
tional link ANN initially projected by Pao which can be utilized for function
approximation and pattern organization in simplicity and minor computational
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intricacy than MLP network. This network gives worldwide approximation com-
petency and quicker convergence. This work implies on FLANN with trigono-
metric and Chebyshev polynomial expansion in which evolutionary learning
algorithms are applied. Gradually weights are updated with diverse adaptive
biological-inspired algorithms, i.e. firefly algorithm and its modified versions which
when applied to nonlinear channels [3].

This paper is arranged as follows: Sect. 1 labels concise introduction. Section 2
defines channel equalization concept. Section 3 describes multilayer perceptron
network. Sections 4 and 5 define trigonometric and Chebyshev expansion-based
FLANN. Section 6 discusses variants of evolutionary algorithms. Finally, paper
finishes with simulated results along with conclusion and references in further
sections.

2 Equalization

In telecommunication, equalization is a setback of distortion sustained by a signal
transmitted through medium [1]. Equalizers are utilized to extract frequency
response. In communication medium, acknowledged data is identical to conveyed
but not for real communication, where signal misrepresentations take place.

Channel equalization is an imperative subsystem in the receiver. Equalization is
in practice utilized to eradicate intersymbol interference fashioned due to the
restricted bandwidth of broadcast medium. When the channel is band limited,
symbols conveyed through will be disseminated. This preceding symbol tends to
obstruct with next symbols. Also, the multipath response in wireless infrastructures
grounds interference at the receiver. ISI can be considered by Finite Impulse
Response filter. At receiver, distortion must be recompensed to reorganize con-
veyed symbols (Fig. 1).

Fig. 1 Channel equalization in digital communication system [1]
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3 Multilayer Perceptron Network-Based Equalizer

In MLP, input signal directed through the network on layer-by-layer basis in for-
ward direction. The network is properly trained in supervised custom with a
standard algorithm called error backpropagation algorithm. This equalizer consists
of the individual level of input with hidden levels set and associated individual
output level. Nodes are interrelated by weights. Signal established consecutively is
validated to transmit through hidden levels up to node in output level [1]. The
outcome of each node is calculated as a weighted summation of nodes outcome in
preceding stage and exaggerated by an activation function. Weights are updated by
mean square error (MSE) descents beneath the chosen threshold level or when
extreme repetitions are proficient. The error signal is utilized to modernize weights
and thresholds of hidden levels as well as outcome level.

4 Trigonometric Functional Link ANN

MLP, multilayered network with backpropagation algorithm is quite complex due
to which FLANN comes into play. In FLANN, input pattern is functionally boosted
by a set of linearly liberated functions preferred from an orthonormal basis set.
These functional values are multiplied with equivalent masses and sum to yield
output. This output is linked with desired signal and error is fed to adaptive learning
algorithm to update masses. Pao has discovered learning and oversimplification
features of haphazard vector FLANN and associated with MLP structure skilled by
propagation algorithm by captivating limited functional approximation complica-
tions. Mostly, two types of functional expanders are used, i.e. trigonometric
expansion and Chebyshev expansion [3].

Features of each input x are extracted using trigonometric expansion shown as

i.e. x1cos πx1ð Þ sin πx1ð Þ . . . x2 cos πx2ð Þ sin πx2ð Þ . . . x1x2½ �T. ð1Þ

Let x be the input course of size N × 1 which embodies N components; kth
component is set by

xðkÞ= xk , 1≤ k≤N ð2Þ

Functional expansion of component xk by power series expansion is approved by
means of equation set in,

si =
xk for i=1
xlk for i=2, 3, 4, . . . , M

�
ð3Þ

For trigonometric expansion (Fig. 2),
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si =
xk for i=1

sinðlΠ xkÞ for i=2, 4, . . . , M
cosðlΠ xkÞ for i=3, 5, . . . , M +1

8<
: ð4Þ

Elongated components of input vector E, is signified by S of size N × (M + 1).
Bias input is unity. So additional unity assessment is expanded with S matrix and
dimension of S matrix leads to N × Q. Single-layer neural network is reflected as a
substitute methodology to overwhelmed problems that are linked with multilayer
neural network [2, 3].

5 Chebyshev Functional Link ANN

Chebyshev polynomials are a set of orthogonal polynomials demarcated as a
solution to Chebyshev differential equation. Pros over trigonometric FLANN is that
Chebyshev polynomials are numerically much proficient than trigonometric poly-
nomials to magnify input space. Chebyshev artificial neural network (ChNN) is
comparable to FLANN. Only dissimilarity being that, in FLANN input signal is

Fig. 2 A FLANN structure with trigonometric expansion [1]
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lengthened to higher dimension using functional expansion. Chebyshev polyno-
mials engendered using recursive formula is specified as (Fig. 3)

Sn+1 = 2x SnðxÞ− Sn− 1ðxÞ. ð5Þ

Some Chebyshev polynomials are specified as

S0ðxÞ=1, S1ðxÞ= x, S2ðxÞ=2 x2 − 1, S3ðxÞ=4 x3 − 3x. ð6Þ

The weighted aggregate of components of heightened input is conceded through
a hyperbolic tangent nonlinear function to yield desired output.

6 Computational Techniques

6.1 Particle Swarm Optimization (PSO)

PSO is a standard algorithm of population, where a lot of particles fly in the region
of search space to determine the superior result. So, particles, regard their individual

Fig. 3 A FLANN structure with Chebyshev expansion [3]
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finest solutions as well as utmost brilliant solution till established. PSO was
numerically modeled as follows [4]:

velcðt+1Þ=w ⋅ velcðtÞ+ p1 ⋅ rand ⋅ ðpbestðtÞ− poscðtÞÞ
+ p2 ⋅ rand ⋅ ðgbestðtÞ− poscðtÞÞ ð7Þ

poscðt+1Þ= poscðtÞ+ velcðt+1Þ ð8Þ

where t is existing number of iterations, velc(t) is velocity vector of particles, posc
(t) is position vector of particles.

6.2 Firefly Algorithm (FFA)

Fireflies flickering is an incredible observation in summer sky in tropical zones.
The flashes are crucial for enchanting mating partners and demand potential prey.
The fundamental procedure of FFA are: (1) A firefly might be enchanted to another
in spite of their neighborhood (2) For any two flickering fireflies, lighter one will
enchant brighter one. But in case of nonexistence then, it moves arbitrarily [5]. The
brightness of fireflies can be related to objective function estimation in an inversely
proportional manner when global minima is considered. The brightness of a firefly
at definite position x is preferred as G(x). For normal cases, light absorption
coefficient γ, light intensity G fluctuates for parameter of distance r as

G=G0e− γr2 ð9Þ

where G0 is original radiant intensity at r = 0.
Distance connecting any two fireflies i and j can be specified as

rij = xi − xj
�� ��=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
D

k=1
ðxi, k − xj, kÞ2

s
ð10Þ

The progress of ith firefly is occupied to one more striking jth firefly and is
represented by

xi = xi + β0e
− γr2ij xj − xi

� �
+ α rand−

1
2

� �
. ð11Þ
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6.3 Variable Step Size Firefly Algorithm (VSFFA)

Basic firefly uses an invariable step size α. But the investigation of existent solution
area requires a big step size, but generally not supportive for convergence to the
globally most favourable solution. If step size value is small, the result is dissimilar
[6]. Taking this, dynamic modifying model of step size α was selected and can be
described as

αðtÞ=0.4 ̸ð1+ expð0.015*ðt−max generationÞ ̸3ÞÞ ð12Þ

where t is actual iteration number, Max generation is maximal number of iterations.

7 Simulation Results

An innovative methodology of training trigonometric and Chebyshev FLANN
structures using evolutionary algorithms were implemented. A nonlinear channel
was taken for testing algorithm’s proficiency. The total population was taken as 30.
The noise of 20 dB was introduced into the channel. Parameters for PSO are
p1 = p2 = 1 and for firefly algorithm are α = 0.2, β = 1, γ = 1 and maximum
iteration was set to 300.

Channel measured for equalization has transfer functions, i.e.

HðzÞ=0.2600+ 0.9300z− 1 + 0.2600z− 2 ð13Þ

Figure 4 shows the joint plot of 3 algorithms, for the given channel. The MSE
value for PSO is 5.089e-005 with 150 no. of iterations whereas value of MSE for
FFA is 3.223e-005 with 99 no. of estimation iterations. But VSFFA showed the
best reduction in MSE with 1.379e-005 for 287 no. of iterations.

BER values with SNR = 20 dB for PSO, FFA, and VSFFA trained trigono-
metric FLANN equalizer at 10 dB are, 10−1.002, 10−1.148, 10−1.24 and at 20 dB are
10−1.624, 10−2.173, 10−2.552 respectively. Hence, we noticed that at 10 dB,
VSFFA-trained FLANN equalizer illustrates better BER performance than that of
other algorithm’s trained equalizer. Similarly, when we compare it at the SNR
(dB) = 20, VSFFA-trained FLANN equalizer illustrates better BER performance
than other two. When BER values for both dBs are compared, VSFFA-trained
equalizer (at SNR = 20) outperforms VSFFA-trained equalizer (at SNR = 10)
(Fig. 5).

Figure 6 shows the joint plot of 3 algorithms, for given channel of Cheby-
shev FLANN. MSE for PSO algorithm is 9.173e-006 with 290 no. of iterations.
But MSE value for FFA is 4.816e-006 with 178 no. of iterations. As compared to
PSO and FFA, VSFFA algorithm shown a better performance with a MSE of
2.1e-007 for 62 no. of iterations.
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BER values with SNR = 20 dB for PSO, FFA, and VSFFA-trained Cheby-
shev FLANN equalizer at 10 dB are, 10−1.001, 10−1.162, 10−1.29, and at 20 dB are
10−1.655, 10−2.23, 10−2.8 respectively. Hence, we noticed that at 10 dB,
VSFFA-trained FLANN equalizer illustrates better BER performance than that of
other algorithm’s trained equalizer. Similarly, when we compare it at SNR(dB) = 20,
VSFFA-trained FLANN equalizer illustrates better BER performance than other two.
When BER values for both dB’s are compared, VSFFA-trained equalizer (at SNR = 20)
outperforms VSFFA-trained equalizer (at SNR = 10) (Fig. 7).
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8 Conclusion

In this work, a single-layer trigonometric expansion-based FLANN and Chebyshev
expansion-based FLANN network have been projected for weight updation.
Extensive simulation studies are carried out and performances of FLANN networks
are compared on the basis of applied evolutionary optimization algorithms. From
simulation results, it is proved that VSFFA-trained FLANN networks yields opti-
mum outcomes than that of other two algorithms trained by FLANN networks.
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Real-Time FPGA-Based Fault Tolerant
and Recoverable Technique
for Arithmetic Design Using Functional
Triple Modular Redundancy (FRTMR)

Shubham C. Anjankar, Ajinkya M. Pund, Rajesh Junghare
and Jitendra Zalke

Abstract Single Event Upset (SEU) is a serious issue when considering the
real-time process for critical time constraint applications. Scaling of the devices, in
complex computing devices is sensitive to transient faults. Transient faults are not
permanent but it causes the critical issues in real-time applications by flipping its
bits. The proposed technique is an approach toward improving fault tolerance of the
field-programmable gate array (FPGA) for Single Event Upset (SEU) soft error.
The technique uses the Functional Fault tolerance and Recovery Technique using
the Triple Modular Redundancy (TMR). Functionality and reliability are tested on
ALTERA Cyclone III device by modeling 4-bit adder allow identifying and
recovering soft error caused by Single Event Upset (SEU). The fault is injected and
recovery time for the fault detection and restoring is less than 6 ns with the effi-
ciency of 100% and 98% for single and multiple bit faults respectively.
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1 Introduction

Embedded systems with the multicore platform have emerged to be powerful and
popular computing engines for much safety-critical application such as aviance,
process control, and patient life supporting monitoring [1, 2–7]. The reliability has
become a critical issue due to the increased complexity of the functions and
architecture of electronics in space and avionics, with the rapid growth of science
and technology. For designing embedded systems where the hard real-time oper-
ation, high reliability in the presence of transient faults, and low energy con-
sumption are required which are offered by high-performance computing
architectures, which have been employed for embedded applications offer new
considerable opportunities for designing embedded systems [1]. Due to many
factors, like operations in a harsh environment as encountered in space or nuclear
applications, embedded systems with multicore platform especially those based on
FPGA, are prostrate to transient faults. The reliability requirements are incompat-
ible objectives for embedded system; it should be equipped with peculiar error
detection and meets the timing constraint limiting factor [8, 9]. For many Very
Large-Scale Integration (VLSI) systems, arithmetic operation such as addition is a
most fundamental and required operation for Digital Signal Processors (DSPs) and
microprocessors and microcontrollers. In a complex arithmetic circuit like multi-
plication, division, and address calculation, full adders are the nucleus of any
system and used for a variety of operations [10, 11, 12].

For hardening circuits implemented and application on SRAM-based FPGAs,
the most widely accepted and granted one is TMR. The feedback route of sequential
logic circuits such as flip-flops (FFs) as well as the logic gates and circuits in
combinational as well as sequential circuits, for digital circuits mapped on FPGAs,
need to be hardened [8, 12, 13]. Redundancy, system redundancy, module redun-
dancy, or logic element redundancy can apply TMR based on these different
granularities. Finer the granularity higher the probability. For example, the original
embedded system or process is replicated thrice and the output is gathered from the
majority voter which votes the error consisting correct output is gathered from each
system or process which is addressed as processor block [14, 13]. If the SEU causes
the transient fault in one of the as processor block of the 4-bit adder, the TMR votes
out the particular bit and mask it and propagates the corrected output as shown in
the Fig. 1. TMR system having resistance against SEU, and can harden the
embedded system or processor without affecting its proper normal operation pro-
vided with this method. However, TMR can resist and mask the single SEU at any
particular time instant. For two faults also it can withstand but the output is not
promising one. For this reason. logic element-level TMR could be applied.
Allowing every logic element to flip or tolerate one failure for each logic element,
which includes the logic gate and the Flip-Flop, by TMR hardening.

492 S. C. Anjankar et al.



1.1 Single Event Upset (SEU)

A bit flip in the memory of a semiconductor device element is known as Single
Event Upset (SEU). Having random behavior in these upsets, do not normally
proximately cause damage to the device, and can be cleared by writing to the next
memory location or by powering cycling device [13–15]. But the upsets for
real-time and time constraint systems applications causes data corruption. Bom-
barding of the charged particle on the substrate of a silicon IC, leaves an ionization
trail which is the main reason which causes a transient fault. For the researchers
working in this field for online fault detection as well as correction techniques, it
was challenging to detect these faults during offline testing. The collision of an atom
in the substrate liberates a shower of energized charged particles, occurs due of a
high-energy particle like neutron when emitted to the substrate, which then leaves
ionization trail [2, 9].

1.2 Error-Correction Circuitry (ECC)

In the FPGA embedded block memory, Error-correction circuitry (ECC) can be
added to memory devices for correction of single- and sometimes dual-bit errors.
Triple-module redundancy technique is used for flip-flop of memory results in two
good flip-flops overrule an upset flop [12]. Soft error or soft error rate
(SER) physical phenomenon is referred to memory elements used for data storage
only. It alters the functionality and behavior of the device if upset occurs in the
configuration memory of an SRAM-based FPGA. Single-event function interrupt
(SEFI) is referred if an upset occurs in the configuration of the logical cell or in a bit
the controls routing [13].

2 Related Work

Commercial off-the-shelf (COTS) chips in spaceships, increases concerns about
system reliability due to high probabilities of permanent faults in these chips as well
as transient faults [12–16]. Data loss and device crash caused by injecting 50 MeV

Processor 1

Processor 2 TMR Load

Processor 3

Fig. 1 TMR block system
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protons into three COTS devices, but no symptom was observed that implied
permanent damage of the devices (e.g., a high current condition). Usually, this type
of faults, as lasting up to one clock cycle, is characterized. The modified version of
the voter to diagnose the faulty module technique was used and prepared in [1, 2–4,
11, 12].

Many prepared techniques use software boned method, while some hardware
boned voter system technique is used for fault diagnose and voting which has some
improper working, in the memory exceeded the predefined values as the number of
transient faults stored is treated that transient fault as the permanent fault [3, 6].

Due to less space for the particle strike energy to dissipate, with the scaling of
manufacturing technology, transients last longer, last up to two clock cycles or even
longer [17, 18]. There is a high possibility that this duration will become longer, if
scaling continues. The duration of intermittent fault that ranges from a few to
billions of clock cycles [5, 7] caused by irregularities in chip voltage and tem-
perature and various physical characteristics of chips. With the scaling of integra-
tion of many transistors into a chip and manufacturing technology becomes more
and more susceptible to such physical characteristics for multicores and large
caches.

3 Proposed System

3.1 One- and Multi-Bit Voter

The Configurable Fault Tolerant Processor (CFTP) needs to be able to detect an
error by itself and is designed fault tolerant system by the software. The voter
concept is generated to achieve CFTP [3]. Lashomb’s thesis introduced the function
of a 1-bit voter. After reviewing the concept of the 1-bit voter, in this section, we
will start constructing the 3-bit voter, i.e., TMR assembly. Figure 2 shows that
simple circuit of 1-bit voter consisting of only AND and OR gates. Table 1a shows
the working functionality of 1-bit voter. It votes for the equal, i.e., majority bits as
output of the system. For more than one incorrect bit, for example, 2 or 3 bits fault
the voter can give the faulty output. System vitality fails for the ability to detect the
fault and correct by masking two or more errors in a voter (e.g., the CFTP).

For the single error, the corrected output can be obtained, but only looking
towards the output it cannot be specified about the error in the circuit. Hence, extra
gates are added in the proposed system to report the occurrence of the faulty bits.
Figure 2b shows a voter with error detection and Table 1b is its truth table. Error
Detection (ERR) is high when un-identical input arrives in the inputs. The possi-
bility of fault occurrence due to SEU within the voter in space application in CFTP
is not ignored. Bit flip in voter itself can cause the faulty output of the system. For
example, the bit flip in input C which changes the input 1101 instead of 1111 can
change the output of the system to 1 instead of 0. Hence, it is not pleasant for the
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voter to catch an error itself, hence proposing the reliability of the voter itself. For
the indication of which input is having an error, i.e., did not match with the two
others, additional logic circuitry is added to the circuit. Figure 3 shows the sche-
matic of this Voter circuit.

Fig. 2 a 1-bit voter. b 1-bit voter with error signal

Table 1 a 1-bit voter output.
b 1-bit voter with ERR output

a
A B C Y

0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1
b
A B C Y ERR

0 0 0 0 0
0 0 1 0 1
0 1 0 0 1
0 1 1 1 1
1 0 0 0 1
1 0 1 1 1
1 1 0 1 1
1 1 1 1 0
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Table 2 shows the Majority Voter Output. One is the voted output representing
the input in majority, and the other three represents which input contained the
mismatch.

Fig. 3 Schematic of this voter circuit

Table 2 Majority voter
output

A B C V_ERR Y D_ERR CID_0 CID_1

0 0 0 0 0 0 0 0
0 0 1 0 0 1 1 1
0 1 0 0 0 1 1 0
0 1 1 0 1 1 0 1
1 0 0 0 0 1 0 1
1 0 1 0 1 1 1 0
1 1 0 0 1 0 1 1
1 1 1 0 1 0 0 0
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4 Simulations and Results

4.1 Compilation, Analysis, and Synthesis

Functional TMR (FTMR) for adder is compiled and simulated using Altera
Quartus II 13.0 for Cyclone III FPGA using Total 25 logic elements having 44
input–output pins with 156 fan-out capability. The successful compilation was done
for error detection and correction as well.

For Analysis and Synthesis Elapsed time of 0.5 s is required and average pro-
cessor used is 1, it utilized virtual memory 197 MB. The filter takes 0.17 s and uses
1 processor, uses virtual memory 272 MB. Assembler takes 0.8 s and processor
uses 1, utilizing virtual memory is 211 MB.

5 Discussion on the Proposed System and Results

Figure 4a describes the single error in the adder inputs with an error in A(2) bit of
input A, Y = 0 hence voter is giving corrected output from the logic circuit Fig. 3
and D_RR, i.e., data error shows 4, i.e., “0100” means D_RR(2) bit is affected due
to error which is corrected and the system is running without error. It also shows the
error-correction output. A = B=15, i.e., “1111” and B = 11, i.e., “1011” showing
bit flip in input B(2) which is detected and corrected using the FTMR showing the
corrected output in t22 = t23 = t24 = 15 “1111” and these are the output pins.

Error  in  A(2)  in    D_RR  and 
Y=o means Voter is correct 

Error in A(1) 
hence
CD_0(1)=1 
and  Error  in 
B(2) hence 
CD_0(2)=1 

(a) (b)

Fig. 4 a Single error output. b Multi (i.e., 2)-error output
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Indicating the error-correction system is working successfully and giving the cor-
rect output within the time constraints. Figure 4b describes the multiple error
detection and correction systems’ output. Input A(1) and B(2) are affected due to
SEU soft error and hence due to bit flip error arises. Error in the system is detected
and masked by the error detection and correction module successfully keeping the
time constraints.

Time constraint is the major issue in the real-time embedded systems. Timing
analysis output for different errors in same input and multiple inputs is performed
and found within the timing constraint limits. The minimum error detection is done
in approximately 4 ns and corrected output is provided to the system in less than
1 ns time duration, having the overall error-correction and detection time duration
is approximately 5 ns which is very less to provide the corrected output to the
real-time embedded systems. Table 3 describes and compares the error detection
and correction timing for two different FPGAs.

6 Conclusion

Error detection and correction for the multi-core embedded system using cyclone
III FPGA can be performed with an arithmetic circuit for the real-time system. The
error can be detected within 4 ns approximately which will be reduced by using
higher version of the processor at the same time the higher version processor will
come with shrink size and less nanometer (nm) technology which will be more
sensitive to the single event upset soft errors. Permanent single-event upset fault
removable can only be removed by replacing the processor which indicates that the
removal of permanent fault due to SEU is not possible. The constraint in the
real-time multi-core processor is the timing issue which is covered in this proposed
scheme showing the faulty input in 4 ns and correcting it in less than 1 ns (0.52 ns)
time increasing the reliability of the system. Proposed system is reliable for the
real-time applications to detect single and dual error in same input or in multiple
inputs any from A, B, C, but decision-making is difficult when all the inputs are
affected due to single-event upset (SEU) bit latch as it is not possible for the system
to detect the faulty input as all the inputs are same at the time.

Table 3 Comparing error detection and correction timing for two different FPGAs

All time is in “ns” Cyclone III (DE0) Cyclone II (DE2-70)

No. of fault/s 1 2 1 2
Same Different Same Different

Detection delay time 4.56 4.67 4.73 10.44 10.38 12.83
Corrected output time 5.18 5.08 5.15 10.79 10.73 10.91
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A New Approach of Grid Integrated
Power System Stability and Analysis
Through Fuzzy Inference PSO
Algorithm for Handling of Islanding
PDCS Mode Datasets

K. Harinadha Reddy and S. Govinda Raju

Abstract A network with large number computing nodes during the operation is a
big challenge and complex task for system safe and secure operation. Data
acquisition from large network has been well defined from the many methods in
present scenario of world science and technology. Fuzzy-based inference system is
elaborately presented with variable weighted random parameter of Particle Swarm
Optimization (PSO), cognitive, and social terms. The distance between personal
dataset and global set data points positions, at two previous instants, is taken for
modified PSO. Main content this paper is that of data handling and concentrated in
elaborating the modeling to complete this task for Peculiar Disturbance Conditional
State (PDCS), operating mode of network. From application point of view, grid
network with non-conventional energy systems like distribution generators and
micro-grids is considered to manage and handle data in practical environment.
Information from data availability is defined zone to be classified as accurately and
precisely. This paper presents fuzzy inference-modified PSO algorithm for essential
analysis and identification and differentiation of data on user-required satisfy level.
When a network is extended by means of new small-scale energy systems and
operating with main grid network, the possibility of re-existence of global best with
PSO data is also reconsidered for acquisition of optimization.

Keywords Fuzzy inference system ⋅ Particle swarm optimization (PSO)
Personal best datasets (PBDS) ⋅ Global best datasets (GBDS)
Peculiar disturbance conditional state (PDCS) mode

K. Harinadha Reddy (✉)
Department of Electrical and Electronics Engineering, L B R College
of Engineering, Mylavaram, Krishna District, Andhra Pradesh, India
e-mail: kadapa.hari@gmail.com

S. Govinda Raju
Department of Electrical and Electronics Engineering, J N T University,
Kakinada, East Godavari District, Andhra Pradesh, India
e-mail: govinda4@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_46

501

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_46&amp;domain=pdf


1 Introduction

Data acquisition from large networks has been well defined from the many methods
in present scenario of world science and technology. Data handling with complicate
and minute grid network is now composed with conventional power stations and
also extended with non-conventional energy systems like distribution generators
and micro-grids. The information is considered as a data taken from the network
concise with DGs and MGs at the small-scale level capacity energy systems. Data
handling capacity depends on the convergence of problem in the specified region.

Many algorithms are come up for solving the different way and approach
methods when large network operation difficulties. One of the other problems of
these algorithms is the fact that they require complex computations for real-time
communications involving rapidly altering network topologies such as the
earlier-mentioned wireless unplanned networks [1]. Dijkstra [2] and Bellman–Ford
[3] propose a deterministic algorithm, and they are normally used to solve the
shortest path problem. Though these typical algorithms undergo from serious
shortcomings, one of which is that they cannot be used for networks with negative
weights of edges. There is a clear need for more efficient optimization algorithm for
the shortest path problem. Newly, there has been a huge interest in the Particle
Swarm Optimization (PSO) payable to its huge potential as evolutionary algorithm,
which is based on the simple social deeds of flocks of birds and schools of fish [4].
The paper presents here, a novel report of the PSO, based on fuzzy logic inference
engine, is proposed for computation of the shortest path problem like data handling
with huge and complex variation in mode of network operation. For instance, in
some communication networks, the weights can represent the transmission line
capacity, and the negative weights depict the links with gain rather than loss. This
can be of vast use in improving the steering in multi-jump communication networks
at crucial mode of operation. However, the PSO itself is not perfect and it can fall
into the local optimum catch and converges leisurely for obtaining global
task-related positions. Using the PSO with fuzzy logic [5], the time taken for
solutions of complexity in particular mode of problems can be easily handover to
get solution.

2 An Overview of Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a agent-based search engine to optimize the
problem. PSO was introduced by James Kennedy and Russell C Eberhart in the
year 1995. PSO is a stochastic, population-based EA search method, modeled after
the behavior of bird flocks. The PSO algorithm maintains a swarm of individuals
(called particles), where each particle represents a candidate solution. The reason
why PSO has gained the popularity is because it has only a very few parameters that
need to be adjusted. Even though PSO is at rest in its infancy, it has been used
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across a good range of applications. The second approach is to obtain the infor-
mation on the actual operating point of the network, and these points are updated
[6] according to the variation in environmental conditions. On the other hand, P&O
method has simple structure and high reliability. The PSO method is well known
for the optimization of complex problems with multivariable objective function.
This method is also effective in the case of the attendance of multiple local max-
imum data point tracking.

The PSO is a swarm intelligence-based algorithm used to find the global optimal
solutions. PSO techniques mostly rely on perturb and observe steps and use the
hill-climbing concept in subsequent iterations. While doing so, these methods
constantly compare present and previous data values, and when they reach the first
local maximum, the algorithm stops progressing in the forward. The PSO algorithm
is based on the cooperation of multiple agents that exchange in sequence obtained
in their respective investigate process by personal best, Pi

t and global best of Gi
t at

the instant of “t”. Data from network is taken as particles used in PSO and updated
velocity of particle is given by

vt+ 1
i =w vti + h1c1 Pti − xti

� �
+h2c2 Gt

i − xti
� �

, ð1Þ

where vi
t and vi

t+1 are the velocities of particle at instants t, t + 1 for i = 1, 2, 3…, n

n is the number particles used in modified PSO;
c1 and c2 are acceleration coefficients; and
h1 and h2 are random values between (0,1).

Particles follow a simple behavior; imitate the success of adjacent particles and
its own achieved successes as shown in Fig. 1. The position of a particle is,
therefore, influenced by the best particle in a neighborhood “P” best as well as the
best solution found by all the particles in the entire population best. The effect of

x

P
G

v

xv

x 

y 

x

P
G

v

x
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x 

y 

Fig. 1 Basic effect of random values h1 and h2 in particle movement in two steps
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modifying position of personal best and global best essentially depends on the
second and third terms of Eq. (1) as follows:

h1c1 Pti − xti
� �

h2c2 Gt
i − xti

� �
�

→Congnetive Term
→ Social Term

Effect of Eq. (1) with the terms h1 and h2 is given by
The effect of particle movement in two steps at particular instant t + 1 is shown

in Fig. 1. The second state of particular movement is observed as optimist first
movement of particle. This conceptual phenomenon inspires to propose a modified
PSO with fuzzy inference structure. To achieve these goals, various conventional
single-stage and data tracking algorithms have been proposed and used to extract
maximum possible data under different operating conditions [3]. The PSO algo-
rithms are developed for two separate dataset points, and swarm region is obtained
from the output of them. Random values h1 and h2 are sampled by membership
functions instead of choosing constant random values.

3 Schematic Layout of Model

Large network data comprising with many number of data centers and it requires
dead need of protection and secure constraints, especially in peculiar operating
modes. One of the special operating modes is islanding state. This mode operation
is represented as Peculiar Disturbance Conditional State (PDCS) mode throughout
the presentation. In simple way, it is said to be islanding occurrence state of grid
network. A simple layout of model for proposed method data handling and iden-
tification of peculiar operating mode, i.e., islanding, is shown in Fig. 2.

Many small-scale DGs are connected to main network and if any disturbance
occurs on grid network side, the DG has to be disconnected. At this condition, data
is read from main network and analyzed properly for estimation of islanding mode;
otherwise, there is huge loss of human being or apparatus at main network side.
PSO algorithm is modified with random values assigned for cognitive term and
social term or Eq. (1). Fuzzy structure is elaborately given for tuning of h1 and h2
used in modified PSO algorithm. Hence, data taken network is optimized by pro-
posed fuzzy inference PSO algorithm.

Fuzzy 
Inference 

Converter 
PC Interface 
Device  

Modified PSO 
Computing Algorithm 

DG 

LARGE GRID    
  NETWORK 

Data acquisition 
at PDCS mode 

Protective 
Device 

Fig. 2 Schematic layout diagram of model
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4 Proposed Modified PSO for PDCS Mode of Network

Normal PSO model with acceleration term and cognitive and associative term is
given by Eq. (1). By introducing modified random parameters, it is given by

vt+ 1
i =w vti + hmod 1c1 Pti − xti

� �
+hmod 2c2 Gt

i − xti
� � ð2Þ

Modified values are determined by sampling the data points from PDCS oper-
ating mode of network. These modified values are auto-generated for next instant of
PSO algorithm. These sampled random values are fuzzified-generated control
vector value, u from fuzzy structure, and cognitive term of velocity of particle at
instant t + 1 is

μh1 zð Þ.u½ �.c1 Pt+ 1
i − xt+ 1

i

� � ð3Þ

Social term of velocity of particle fuzzified-generated control vector value, u at
instant t + 1, is given by

μh2 zð Þ ⋅ u½ �c2 Gt+ 1
i − xt+ 1

i

� � ð4Þ

Datasets extracted from main network when operating at PDCS mode may be
any nth order of mathematical equation. Function of nth-order polynomial is rep-
resented by

f xð Þ=anxn + an− 1xn− 1 + an− 2xn− 2 +⋯+b ð5Þ

The dataset from the main network is of any function with electrical quantity of
grid side reference values idref, Vdref, or Pref

xti = fn1 itdref1, i
t
dref2, . . . i

t
drefm

� �
; fn2 vtdref1, v

t
dref2, . . . v

t
drefm

� �
; fn3 ptdref1, p

t
dref2, . . . p

t
drefm

� �
ð6Þ

where fn1, fn2, and fn3 are considered as function variables of network at PDCS
mode and “m” is referred to number of dataset points.

Step-by-step procedure with modified PSO is as follows:

Choose initial population x0i , i = 1, 2, 3 . . . , n ð7Þ

Set the initial velocities of each particles v0i = 0; i = 1, 2 . . . , n ð8Þ

Evaluate objective function, f(x) by Eq. (5).

A New Approach of Grid Integrated Power System … 505



Find personal best for each particle (for constraint)

Pt+ 1
best, i = xt+ 1

i if ft + 1
i < pt+ 1

i ð9Þ

Find the global best Gt+ 1
best, i =min Pt+ 1

best, i

� � ð10Þ

Update particles velocities

vt + 1
i =w vti + μh1 zð Þ.u½ �c1 Pti − xti

� �
c1 + μh2 zð Þ.u½ �c2 Gt

i − xti
� �

c2 ð11Þ

Find the new set of population xt+ 1
i = xti + vt+ 1

i ð12Þ

Modified values in cognitive and social term majorly depend on distance of
particle from person best and global best and are detailed in the following section.

5 Fuzzy Inference for Proposed Modified PSO for PDCS
Mode of Network

Fuzzy inputs are taken from the cognitive and social term which are described by a
distance of particle from person best, i.e., Pti − xti

� �
and distance of particle from

global best, i.e., Gt
i − xti

� �
. Output membership function is described by random

parameters h1 and h2, respectively. Hence, output memberships are μh1 zð Þ, μh2 zð Þ
for the respective distances of Pti − xti

� �
and Gt

i − xti
� �

. Five linguistic terms are used
for both inputs memberships, and they are denoted as Negative Big (NB), Negative
Small (NS), Zero (ZE), Positive Big (PB), and Positive Small (PS). Five linguistic
terms are used for output memberships and they are denoted as Very Low (VLOW),
Low (LOW), Medium (MED), High (HIGH), and Very High (VHIGH). Here,
output membership is not used the zero linguistic term because of only to avoid
zero values of cognitive and social terms. Input membership of distances Pti − xti

� �
is given by at instant t + 1 that is taken at two previous instants t, t – 1, i.e.,
dt = Pti − xti

� �
and dt− 1 = Pt− 1

i − xt− 1
i

� �
. These input membership functions are used

for fuzzified-generated control vector value, u (Fig. 3, Table 1).
Rules for inference fuzzy system are constructed with five conditional state-

ments. Hence, the size of rule base table is 5 × 5. Fuzzy structure with 5 × 5 rule
base is used.

Overall flow chart along with fuzzy inference for proposed modified PSO for
PDCS operating mode of network is shown in Fig. 4. Similarly, for random
parameter, h2 can be obtained by fuzzy inference-modified PSO.
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Fig. 3 Input-1, Input-2 membership functions, dt(z) and dt–1(z)

Table 1 Few fuzzy inference rules for PDCS mode of network

Rule no. Inputs Output Rule no. Inputs Output
dt(z) dt–1(z) u dt(z) dt–1(z) u

1 NB NB VHIGH 3 PB PB VLOW
2 NB NS HIGH 4 PB NS LOW

Initialize PSO parameters 
to any values 

YES 

Is current value is  
fitted better for Pi at t 

Obtain new swarm particles of 
data sets v

Determine the output  x v

Calculate the function values 
for each particle of 1st data set 

NO 

Calculate the function values 
for each particle of 1st data set 

Obtain new swarm particles of  
data sets v

YES 

Is current value is  
fitted better for Pi at t-1 

Chek global best 
fitted value, Pi 

Change random parameters μ z , μ z

Increment 
t      t+1 

NO 
YES 

STOP 

NO 

 ←

Fig. 4 Flow chart of fuzzy inference PSO for PDCS mode of network
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6 Results and Discussion

Simulation is carried out by Matlab programming code for PSO algorithm. Distance
between the particles at instant t, t − 1 instants is plotted in Figs. 5 and 7 for
variation of random parameters.

For variation of h1 and h2, PSO results gave in negative region of swam
datasets. But proposed fuzzy inference PSO gave optimist distance and shown in
Figs. 5 and 7. Results shown in Figs. 5 and 6 are simulated for lower number
dataset points, i.e., lower number particles in modified PSO. Particles of PDCS
mode set quickly converge with a velocity term determined with Eq. 12.

The DG integrated grid network datasets are also plotted to determine the per-
formance of proposed fuzzy inference PSO and shown in Fig. 7. Power variations
are considered for datasets of PSO algorithm, and these datasets are tabulated.

Voltages and power at DG terminals are better with proposed MPPT-PSO
method. As application considered, condition of grid network can be identified and
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Fig. 5 Fuzzy inference PSO for PDCS mode of network for h1 = 0.2(right) and h2 = 0.3(left)
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Fig. 6 PSO for h1 = 0.43(right) and h2 = 0.59(left) for lower number of particles
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lead to protection and secure measures, especially in the requirement islanding
mode of operation. Converge takes place in shortest distance, and hence the
detection time is faster. Detection time and number of iterations reduced by the
proposed method is shown in Table 2. Hence, the stability parameters like voltage,
power, and speed variations tested in different operating conditions.

7 Conclusion

This paper presented a novel approach of modified PSO algorithm for large network
systems like grid network to handle the dataset, especially in peculiar operating
conditions. The approach proposed is tested at PDCS operating mode of grid
network. Fuzzy-based inference system is elaborately presented with variable
weighted random parameter of modified PSO. The distance between personal
dataset and global dataset for both negative and positive regions of positions is
given mathematical representation and fuzzy inference rules. Also, power and
voltage variations are depicted during the test condition that is maintained to
improve the profile margin with proposed fuzzy inference PSO method. The
comparative results between PSO and fuzzy-based PSO optimized results proved
that proposed method gives considerable satisfactory results. Hence, state of grid
network can be known and identified in view of protection and secure actions.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
4

-2

-1

0

1

2

3

4

5

6
x 10

4

time

P
ow

er
 V

ar
ia

tio
ns

Islanding

With Fuzzy Infernece PSO

With PSO

0 0.5 1 1.5 2 2.5 3
0.997

0.998

0.999

1

1.001

1.002

1.003

Time in seconds

V
ol

ta
ge

 a
t C

on
ve

rt
er

 T
er

m
in

al
s

Variation in Speed

With Fuzzy Inference PSO

With PSO

Fig. 7 PDCS mode of network and its power variations

Table 2 Few fuzzy inference rules for PDCS mode of network

No. of iterations at instant of islanding Detection time
PSO (s) Fuzzy inference PSO (s)

4100 0.214 0.189

4591 0.250 0.194
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Predictive Methodology for Women
Health Analysis Through Social Media

Ajmeera Kiran and D. Vasumathi

Abstract Health is an important factor that contributes to human well-being and
economic growth. Women’s health can be examined in terms of multiple indicators,
which vary by geography, socioeconomic standing and culture. Currently, women
face a multitude of health problems. To make health services more equitable and
accessible for women and to adequately improve the health of women, multiple
dimensions of well-being must be analysed in relation to global health average and
also in comparison to men. Proposed system collects and analyses the information
regarding the issue of women’s health through social media regarding women’s
health to know about the diseases suffered by them. To accomplish this task, we
track online health-related conversations about women from Twitter like maternal
health, cancer, cardiovascular diseases, etc. These are analysed and outcomes are
represented as graphs. This work helps in taking necessary preventive measures to
control the diseases.

Keywords Hadoop ⋅ MapReduce ⋅ Hive ⋅ Social media ⋅ Health indicators

1 Introduction

The healthcare industry historically has generated a large amount of data, driven by
the record-keeping compliance and regulatory requirements, and the patient care
[1]. Social media provides an enormous amount of information regarding the health
of women helping and taking necessary measures. Big data in health refer to
electronic health dataset so large and complex that are difficult feeds (called tweets)
related to women’s health and analysing to know about the diseases suffered by
them. Social media is that a means and environment for social interactions via the
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internet [2]. Social media provides an enormous amount of information that can be
taped to create measures that potentially serve as both substitutes and complements
to traditional source of data from surveys and administrative records. It is important
that social media is not merely viewed as a communication channel alone [3].

This study integrates social media into health communication campaigns, and
activities allow health communicators to leverage social dynamics and networks to
encourage participation, conversation and community, all of which can help spread
key message and influence health decision-making. Social media also help people
groups to achieve when, where and how they need to get well-being messages; it
enhances the accessibility of substance and may impact fulfilment and trust in the
well-being messages conveyed. Like, tapping into personal networks, presenting
information in multiple formats, spaces and sources help to make messages more
credible and effective.

Health is not just illness and treatment but is a state of well-being. It is also free
from physical, mental and social stress. There are other social, cultural and eco-
nomic and environment factors that affect a person’s health. The women’s health
also depends on the above factors. There is an urgent need to have a broader
understanding of health as the interaction of social economic, based on the primary
healthcare approach. The health problems that are being faced by women are like
maternal problems, breast cancer, HIV/AIDS mental health, obesity, pregnancy
problems, etc. [4–6].

These are some of the problems and we are going to give clear view status
regarding the women’s health in India. So, in this paper, we are going to give a
clear view of data on women’s health in India through social. The health-related
information can be extracted using social media and represented them as graphs and
analysed them. The potential of online conversations to complement official
statistics, by providing a qualitative picture demonstrates how people are feeling
towards women’s health. In addition to this, it will be helpful to the government to
take preventable measures, in which part of India women and children are suffering
more and with what health issue they are facing.

2 Motivation

Every year, millions of women’s and children are dying from preventable causes.
There are some problems which women face like mental stress, breast cancer,
obesity, asthma, etc. Earlier, it was a problem with the survey but at present it is
much easier to collect the data using social media, i.e. we can extract huge data
which is generated by much number of people from social media and analysed them
[7]. Various problems are faced by women of different geographical regions, social
classes and indigenous and ethnic groups across the world. Currently, women are
facing a multitude of health problems, which ultimately affect the aggregate
economy’s output.
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3 Problem Statement

Health analysis is done by collecting data from all hospitals and social websites,
and then processing and analysing them. This is a hectic task. Instead, data col-
lection from different social networking sites can help to accomplish the task easily.
Here arises a problem, that is, data is an unstructured format.

4 Existing System

In the existing system, the data collection was limited to certain hospitals only.
Using social media, the data from all around the world can be collected. The
traditional RDBMS had scalability problem. It cannot store unstructured data. It
was difficult to handle large amount of data. The one way to collect data was by
surveys which were time-consuming and expensive work to perform [8].

The key challenges include the following:

i. Preprocessing is required.

ii. High cost.

iii. Difficult to achieve scalability.

iv. Could store only structured data.

5 Proposed System

Big data use Hadoop Distributed File System (HDFS) which can store petabytes of
data [9]. It can store both structured and unstructured data [10]. The proposed
system collects the data from the social networking site (Twitter). The collected
data may be an unstructured data. Using HDFS, the data is stored. The data is
processed using MapReduce [11], a processing framework. It uses social media for
survey. The proposed system is totally an automatic system. It uses the social media
data to conduct a survey and generate the same result as it has done manually.

1. Extraction of data from social media (Twitter). Here, we use the data acquisition
tool for extracting the data from the social media.

2. Based on the acquired data, we analyse the sentiments of the people for the data
analysis.
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3. Segregating the collected data and store it in proper tables to form databases, so
that we can analyse the data clearly.

4. Analysing the data from database and generating analytical graphs based on the
collected data.

5. The generated graphical outputs are stored and made a conclusion for each and
every generated graph.

It has the following advantages:

i. Data is available in real time and at high frequency.

ii. Low-cost source of valuable information.

iii. No wastage of manpower and time.

iv. It can answer the questions that would have known through surveys in
advance.

v. Social media offers a distinctive window approach.

Projected Architecture

Proposed study begins with collection of women’s health-related tweets from
Twitter using flume-in with the support of Twitter Streaming API. These tweets are
stored in HDFS. The collected tweets are in unstructured (Jason) format. These are
converted to structured format using a MapReduce code which is fed as an input to
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hive. Using HQL queries, .csv files are produced which are converted to graphs
using MS Excel.

6 Experimental Results

Figure 1 gives brief details about successful execution of MapReduce code.
Figure 2 gives brief details about count and categories of tweets on name node

which is run on the MapReduce and it shows number of tweets on the particular
diseases in different countries.

Figure 3 gives brief details about count and categories of tweets on the particular
diseases like pregnancy obesity, breast cancer, infertility, etc. in different countries.

Figure 4 shows the number of steps in initialization of hive and creation of a
table in hive environment. On top of the Hadoop, hive is a data warehouse
framework. Using hive, we can write SQL like queries to process and analyse the
data stored in Hadoop file system. The advantage of hive is scalability and per-
formance, it works like normal SQL language and runs fast over big datasets.

Figure 5 gives brief details about count and categories of tweets on the particular
diseases like pregnancy obesity, breast cancer, infertility, etc. in different countries
which is produced using hive.

Figure 6 gives brief details about count and categories of tweets on the woman
diseases like pregnancy obesity, breast cancer, infertility, etc. in different countries.

Figure 7 gives brief details about count and categories of tweets on the woman
diseases like breast cancer in different countries like USA, UK, India, Australia and

Fig. 1 Screenshot of successful execution of MapReduce code
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Africa. The results state that most of the people in UK are facing breast cancer
disease when compared to other countries.

Figure 8 gives brief details about count and categories of tweets on the woman
diseases like pregnancy problem across countries like USA, UK, India, Australia

Fig. 2 Screenshot showing count and categories of tweets on name node

Fig. 3 Screenshot of output of MapReduce code
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and Africa. The results state that most of the people in UK are facing breast cancer
disease when compared to other countries.

Fig. 4 Screenshot of initialization creating table of hive

Fig. 5 Screenshot of table
produced by hive
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Fig. 8 Graph showing
number of tweets across
countries regarding pregnancy
problem

Fig. 6 Graph showing
number of tweets regarding
women diseases

Fig. 7 Graph showing the
number of tweets regarding
breast cancer
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7 Conclusion

Improving and taking care of health-related issues are always given priority. To
improve health, statistical data and information related to health are collected and a
conclusion is drawn by processing it. Such health-related data is collected from
social media; in this work, Twitter has generated a large amount of unstructured
data related to health issues posted by various users from worldwide. This data is
collected, processed and analysed using various software tools. Hadoop playing an
Important role in Predicting and analysing Women Health Problems, because
hadoop works on hetrogeneous data.

Also, the processed data is further analysed for generating the output in the form
of graphs for the easy understandability; these statistics generated can be stored and
help in improving the health conditions by creating the awareness in the society
based on the statistics. The statistics also help to predict the future health
conditions.

This paper helps the health organizations to have a clear view of diseases suf-
fered by women belonging to different categories, take preventive measures and
enhance women’s health, and take necessary preventive measure to control the
diseases.

8 Future Work

The work can be further extended by finding out the reason of illness through
tweets. We can extract information from the articles shared on twitter for more
accurate results. We can also continue the work by extending it to children or men
or people as a whole.
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A Reversible Data Embedding
Scheme for Grayscale Images
to Augment the Visual Quality
Using HVS Characteristics

T. Bhaskar and D. Vasumathi

Abstract Data embedding into multimedia is growing hastily due to the raising
concern to handle the security issues. The reversible data embedding schemes have
become popular due to its demand in various applications such as military com-
munication, remote sensing, etc. There is a tradeoff between embedding capacity
and visual quality while maintaining the reversibility. We propose a reversible
scheme which focuses on ameliorating the visual quality by minimizing the usage
of nonzero quantized DCT coefficients during the embedding process.

Keywords Data embedding ⋅ Reversible ⋅ DCT ⋅ Visual quality
HVS characteristics

1 Introduction

Data embedding into multimedia has become a popular method in addressing the
security issues that arise during the use, storage, and transmission of multimedia
data. Various applications from watermarking and steganography [1, 2] include
authenticity (e.g., tracing copyright, banknote, etc.) and concealing any file into
multimedia, etc. Embedding the secret data into multimedia data such as image,
audio, or video with the compression technique is prominently increasing as it helps
to reduce resource usage such as storage space or transmission capacity [2–4].

“we take the full responsibility of the ethical issue of the work. We have taken permission to use
the information in our work. In case of any issue we are only responsible”.

T. Bhaskar (✉)
JNTUHCEH, Hyderabad, India
e-mail: bhalu7cs@gmail.com

D. Vasumathi
Department of CSE, JNTUHCEH, Hyderabad 500085, Telangana, India

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_48

521

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_48&amp;domain=pdf


The most promising frequency transformation mechanism in demand is Discrete
Cosine Transform (DCT) [5]. The DCT is a technique for converting an image from
spatial domain to frequency domain, which is widely used in image compression.
The data embedding in transform domain helps in improving the visual quality by
making use of the visual characteristics of frequency coefficients [6, 7]. The data
embedding can be performed in either irreversible or in reversible manner. After
embedding the data into the multimedia, the original form of the multimedia cannot
be restored back in irreversible embedding, whereas restoring back of secret data
along with the original form of multimedia can be achieved through reversible
embedding [7–9].

A number of modifications are being carried out in the multimedia for achieving
the reversibility [7, 10]. And because of these modifications, the visual quality of
image or video degrades. To maintain the visual quality of an image or video, we
must consider the effect of embedding capacity and other parameters that may affect
the visual quality. Some measures such as PSNR can be used for evaluating the
visual quality of degraded image or video. But PSNR is not a good measure for
evaluating the visual quality of degraded image or video when data is embedded in
frequency domain in which HVS characteristics are considered. Thus, to measure
the visual quality, we must consider the metrics which take HVS characteristics into
account. We propose a DCT-based reversible data embedding scheme for grayscale
images which ameliorates visual quality using HVS characteristics. The HVS-based
measures SSIM and SSIM_INDEX have been used to assess the visual quality of
degraded image [11, 12].

2 Proposed Scheme

Embedding the data in middle-frequency coefficients is in practice to improve
visual quality of the embedded image. In S. Gujjunoori et al. scheme [7, 13], the
alteration of nonzero coefficients during the elimination of ambiguity process
caused more visual distortions. So, we propose a reversible data embedding scheme
by minimizing the use of nonzero coefficients to ameliorate the visual quality. The
proposed scheme is referred as Ameliorate Visual Quality (AVQ) which aims to
improve visual quality of embedded image. The middle-frequency quantized DCT
coefficients of a grayscale image are considered for embedding the data as shown in
Fig. 1. The embedding capacity of an image is calculated by considering the three
consecutive zeroes. During the process of eliminating ambiguity, a few nonzero
values are partially neglected which results in amelioration of the visual quality. We
compare the results with S. Gujjunoori et al. scheme [7].

Let I be an image and S be the secret data to be embedded. The image I of size
M ×N is partitioned into 8 × 8 blocks. These 8 × 8 blocks are transformed into
frequency domain using 2D DCT [4]. If considered image is a square, then size of
image will be N × N.
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Consider a transformation of an original image x to transformed image X as
in (1)

X K1, K2ð Þ←x n1, n2ð Þ, ð1Þ

where n1 and n2 are the coordinates in spatial domain, and K1 and K2 be the
coordinates in transformed domain.

The forward 2D DCT transform of an image x of size N ×N is as in Eq. (2)

X K1,K2ð Þ= T ∑
N − 1

n1 = 0
∑
N − 1

n2 = 0
xðn1, n2ÞAB, ð2Þ

whereK1, K2, n1, n2 = 0, 1, 2, . . . ,N − 1.

andA= cos π 2n1 + 1ð ÞK1

2N

� �

B= cos
π 2n2 + 1ð ÞK2

2N

� �

T =

ffiffiffiffiffiffi
4
N2

r
Y K1ð ÞY K2ð Þ

Y Kð Þ=
1ffiffi
2

p forK =0

1 otherwise

(

The corresponding inverse transform is given in (3)

x n1, n2ð Þ= ∑
N − 1

K1 = 0
∑
N − 1

K2 = 0
TX K1,K2ð ÞAB ð3Þ

Let I = fI1, I2, I3, . . . Img, where Ij is the jth 8 × 8 block of I and m= N ×Nð Þ ̸64.
Let C= fC1, C2, C3, . . .Cmg be the set of DCT transformed blocks. Let Q be the

Fig. 1 An 8× 8 DCT
quantized block before
embedding
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8× 8 quantization block. Let CQ= fCQ1,CQ2,CQ3, . . . ,CQmg be the set of
quantized DCT blocks of I. Let E= fE1,E2,E3, . . .Emg be the set of embedded
blocks of image. Let H = h1, h2, . . . , h9f g be the sets of middle-frequency coeffi-
cients in every CQi for embedding the data as shown in Fig. 1. We embed the data
in mid of three ceaseless consecutive zeros present nearby either a nonzero coef-
ficient or at the end of sets considered. In Fig. 1, consider h7, h5, h3 sets having
three consecutive zeroes from high frequency to low frequency. The secret data is
embedded at the mid of three consecutive zeroes in sets h7, h5, h3 as shown in
Fig. 2. Let chi be the number of ceaseless zeroes in the direction, high frequency to
low frequency in the set hi.

The proposed scheme is presented in Sects. 2.1 and 2.2 representing data
embedding and data extraction procedures, respectively.

2.1 Data Embedding Procedure

The data is embedded in middle-frequency coefficients by considering the sets
which satisfies the condition of having three consecutive zeroes from high fre-
quency to low frequency (as shown in Fig. 1). During the process of eliminating
ambiguity, the use of nonzero values is minimized, which results in improving the
visual quality. The data embedding procedure uses the functions, Amb and Emb.
The Amb is used to remove the ambiguity in advance that may result after
embedding the data, if the care is not taken to eliminate the ambiguity before
embedding. In (4), the tuple ah, am, alð Þ denotes the continuous sequence of
quantized DCT coefficients from high frequency to low frequency, nearby either a
nonzero coefficient or at the end of sets considered as in Fig. 1. The function Emb is
used to embed the data in the middle-frequency coefficients as in (5), where s = {0,
1}* denotes the random secret data, ða0

h, a
0
m, a

0
lÞ denotes the tuple of sequence of

quantized DCT coefficients from high frequency to low frequency after eliminating
the ambiguity (as shown in Fig. 2), and eh, em, elð Þ denotes the tuple containing the

Fig. 2 An 8× 8 DCT
quantized block after
embedding
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embedded data, where secret data s is embedded in the mid of three consecutive
zeroes, as in (5). The data embedding algorithm is shown in Algorithm 1.

ða′h, a′m, a′lÞ=Amb ah, am, alð Þ= ah, am +1, alð Þ if ah =0, am =1, al =0ð Þ
ah, am, alð Þ otherwise

�
ð4Þ

eh, em, elð Þ=Emb ah, am, alð Þ, sð Þ

=
ah, s, alð Þ if ah =0, am =0, al =0ð Þ

ða′h, a′m, a′lÞ otherwise

� ð5Þ

where s denotes a secret bit 0 or 1.
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2.2 Data Extraction Procedure

Data extraction procedure is the reverse process of data embedding. The data
extraction procedure uses the functions, Ext and Rest. Ext; as in (6), is used to
extract the embedded secret data and Rest, as in (7) and is used to restore back the
data to its original form after extracting the data. The data extraction procedure is
shown in Algorithm 2. ex= exh, exm, exlð Þ=Ext eh, em, elð Þ

=
0 if eh =0, em =0, el =0ð Þ
1 if eh =0, em =1, el =0ð Þ

�
ð6Þ

Rest exh, exm, exlð Þ= exh, exm − 1, exlð Þ if exh =0, exm =2, exl =0ð Þ
exh, exm, exlð Þ otherwise

�
ð7Þ
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3 Results and Discussions

The grayscale images of size 512 × 512 are used in the experiments which include
images of Lena, Zelda, Elaine, etc. Some of the test images are shown in Figs. 3
and 4. The data-embedded images can be observed in Fig. 5. The visual quality of
the degraded images is assessed using metrics such as PSNR (Peak signal-to-noise
ratio) as in Eq. (8), SSIM (Structure Similarity) as in Eq. (9), and SSIM_INDEX as
in Eq. (10) [12]. Here, the embedding capacity is defined as the total number of bits
embedded in a 512 × 512 image.

PSNR=10 log 10
2552

MSE
ð1Þ

�
ð8Þ

SSIM =
2*x ̄*y ̄+C1ð Þ 2*σxy+C2ð

σx2 + σy2 +C2ð Þ x− 2 + y− 2 +C1ð Þ
�

ð9Þ

Fig. 3 Original test images

Fig. 4 Degraded images after embedding process
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SSIMINDEX =
1
M

∑
M

j=1
SSIM xj, yj

� 	(
ð10Þ

From Table 1, we can observe that the visual quality in terms of PSNR, SSIM,
and SSIM_INDEX has been improved. Figures 6, 7, 8, 9, and 10 show improved
visual quality in terms of PSNR, SSIM, and SSIM_INDEX, respectively.

From Fig. 6, we can observe that proposed scheme (black) achieves good results
for PSNR than existing scheme (blue color).

From Figs. 7 and 8, SSIM is improved from proposed scheme (black) when
compared to the existing scheme (blue).

From Figs. 9 and 10, SSIM_INDEX is improved from proposed scheme (black)
when compared to the existing scheme (blue).

Fig. 5 a, d, g original images of Lena, Zelda, and Elaine, respectively. b, e, h are data-embedded
images of Lena, Zelda, and Elaine, respectively using S. Gujjunoori et al. scheme. The images in c,
f, i are data-embedded images of Lena, Zelda, and Elaine, respectively using the proposed scheme
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Table 1 Visual quality measured in terms of PSNR, SSIM, and SSIM_INDEX

Capacity PSNR MSSIM
(SSIM)

MSSIM
(SSIMJNDEX)

Barb512 S. Gujjunoori et al.
scheme

33729 26.2109 0.904 0.6479

Proposed scheme 28405 28.4345 0.9341 0.72
Airplane S. Gujjunoori et al.

scheme
36465 26.3099 0.7491 0.3822

Proposed scheme 34984 28.7784 0.8267 0.4967
Baboon S. Gujjunoori et al.

scheme
28013 26.0568 0.9388 0.7745

Proposed scheme 18906 26.903 0.954 0.7913
Boat S. Gujjunoori et al.

scheme
36154 26.3478 0.8893 0.5995

Proposed scheme 31305 28.3597 0.9218 0.6683
Elaine S. Gujjunoori et al.

scheme
36698 26.3395 0.8683 0.513

Proposed scheme 33141 28.0532 0.9024 0.5732
Crowd S. Gujjunoori et al.

scheme
36274 26.3236 0.9069 0.6188

Proposed scheme 30195 28.8307 0.9366 0.7093
Building S. Gujjunoori et al.

scheme
35567 26.4371 0.8814 0.6358

Proposed scheme 27379 28.3516 0.9161 0.6996
Couple512 S. Gujjunooriet al.

scheme
36023 26.3696 0.8869 0.5926

Proposed scheme 32233 28.4431 0.9202 0.6746
Goldhill S. Gujjunooriet al.

scheme
36336 26.3396 0.9007 0.6072

Proposed scheme 31123 28.3936 0.9298 0.6814
Parrots S. Gujjunoori et al.

scheme
36109 26.7503 0.8373 0.5039

Proposed scheme 33257 28.0405 0.8645 0.5489
Lena S. Gujjunoori et al.

scheme
34560 26.2535 0.8722 0.5685

Proposed scheme 29225 29.16 0.9132 0.6686
Plane S. Gujjunoori et al.

scheme
36505 26.3004 0.8373 0.5144

Proposed scheme 32408 28.8393 0.8895 0.6169
Zelda S. Gujjunoori et al.

scheme
36840 26.3678 0.8602 0.4807

Proposed scheme 35690 28.7484 0.9055 0.5886
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Fig. 6 Improved visual quality measured in terms of PSNR

Fig. 7 Improved visual quality measured in terms of SSIM

Fig. 8 Improved SSIM when compared to existing scheme

Fig. 9 Improved visual quality measured in terms of SSIM_INDEX
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4 Conclusion

The visual quality of an image is degraded more when nonzero coefficients are
considered while eliminating the ambiguity that arises during embedding process.
The proposed scheme AVQ embeds the data in middle-frequency coefficients by
minimizing the use of nonzero coefficients while eliminating the ambiguity which
ameliorates the visual quality. The visual quality of an image is improved in terms
of PSNR, SSIM, and SSIM_INDEX. Thus, this scheme can be used for applications
such as military communication, remote sensing, etc. which focuses on reversibility
and visual quality.
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Optimal Feature Selection
for Multivalued Attributes Using
Transaction Weights as Utility Scale

K. Lnc Prakash and K. Anuradha

Abstract Attribute selection procedure is a key step in the process of Knowledge
Discovery in Database (KDD). Majority of the earlier contributions of selection
methods can handle easier attribute types. Such methods are not for multivalued
attributes that comprise multiple values in simultaneously. Majority of the existing
attribute selection methods can manage simple attribute types like the numerical
and categorical. The methods cannot fit multivalued attributes, which are attributes
that constitute multiple values simultaneously in the dataset for same instance. In
this manuscript, a contemporary approach for selecting optimal values for features
of multivalued attributes is proposed. In the proposed solution, the method is about
adaptation of utility mining based pattern discovery approach. For evaluating the
proposed approach, experiments are carried out with multivalued and multiclass
datasets that are submitted to k-means clustering technique. The experiments show
that the proposed method is optimal to assess the relevance of multivalued attributes
toward mining models such as clustering.

Keywords Multivalued attributes ⋅ Utility scale ⋅ Transaction weight
Data mining ⋅ Feature selection by frequency

1 Introduction

Clustering, which is an unsupervised learning method, is a predominant area in
which many researches are taking place. Based on the chosen optimal feature sets,
the process of clustering occurs. Feature selection is one of the popular models that
is adapted for improving the clustering process, as clustering plays a vital role in the
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data mining process and selection of subset features that represent significant
information from the processed datasets, based on certain criteria [1].

In the cases of datasets with huge dimensionality, clustering process is widely
recommended, as the data mining algorithms might need significant volume of
computational effort upon using large number of attributes. Optimal feature
selection process can ensure

• Enhanced performance of the mining process and eliminating unnecessary
attributes which can affect the results.

• Supports in reducing the dimensionality of datasets.
• Reducing cost of computation and delivering more easily interpretable results.

In terms of conservative data mining, in which a sequential file or a single table
denotes the dataset, the feature selection algorithms take into consideration only the
simple attributes like the categorical and numerical. However, majority of the
real-time datasets comprise multivalued attributes that characterized because of its
ability to assume multiple values simultaneously.

For instance, the type of movies an individual likes to watch can be the attribute
in a movie dataset, and one or more of the movie types like “drama,” “action,” and
“thriller,” etc., can be the value for the respective attribute. Such attributes often
referred as multivalued attributes.

The multivalued attributes that are categorical with infinite range can be
impacted using effective feature optimization process, as the dimensionality of the
multiple values gets reduced by great extent. For instance if the sources in an
attribute of network transactions comprising categorical values of an infinite
dimension, for categorizing the given set of network transactions to normal or
attack prone, the attribute sources with multiple values like the different combi-
nation of sources that are sparsely presented as values are discarded.

Nevertheless, the sources of the attribute are significant to label the network
transactions as DDOS attack prone or not, as the DDOS attacks might get initiated
from varied sources. In a different dimension, detecting of the concept drift over the
streaming data might turnout inappropriate if the data comprise attributes having
multiple values with the constraints as discussed above, as the combination of
divergent values for a corresponding attribute reflects the change point in a concept.
It might also lead to misclassification of the feature sets.

Many of the earlier contributions in the domain have focused on discovering
optimal values pertaining to multivalued attribute, which is considered inappro-
priate as the selected optimal values might fail to correlate with other attribute’s
values. Considering such factors, it presumed that the optimal values of attributes
comprising multiple values chosen under the context of the other single-valued
attribute values.

Some of the literature in the domain has discussed the “multivalued attributes”
with different connotation. In some of the studies, the attribute selection addressed
in the instance of varied set of attributes having varied domain sizes [2], but not in
the case of attributes that are observing multiple values simultaneously.
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Relational mining is the research area that leads to developing methods for
dealing with the databases structured as multiple tables [3]. It is imperative from the
literature that numerous algorithms earlier proposed pertain to relational mining
[4–8].

As a separate table for avoiding redundancy in the main table [9], research
focusing on such type of attribute usually accomplishes the representation of
multivalued attributes in a database with the object of present study emphasizing
the context of multi-relational mining.

Though there are varied methods that handle the multivalued attributed direc-
tion, not much of solutions were contributed in the earlier studies, pertaining to
address the importance of a multivalued attribute selection.

In [10], a solution proposed wherein the k possible values of a multivalued
attribute in k binary attributed are used, which allows the application of traditional
attribute selection model. Increasing dimensionality of the actual data is one of the
key issues envisaged in the process and it might have a significant impact if k is
large.

In order to address this gap, in this paper, a contemporary solution for feature
selection from attributes comprising multiple values is discussed. The contributions
of the proposal are utility scale, which are based on individual values of the
attributes, and it is further used for selecting optimal values of attributes with
multiple values.

The further sections of this paper are structured as follows: Sect. 2 comprises
literature review of feature optimization techniques that comprise multivalued
attribute optimization. In Sect. 3, the proposed model of multivalued attribute
optimization using utility scale is discussed. Section 4 depicts discussions over the
experiments and the evaluation of the proposed model. Section 5 depicts the
conclusion of the proposed solution and scope for future work.

2 Related Work

Multivalued data mining is much complex than the mining of single-valued data. In
addition, the multivalued data might reduce the performance of data mining algo-
rithms, as the data obtained for mining might be more complicated. Discretization
[11–15], a technique adapted for reducing the values in a chosen continuous
attribute, is about dividing the range of attributes into finite set of adjacent intervals.
The process of discretization is profoundly followed in the data mining algorithms
that are highly sensitive for size of data, which is to handle the categorical attributes
[16]. Empirical study of the process emphasize the potentiality of the technique in
terms of speeding the learning process while improving the accuracy of the learning
algorithms [17]. In [17], the authors have stated that the discretization approaches
usually proposed along five lines as, the direct method of discretization versus
incremental, static way of discretization versus dynamic, supervised method of
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discretization versus unsupervised, global method of discretization versus local and
splitting method of discretization versus merging.

Supervised methods follow the method of discretizing attributes by considering
class information, but the unsupervised methods ignore the class information [18–
20]. Dynamic methods [21] discretize the continuous attributes while building a
classifier in static methods, the discretization process completed even prior to
learning the task. The global methods [20] uses all of the records in discretization
scheme and it profoundly built with static methods.

In the other dimension, the local methods categorically associate with dynamic
approaches in which only partial set of the records are used for discretization.
Merging methods usually start the process with the complete list of all continuous
values of attributes as cut points. It also eliminates few of them by merging intervals
at every step. In the splitting methods, it starts with empty list of cut points and the
new ones added at every step.

In the direct methods, human intervention is essential to decide the number of
intervals and discretize the continuous attributes. However, in the case of incre-
mental methods, it starts with the simple discretization scheme and gets through the
refinement process, as some of them might need stopping criterion for terminating
the discretization process.

Equal width and equal frequency [22] are two of the simple discretization
algorithms that are unsupervised, static, splitting, and global and a direct method.
The following are some of the prominent discretization algorithms in the lines of
splitting versus merging.

Some of the splitting methods are equal width and equal frequency [22],
Information Entropy Maximization (IEM), Maximum Entropy [23] Class-Attribute
Interdependence Maximization (CAIM) [24], Class-Attribute Dependent Discretize
algorithm (CADD) [25], Class-Attribute Contingency Coefficient (CACC) [26], and
Fast Class-Attribute Interdependence Maximization (FCAIM) [27]. According to
the experimental studies carried out [26], it is imperative that the CACC dis-
cretization algorithm is very efficient than the other splitting discretization
algorithms.

A common characteristic of merging methods is to use the significant test for
checking if two adjacent intervals merged. In [28], most typical merging algorithm
was proposed, in which apart from the computational complexities, the other major
issue envisaged is about the need for users to define various parameters during the
application of algorithm. It includes the significance level and the maximal and
minimal intervals too.

In [29], other algorithm model is proposed based on Chi Merge [28]. The model
improved as it automatically estimates the value of significance level. However,
even that algorithm needs the users to provide the inputs on inconsistency rate for
stopping the merging procedure and it does not consider the freedom, which plays a
vital role in the discretization schemes.
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In [30], the previously mentioned problems of Chi2 addressed and it replace the
parameter of inconsistency with quality of approximation as parameter after each
iteration of discretization. Such mechanism makes necessary modification to a
completely automated method for attaining better accuracy in prediction.

The model devised in [31] is an extension to Chi2 technique, which considers
the labels of instances that often overlap in real-time environment. Extended Chi2
recognizes the predefined misclassification rate from data itself and it takes into
account the effect of variance in two adjacent intervals. The modifications that
incorporated can handle even an uncertain dataset. Experimental studies of the
model emphasize that it outperformed the other bottom-up discretization algorithms
as it discretization scheme, can attain higher levels of accuracy [31].

In a multivalued dataset, records might have varied number of values.
Multi-valued classifier (MMC) [32] and the Multivalued Decision Tree Classifier
(MMDT) [33] are two significant algorithms used for mining a multivalued dataset.
Both MMC and MMDT are decision tree based approaches and MMDT is the
extension of MMC. MMDT refines the goodness measurement of a splitting
attribute proposed in MMC, in order to improve the classification accuracy. But the
crux is that majority of the algorithms detailed above are not suitable for dis-
cretizing multivalued datasets, but only can discretize the single-valued data.
Though some of the multivalued classifiers [32, 33] proposed, still there are no
algorithms that can select features from multivalued datasets with global optimality.

3 The Utility Scale Design and Optimal Set of Values
Selection for Multivalued Attribute

The theme of the optimal values selection for multivalued attributes proposed is the
influence of utility-based mining that selects features based on their significance
contribution than their frequency of occurrence. For instance, in market basket data,
the profit gained against an item is more relevant than its frequency in transactions.
Similarly, the values appeared for multivalued attributes must be selected based on
their presence in significant transactions rather their frequency. This way of values
selection for multivalued attributes reflects the relevance with values of the simple
attributes. The detailed exploration of the model is proposed as follows:

Let DS be the dataset formed by set of records such that records contain one or
more multivalued attributes. Let SA be the set of simple attributes (single-valued
attributes) of the records in the said dataset DS. Let MVA be the set of multivalued
attributes having in the records of dataset DS. The notations vðsaiÞ and vðmvaiÞ
denote the values assigned to simple attribute sai and multivalued attribute mvai,
respectively. Each entry in set vðmvaiÞ is again a set representing a multivalue set of
respective multivalued attribute in a record. However, each entry of set vðsaiÞ is a
single value.
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The proposed utility-scale denotes the scope of the simple attributes involved in
the records of the given dataset. Further, this utility scale enables to estimate the
significance of the values of the multivalued attributes. In order to estimate the
utility scale of the given dataset, initially estimates the coverage of each simple
attributes value (see Eq. 1) as item utility, such that values of simple attributes as
items. Then the transaction utility of a transaction, which is aggregate value of the
item utility of all simple values those exists in the corresponding transaction
assessed (see Eq. 2). Further assesses the corpus utility or dataset utility, which is
the aggregate value of transaction utility of all transactions exists in the corre-
sponding corpus or dataset (see Eq. 3). The product of the corpus utility and the
utility threshold given is the utility scale (see Eq. 4). The utility scale threshold is
usually greater than zero and less than one.

Further, this utility scale is used to estimate the significance of each value
assigned to the multivalued attribute. The overall process initially estimates the
mean coverage of each value assigned to corresponding multivalued attribute (see
Eq. 5). Afterward estimates transactional utility of each value of the multivalued
attribute, which is the aggregate of the utilities obtain to transactions those contains
the corresponding value of the multivalued attribute (see Eq. 6). The product of the
mean coverage and transactional utility of a multivalued attribute’s value is the
value utility (see Eq. 7) of corresponding value of the multivalued attribute. If this
value utility is greater than or equal to the utility scale, then the respective value of
the multivalued attribute is optimal. The mathematical model of the description is as
follows:

The coverage of each value of simple attribute is referred as item utility, which is
measured as follows:

∀
jSAj

i=1
fsai∃sai ∈ SAg

Begin

wðsaiÞ= jjvðsaiÞjj //consider the values vðsaiÞ assigned to attribute sai as new set
uðsaiÞ, such that no duplicates exist

∀
jwðsaiÞj

j=1
fej∃ej ∈wðsaiÞg

Begin

uðejÞ= ∑
jvðsaiÞj

k=1
1∃ej ≅ vk

� � ð1Þ

//vk is the running value of the set v(sai)
End
End
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The aggregate value of the utility of all items in a transaction referred as the
transaction utility, and the aggregate of the utility of all transactions is referred as
corpus or dataset utility that is measured as follows:

uðDSÞ=0; // dataset utility set zero initially

∀
jDSj

=1
ti∃ti ∈DSf g

Begin

uðtiÞ=
∑
jtij

j=1
uðvjÞ∃vj ∈ fti ∧ vðsajÞ

� �

jDSj ð2Þ

//aggregating the utility of all items existing in transaction ti

uðDSÞ+ = uðtiÞ ð3Þ

End
The product of the corpus utility uðDSÞ and utility threshold τ (usually the

threshold is in between 0 and 1) referred as utility scale usc:

usc= uðDSÞ× fτ ∃ 0< τ<1g ð4Þ

Let the value sets of a multivalued attribute mvai found in all transactions of data
set DS be set MVS and then assess the utility of each entry in MVS as follows:

Let UMVS be the set containing all unique values of MVS
Find the mean coverage of each value as

∀
jUMVSj

i=1
fei∃ei ∈UMVSg

Begin

mcðeiÞ=
∑jMVSj

j=1 1∃ej ∈MVS∧ ej ≅ ei
� �

jDSj ð5Þ

End
Find the transactions level utility, which is the aggregate of the utility of

transactions those contains each entry of UMVS as:

∀
jUMVSj

i=1
fei∃ei ∈UMVSg

Begin
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tuðeiÞ= ∑
jDSj

j=1
uðtjÞ∃tj ∈DS∧ ei ∈ tj

� � ð6Þ

End
Value utility of each entry of set UMVS is measured as the product of the mean

coverage and aggregate utility of the transactions having that value, which is as
follows:

∀
jUMVSj

i=1
fei∃ei ∈UMVSg

Begin

vuðeiÞ= tuðeiÞ×mcðeiÞ ð7Þ

End
Then, select the entries of UMVS as optimal values of the respective multivalued

attribute, such that the entries with value utility is greater than or equal to utility
scale usc.

The optimal values selected for multivalued attribute through the proposed
utility scale are significantly divergent from the values selected by their frequency.

The resultant values of multivalued attributes reflect the transaction level scope,
contradicting to this, the values of multivalued attribute selected based on their
transaction level frequency are less optimal.

4 Experimental Study and Performance Analysis

In this section of the study, the experimental setup, dataset, and the results are
obtained from the experiments performed over the proposed model discussed.
K-means algorithm [34] is used for clustering the unlabelled transactions of the
dataset. Implementation of the proposed solution is carried out using Java 8 on a
computer with 4 GB ram capacity, and i5 processor. Scripts are defined using R
programming language [35] for assessing metrics on resultant cluster.

4.1 The Dataset

Experiments carried out on CORA [36] dataset comprise 2708 records and every
record is a scientific publication from one of the seven chosen categories (Rein-
forcement learning, Case-Based Reasoning, Probabilistic Methods, Rule Learning,
Neural Networks, Genetic Algorithm, Theory). Every record constitutes entries for
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subset of 1433 unique words that are simple attributes and set of values for two
multivalued attributes termed as cited article and citing article.

Every record comprises subset of article ids for selected 5429 unique article ids
as multivalue set for the multivalued attributes. Accuracy and performance of the
proposed solution are explored using the cluster evaluation metrics, cluster purity,
harmonic mean of clusters, inverse of purity, and harmonic mean of topics. For
setting this, the recommended set of documents was chosen under the topic context
as knowledge base and documents are clustered as corpus, that are grouped
according to topic in order to facilitate cluster optimality evaluation as per the
chosen metrics.

4.2 Assessment Metrics and Strategy

Metrics purity, inverse of purity, and harmonic mean play a vital role in the cluster
evaluation process. The frequency of category in all the resultant clusters reflects as
cluster purity [37]. Metric purity nullifies any kind of noise from the corresponding
clusters, but does not have the ability to discover the relativeness of the documents,
i.e., if each document is seen as one cluster, then it results in clusters having
maximal purity. Hence, the metric called inverse of purity is significant in terms of
identifying scope of documents of a cluster as same category. The metric inverse of
purity is imperative in discovering the cluster with maximum recall value for every
category.

Defining a cluster comprising all input documents results in maximum value for
inverse of purity as the metric is not able to nullify the mix of documents from
varied categories. It is imperative to consider the harmonic mean of clusters
alongside the purity and inverse of purity. Harmonic mean of cluster is the inverse
purity and combination of purity that are estimated by comparing every category
with the cluster having higher combined precision and recall [38] termed as
F-Measure.

4.3 Performance Analysis

Clusters formed from the records along with multivalued attributes are optimized to
optimal extent with the usage of the proposed model, as their f-measure is high. The
level of purity observed in every resultant cluster is with high accuracy. Statistics
pertaining to the experimental study is depicted in Table 1.

To exhibit the significance of proposed model, K-means clustering technique is
used on the records with multivalued attributes which optimized traditional
frequency-based approach (In terms of selecting most frequent values of multi-
valued attributes). Cluster purity and f-measure observed with the clusters dis-
covered from records optimized by the proposal are much significant compared to
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the results generated from clusters derived from records optimized using other
traditional frequent value selection (as depicted in Figs. 1 and 2).

The cluster accuracy is observed for both models depicted in Fig. 3, which is the
ratio between the resultant true documents count and actual true documents count of
the respective cluster.

Table 1 The statistics of the input data and results obtained

Utility scale based multivalued
set optimization

Frequency-based multivalued
set optimization

Total number of records in
CORA [36]

2708 2708

The maximum number of
simple attributes

1433 1433

The maximum size of the
multivalued set

5429 5429

The number of multivalued
attributes

2 2

The number of classes
(clusters)

7 7

The average of F-measure 0.94 0.81
Average cluster purity 0.97 0.85
Average clustering accuracy 0.95 0.77

Fig. 1 Cluster purity
observed for divergent
clusters

Fig. 2 F-Measure (harmonic
Mean) observed for divergent
clusters
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5 Conclusion

This work proposes a novel approach to select optimal value set for multivalued
attributes, which facilitates to measure their importance for mining models. Unlike
the general tendency of selecting values for multivalued attributes based on fre-
quency, the proposed model selects the values based on the corresponding trans-
action weight. The devised model is influenced by the strategy of utility mining,
where the values are selected by their significance rather their frequency. Similarly
here, the values of multivalued attributes are selected based on their significance
toward the weighted transactions rather their frequency. The significance of the
values is estimated by the weights of the transactions in which those values exist.
The transaction weights are estimated by the occurrence of the simple attribute
values. The experimental study evinced that the proposed model is considerably
best to select the optimal values for multivalued attributes compared to the value
selection by frequency. In order to explore this, experiments are conducted on
benchmark dataset called CORA [36], which is having a couple of multivalued
attributes along with simple attributes. The optimality of the selected values is
assessed by clustering the said dataset (with multivalued attributes having selected
values) using K-means. The metrics such as cluster purity cluster harmonic mean
(f-measure) and cluster accuracy are considered to notify the impact of the values
selected by proposed model and value frequency on clustering process. The results
obtained for the model proposed here in this manuscript are motivating our feature
research in many directions, such as using the proposed utility scale as fitness
function for evolutionary techniques to select optimal values for multivalued
attributes; also, it is possible to device heuristic scales to select optimal values for
multivalued attributes.

Fig. 3 Accuracy ratio of
divergent clusters obtained
from both models
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Android-Based Security and Tracking
System for School Children

Kouthrapu Ravisankar and V. Vanitha

Abstract There has been a steep rise in crime on children. As a result, safety
becomes the first priority of government. In this paper, a security system for school
children is implemented by tracking children and school bus, which enables parents
to track their children at runtime. They will be notified when the child is going out
of the school and also when child is returning home to avoid any misplacement of
the child. Security system for school children is implemented by using Global
Positioning System (GPS). Mobile app is developed for parents and staff members
to get location of children and school bus using GPS. The mobile application also
contains contact details of bus in charge and principal so that they can be contacted
by parents in case of emergency. Also, by using Radio Frequency Identification
(RFID) technology, parents can find out the child’s entry and exit status in the bus.

Keywords Security system ⋅ Tracking system ⋅ GPS ⋅ RFID
Android ⋅ ARM microcontroller

1 Introduction

Security arrangements in schools play an important role in the selection of school
for admitting children by their parents. One of the problems that parents and
schools are facing is that the school children are kidnapped when they are waiting
to board the bus near the school premises. So, schools have to ensure that their
security system is trustworthy and parents consider this as a positive aspect for
admitting their children in a particular school.

K. Ravisankar ⋅ V. Vanitha (✉)
Department of Electrical and Electronics Engineering, Amrita School of Engineering,
Amrita Vishwa Vidyapeetham, Coimbatore, India
e-mail: v_vanitha@cb.amrita.edu

K. Ravisankar
e-mail: raviiit463@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_50

547

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_50&amp;domain=pdf


There are so many reasons to give a good security system for school children’s.
Several bitter incidents forced to develop a security system for providing safety to
school children’s. Missing of the student cases and kidnappings are increasing in
advance. So, parents are not comfortable until the child resumes back to home.
Solutions can be implemented on school-owned buses and school ID cards so that
the child can be tracked continuously. Security arrangements in schools are
nowadays improving because of improvement in technologies such as wireless
networks, embedded controllers, etc. Normally, parents do not know any infor-
mation about their children when they leave for school. By using the proposed
security system, parents can know the status of their children. Through tracking
school bus and children, parents can know the children’s location and compare it
with the bus location through mobile app. By doing so, they can know whether the
child is on the bus or not. During the school timing, if the child goes out of the
school, then parents will get a call and the parents can contact the child’s caretaker
immediately to know the reason. When the child is returning from school and the
school bus reach near child’s home location, parents get a call to pick up the child.

2 Related Work

Some authors implemented methods to give security for school children. These are
the recent methods prepared for security. The usage of RFID in school security
system reduces operating cost and it provides simplicity for storing and retrieval of
data and security aspects are also maintained while using RFID. It manages student
attendance system using a web design and stores the data in memory [1–3]. The
existing GPS- and GSM-based system reduces the crime rate against school chil-
dren by tracking the activities of children using Android-based database module [4–
6]. For transmitting, this system uses ARM7 microcontroller, modules such as
GSM, GPS, and voice recording and playback. Receiver module contains Android
mobile and database monitoring station [7, 8]. Radhika N. et al. presented a smart
grid test bed based on GSM technology. This is capable of fault detection and
self-healing. The communication is achieved through GSM modules [9]. The
security system is implemented for women by using RFID and GSM. This system
stores the RFID information when women enter into any place and that information
is sent to her friends through GSM. This system uses AT89C52 microcontroller and
the location is tracked through GPS [10, 11].

Every system uses GSM to send information to parents continuously in a par-
ticular time period. It will be irritating to the parents for receiving texts from
respective schools about their children status for every 5 min.

In this work, an Android app will be created for tracking the student and bus
location whenever the user needs it. In addition to that parents can communicate
with the drivers as the details of the driver will be updated regularly and using
Google Maps, parents can navigate the direction of the bus.
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3 Proposed System

The proposed system includes two separate modules, child module and bus module
as shown in Fig. 1. In child module, both GPS and GSM are interfaced with
microcontroller. There is a serial communication between microcontroller and GPS.
The microcontroller used in this module is LPC2148. Every RFID tag has a unique
number. The child module has a GPS based ID card which will be carried by the
child while going to school. This will give updates about the status of the child to
school principal and parents.

In bus module, RFID reader and GPS are interfaced with another microcon-
troller. RFID reader reads the RFID tag number of child according to which his/her
entry and exit status are stored in database. GPS gives the location of bus to
microcontroller every 1 min which is updated in database. To retrieve data from
online database, one mobile application is created. This mobile application will
have two login pages and location given by the GPS is traced by using Google
Maps.

RFID is a technology where reader reads encoded digital data captured using
radio waves. It is similar to bar coding, where data from a tag is captured by a
reader and information is stored in any database. It belongs to a group which
automatically identifies object and captures data. This group automatically identifies
the tag, collects data about tags, and sends those data into any storage. RFID system
includes RFID tag and RFID reader.

RFID tag consists of an antenna which is used to transfer digital data and the
data are captured by RFID reader via radio waves. GPS is a satellite infrastructure
based navigation system which orbits around earth with the use of network of

Fig. 1 Proposed security system
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24 satellites and it contributes in tracking locations of users in all other conditions.
Space segment, user segment, and control segment are present in GPS system.

Android is a software application built for mobile devices. Android app is
written in Java programming language and uses Java core libraries. The Android
market features both free and prices apps. Android applications constitute one or
more application components. A different role is performed by each component in
the overall application behavior and activation of each component can be done
separately.

4 Methodology

4.1 Child Module

The proposed system is built on LPC2148 microcontroller board and to compute
the position of child, a commercial GPS receiver is interfaced. A WiFi module is
interfaced with microcontroller to store data in database.

4.2 Bus Module

After creating child module, bus module is built on LPC2148 microcontroller board
and by using another commercial GPS, the bus positions will be tracked. RFID
reader also interfaced with another UART port. RFID reader is to know whether the
child entered into bus or not. WiFi is interfaced with bus module.

A database will be created in FIREBASE database. The child’s position infor-
mation is periodically sent through WIFI to the database.

An Android app will be created in the final step. Google Maps will be added to
track the children position.

5 Results

Figure 2 shows the interfacing of RFID reader with LPC2148 using serial Universal
Asynchronous Receiver/Transmitter (UART) cable. LCD displays entry and exit
status of the child. The LPC2148 board has two UART pins for serial communi-
cation. A 5 V charger gives sufficient power.

Figure 3a shows the child status when the child is entering into school bus.
When the child enters into bus, LCD will display “IN”. LCD will also display the
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same when the card is read for first time. Figure 3b shows the child status when the
child exits from the school bus. LCD will display “OUT” when the tag is read
second time. If any other bus student tries to swipe the RFID card, it will display
“TRY AGAIN”.

GPS is interfaced with LPC 2148. This GPS gives GPGGA (Global Position Fix
data) values which contains the longitude and latitude values. By using these two
values, Google Maps gives the location of the child and school bus. Output of the
GPS module is shown Fig. 4.

The main page of Android application is created, which contains two buttons for
login as shown in Fig. 5a. First button is for staff members to log in. By clicking on
the staff button, application goes to staff login page. By providing staff identifica-
tion number and secured password, application goes to bus tracking page as shown
in Fig. 5c. By clicking the buttons of particular bus location, it gives the location of
the bus. Map button is to track the children location using Google Maps.

All bus in charge and principal contact details are added in help page. Figure 6a
shows bus location and Fig. 6b shows help page.

As shown in Fig. 7c, parent login has four buttons. First button is to know
whether the child is inside or outside the bus. Bus location and child location
buttons give the location points of bus and child. Help button is for contact details
of bus in charge and principal.

An account is created in FIREBASE database to store location points and
children status as shown in Fig. 8.

Fig. 2 Interfacing RFID reader and LPC2148
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Fig. 3 a Interfacing RFID reader and LPC2148 b Student 1 exit status
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Fig. 4 Getting the location of school bus from GPS

Fig. 5 a Main page; b staff login page; c bus tracking and help page
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Fig. 6 a Bus position tracking; b help page

Fig. 7 a Main page; b parents login page; c bus and child tracking and help page
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6 Conclusion

The paper proposes design of a secure system for tracking school children, which is
capable of giving updated information about the location of bus and children to
their parents and school authorities at runtime. RFID reader and GPS in child
module and school bus module are interfaced with LPC2148 controller which
facilitates security system. Online database is created to store data given by
microcontroller. An Android application is created to retrieve the data from the
database. By using this application, child and the bus locations can be tracked with
Google Maps. A wearable sensor device will be made available in future, which
will enhance the security of children in an effective manner. A defined module
which can even work in extreme conditions with enhanced cybersecurity issues will
be considered in future.
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Video Shot Boundary Detection and Key
Frame Extraction for Video Retrieval

G. S. Naveen Kumar, V. S. K. Reddy and S. Srinivas Kumar

Abstract Shot boundary detection and key frame extraction are the primary steps
for video indexing, summarization, and retrieval. We have proposed an advanced
and sophisticated scale-invariant feature transform (SIFT) key point matching
algorithm. This approach is based on capturing the changing statistics of different
kinds of shot boundaries using SIFT, followed by extracting key frames from each
segmented shot by means of image information entropy technique. We can enhance
the performance of this algorithm by eliminating the redundant key frames by using
the edge matching rate technique. The proposed algorithms have been applied to
different categories of videos to detect shot boundaries and key frame extraction.
The experimental results have been excellent and they show that these algorithms
are effective and efficient in performance in terms of detection of shots and
extraction of ultimate key frames.

Keywords SIFT ⋅ Shot boundary detection ⋅ Image information entropy
Key frame extraction ⋅ Edge matching rate ⋅ CBVR

1 Introduction

There has been the drastic increase in the size of video database due to the avail-
ability of affordable video capturing devices, reduced prices of storage devices, and
usage of abundant broadband connections. Hence, an advanced and sophisticated
video database system is needed for browsing, searching, and retrieval [1, 2]. In the
conventional video database system, we retrieve the videos basing on the text,
manual video annotation, and adding of tags to videos. It consumes a lot of time
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and involves more human efforts. To overcome this problem, an advanced video
search engine called the content-based video retrieval system is needed [3]. The
prerequisites for content-based video retrieval are shot boundary detection and key
frame extraction [4]. We define a shot as the series of consecutive frames of a
continuously captured video between the start and stop operation of a camera.
A shot boundary or short transition separates two consecutive shots of a video.
A shot transition in turn is classified into cut transition and gradual transition.

Shot boundary detection is an essential operation in indexing, classification,
summarization, and retrieval of videos [5]. Hence, there has been a paradigm shift
in research into shot boundary detection. The few algorithms that have been
developed for this purpose are pixel-based method, block-based shot boundary
detection, and histogram-based method. In pixel-based method [6], corresponding
pixels in sequence of frames are compared. It is computationally simple and
time-saving. Its bottle neck is a small motion in the camera or in the object, it makes
two similar consecutive frames dissimilar. In addition, a change in the illumination
of the object also affects the similarity detection. Block-based shot boundary
detection [7]; the frames are divided into blocks. The corresponding blocks in
consecutive frames are evaluated. When compared to the pixel-based method, this
algorithm is not that sensitive. Its deficiency is that it is relatively slow due to
difficulty in implementation. Moreover, this algorithm cannot recognize quick
moving objects. Histogram-based shot boundary detection [8]: It uses the statistical
representation of intensity values. It remains invariant to translation, rotation, and
camera motion. Its drawback is that it is a failure in case of two dissimilar frames
that have the same color distribution.

To overcome the limitations of existing algorithms, we proposed an innovative
methodology for shot boundary detection based on scale-invariant feature transform
(SIFT) in this paper. It is robust and invariant irrespective of image rotation, image
scaling, noise, and variations in illumination [9]. In video summarization, key frame
extraction follows shot boundary detection. Key frame extraction is selective or
representative frame extraction. It contains significant information of the shot and it
summarizes the characteristics of the rest of the frames. It eliminates the redundant
information and reduces the amount of data for indexing and retrieval of videos. In
the proposed algorithm, entropy values for all the frames in the shot are calculated.
The frames that have different entropy values are considered as key frames. There is
a possibility of identical key frames being that are repeated in different shots. These
repeated key frames are called the redundant key frames that lead to an increase in
the video representation data. Eventually, edge matching rate technique is used to
remove the redundant key frames and in arriving at the ultimate key frames [10].

The structuring of the remaining sections is organized as follows: Shot boundary
detection has been discussed in Sect. 2, key frame extraction is dealt with under
Sect. 3, the framework of the proposed method is given in Sect. 4, the experimental
results are covered in Sect. 5, and conclusion is given in Sect. 6.
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2 Shot Boundary Detection

A shot is described as the series of consecutive frames of continuously recorded
video with a single camera. A shot boundary or short transition is separated two
consecutive shots of a video based on similarity and dissimilarity. A shot transition
in turn is classified into cut transition and gradual transition [11]. A cut is a quick
change from a shot to the subsequent shot. A cut exists only between the ending
frame of the first shot and the starting frame of the second shot. A gradual transition
takes place among the more number of frames. The gradual transition is classified
into four types: fade in, fade out, dissolve, and wipe. A gradual transition between a
scene and an image is known as “Fade in”; “Fade out” is a gradual transition
between an image and a scene; A gradual transition between two scenes, viz., “Fade
out” and “Fade in” is called “Dissolve”; “Wipe” is a gradual transition between two
scenes separated by a partition line.

For detection of shots, feature extraction is required to verify similarity or dis-
similarity between two frames. In this paper, we have proposed SIFT for the
extraction of video features [12].

2.1 Scale Invariant Feature Transform

SIFT is used to extract and detect local feature descriptors of a frame. It is the best
algorithm in an object matching from a large data base. It is a robust algorithm and
remains invariant to changes in illumination, rotation and scaling of the image, and
addition of noise. It consists of four stages: Detection of scale-space extreme, accurate
key point localization, orientation assignment, and descriptor representation.

1. Detection of Scale-Space Extreme

In this stage, we detect interest points or isolated points in the scale space of an
image. Isolated points are also called key points which become SIFT features. The
key points are obtained by applying local extrema of difference of Gaussian
(DoG) space to the frame. We can obtain DoG scale space from Eq. (1).

D m, n, σð Þ= G m, n, kσð Þ−G m, n, σð Þð Þ * I m, nð Þ
= L m, n, kσð Þ−L m, n, σð Þ ð1Þ

L m, n, σð Þ=G m, n, σð Þ * I m, nð Þ ð2Þ

G(x, y, σ) is a variable-scale Gaussian kernel defined as

G m, n, σð Þ= 1
2πσ2

e− m2 + n2ð Þ ̸2σ2 ð3Þ
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2. Accurate Key Point Localization

Candidate key point location and scale are determined in this stage. Key points are
selected depending on the measure of stability. Accurate key points are extracted by
removing low contrast and noise affected candidate key points.

3. Orientation Assignment

Here, we assign an orientation to each of the key points to construct the descriptor
that is invariant to rotation. Orientation histogram of local gradients from the
nearest smoothened image L(x, y, σ) is taken to compute the orientation of a key
point. We compute the gradient magnitude and the orientation for each sample
frame by using the pixel differences of the image.

M m, nð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L m+1, nð Þ− L m− 1, nð Þð Þ2 + L m, n+1ð Þ− L m, n− 1ð Þð Þ2

q
ð4Þ

θ m, nð Þ= tan− 1 L m, n+1ð Þ− L m, n− 1ð Þ
L m+1, nð Þ− L m− 1, nð Þ

� �
ð5Þ

The orientation histogram covering 360° of the major orientation with 36 bins.

4. Descriptor Representation

A descriptor is generated from gradients information of the local image for each key
point. A 16 × 16 pixel region is used to calculate the feature vector descriptor with
orientation histograms [13]. Each 4 × 4 region is projected as a histogram with 8
bins and 8 directions. This process forms a SIFT feature vector descriptor with 128
directions shown in Fig. 1.

Fig. 1 Key point descriptor generation with 128 directions

560 G. S. N. Kumar et al.



2.2 Key Point Matching for Shot Boundary Detection

The key points in the current frame are compared with those of the next frame by
using the k-nearest neighbor (kNN) search. If the key point has minimum Euclidean
distance, it is called the nearest neighbor. kNN search algorithm is the simplest
among the machine learning algorithms. kNN depends on the Euclidean distance to
determine whether the key points of the current frame are matched with those of the
next frame [14].

Euclidean distance is a technique that measures the distance between two feature
vectors. Let a and b be two samples with p number of features.

d a, bð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
p

i=1
ai − bið Þ2

s
ð6Þ

When the key points in two frames are matched with each other, lines are drawn
between the matching key points. If the distance between any two key points is less
than 0.6, the matching is accepted. An example key point matching is shown in Fig. 2.

If the number of matched key points between any two frames is greater than the
threshold value, these two frames are related to the same region. Otherwise, shot
boundary is detected.

3 Key Frame Extraction

Key frame extraction is an essential process in the video retrieval. A key frame is
also called a selective or representative frame. It contains required information of
the shot and summarizes the characteristics of the rest of the frames. It eliminates

Fig. 2 Key point matching
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the unnecessary information and reduces the amount of data for indexing and
retrieval of videos.

3.1 Image Information Entropy

The image information entropy is a technique that signifies the quantity of infor-
mation contained in a frame [15]. For extracting key frames, information entropy of
every frame in the shot is measured. The information entropy calculation for a
frame is expressed in Eq. (7).

Entropy= − ∑
L

i=1
p xið Þ× logðpðxiÞÞ, ð7Þ

where

p xið Þ is the probability of gray value xi

p xið Þ= total xið Þ
m× n

, 0 ≤ p xið Þ≤ 1 and ∑
n

i=1
p xið Þ=1

total (xi) total number of pixels that have gray value xi
L number of gray levels in the frame
m the height of the frame and
n width of the frame.

The frames that have different entropy values are considered as key frames. In
this process, the key frames are not similar in a given shot. When the other shots are
considered, there may be similar key frames resulting in redundant key frames.
Entropy depends on frame gray level distribution. The two similar frames may have
different gray level distribution resulting in redundant key frames.

3.2 Extract Ultimate Key Frames Using Edge Matching
Rate

Edge matching rate technique is used to eliminate the redundant key frames.
Eventually, the ultimate key frames are derived. The redundant key frames keep
varying based on the type of video. Redundancy is more in news videos, less in
movie videos, and very less in the cartoon or animated videos. In edge matching
rate, the edges of the candidate key frames are found out with Prewitt operator.
Next, the edge of a candidate key frame is compared with that of the other candidate
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key frame. Edge matching rate is given a threshold value to determine similarity or
dissimilarity. If the matching rate is greater than the threshold value, the key frames
are similar. This implies that the key frames are redundant. By removing redundant
key frames from candidate key frames, we got the ultimate key frames. The ultimate
key frames keep varying with changes in threshold value. The edge matching
algorithm is as follows:

Edge Matching Algorithm:

i. We apply Prewitt edge detection to the candidate key frames.
ii. Edge matching rate is computed between two candidate key frames using

Euclidean distance.
iii. A threshold value is to be set.
iv. If edge matching rate is less than the threshold value, the candidate key frame

is the ultimate key frame otherwise, it is a redundant key frame.
v. Step (iii) and Step (iv) are repeated for required results.
vi. All the redundant key frames are removed and the ultimate key frames are

obtained.

4 Framework of the Proposed Method

The step-by-step procedure to implement the proposed method is shown in Fig. 3.

i. Input video is taken from video data set.
ii. All the frames are extracted from the video.
iii. SIFT key point feature vectors are extracted for every frame.
iv. Key points from the current frame are matched with those of the next frame for

detection of the shot boundaries.
v. The image information entropy method is used to extract key frames from

each of the shots.
vi. To remove the redundant key frames by using edge matching rate with dif-

ferent threshold values then we obtain ultimate key frames.

Shot Boundary Detection

Feature 
Extraction

Feature
Matching

Key Frame Extraction

Image 
Information 
Entropy 

Edge 
Matching 
Rate

Input 
Video

Ultimate 
Key frames 

Fig. 3 Framework for the proposed method
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5 Experimental Results

To test the efficacy of the algorithms: Shot boundary detection using SIFT, key
frame extraction using image information entropy, and edge matching rate, five
different categories of videos have been taken for video dataset viz. news, cartoon,
entertainment movies, sports, and floral videos.

The performance of the shot boundary detection using SIFT algorithm is eval-
uated with respect to precision and recall are defined as follows:

Precision=
correct detection

correct detection+ false detection
×100 ð8Þ

Recall=
correct detection

correct detection+missed detection
×100 ð9Þ

The experimental results show that the proposed method outperforms the
existing methods as shown in Table 1.

The proposed shot boundary detection method has both high recall and high
precision. Therefore, the performance of the proposed technique was assessed based
on the comparison of the outcome of our method with regard to the other con-
ventional methods as shown in Fig. 4.

The type of videos taken, the number of frames contained in every video, the
number of shots detected, the number of candidate key frames extracted, and the
number of ultimate key frames are mentioned in Table 2.

The candidate key frames that have been extracted from the flower video are
shown in Fig. 5. The number of redundant key frames that have been eliminated by
using the edge matching rate technique resulting in the ultimate key frames is
shown in Fig. 6. Experimental results show that high accuracy and low redundancy
have been achieved from the proposed system.

In this algorithm, the SIFT feature extraction method has been used for shot
boundary detection. It is invariant to image scaling, rotation, change in illumination,
and adding noise. Extraction of redundant key frames is the drawback in the other
algorithms. Redundant key frames have been eliminated by using an edge matching

Table 1 The precision and recall values for different categories of videos

Type of query
video

Block matching
method

Histogram-based
method

Proposed method

Precision
(%)

Recall
(%)

Precision
(%)

Recall
(%)

Precision
(%)

Recall
(%)

News 79.6 78.4 84.2 82.5 95.6 94.5
Cartoon 77.8 74.2 80.6 79.2 93.3 97.2
Movies 76.5 73.9 82.5 80.3 95.8 94.2
Sports 78.2 75.8 81.4 78.6 95.1 88.5
Flowers 79.2 76.3 83.9 81.4 95.4 93.8
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rate technique in the proposed algorithm. Correct shot boundaries and key frames
have been extracted by making use of these techniques so this algorithm has shown
high precision and high recall rate. Hence, it is robust and effective.
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Fig. 4 Performance measurements of the proposed method with those of existing methods

Table 2 The extracted shot boundaries, key frames and ultimate key frames

S.
no

The type of
video

Number of
frames

Shot
boundaries

Candidate key
frames

Ultimate key
frames

1. News 1250 11 53 21
2. Cartoon 1580 25 81 54
3. Movies 1780 21 65 51
4. Sports 1150 8 37 28
5. Flowers 850 16 41 34

Fig. 5 The candidate key frames extracted from the flower video
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6 Conclusion

In this paper, shot boundary detection based on SIFT algorithm has been proposed.
Next, we extract the key frames by calculating image entropy values. Later, the
redundant key frames have been removed by using edge matching rate technique
and the ultimate key frames are obtained. The experimental results and performance
measurements show the strength and the accuracy of the proposed framework. Shot
boundary detection and key frame extraction have effectively been achieved and
this helps in proper functioning of video retrieval.
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Performance Enhancement of Full
Adder Circuit: Current Mode Operated
Majority Function Based Design

Amit Krishna Dwivedi, Manisha Guduri and Aminul Islam

Abstract Paper reports a novel majority function based current mode operated
compact sized robust design of 1-bit full adder (FA) circuit. The focus of this work
is to reduce the power supply consumption required for performing arithmetic
operations by introducing a novel and efficient way of computing 1-bit addition
relying on current mode operation. Presented high speed FA design utilizes only
7Ts, per bit, to implement sum and carry functions. The majority function based
proposed FA circuit requires lesser number of transistors as compared to the con-
ventional 28Ts FA circuit. A current mirror (CM) circuit has been incorporated in
the proposed design to act as a constant current reference to drive the whole
circuitry. Further, to evince the uniqueness of the proposed FA design, comparisons
have been drawn with various other standard FA designs in terms of different
design metrics such as power consumption, supply voltage requirement, power
delay product (PDP), energy delay product (EDP) and operating speed. Extensive
simulations have been performed using Virtuoso Analog Design Environment of
Cadence @ 90 nm technology to verify the proposed design.
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Majority function
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1 Introduction

Evolution of nano-scaled technology demands compact sized electronic compo-
nents with low power consumption [1]. In conventional integrated circuits, the
conducting channel length determines the transit time i.e. gate delay as an important
factor to limit the operating speed of the circuits [2]. Device scaling according to
Moore’s law is also reaching its limit. Apart from these issues, with increasing
number of compact portable devices, low power consumption is required for the
longer battery life. This is because the supply source or battery technology doesn’t
advent with the same rate to match the current technology trends which limits the
availability of power to the components [1]. Moreover, reduction in power supply
consumption also helps in increasing the durability of micro sized devices. This
attracts researchers to develop reduced sized circuits with low supply consumption.

Recently, current mode circuits have emerged as an important class of circuits
due to its various fertile properties as compared to its voltage mode counterparts.
Utilizing current as an active parameter, in place of voltage, provides higher sta-
bility and sensitivity. Due to its advantageous properties, current mode circuit
where current is used as the active variable in preference to voltage, have been
introduced in a wide range of applications. Current mode approach provides
superior performance as compared to voltage mode, even in cases where circuits
have been synthesized from voltage-mode components due to the lack of suitable
alternatives [3]. Current mode operation is explored in this paper to present a
sensitive and low power consuming adder circuit.

Full adders play an important role in performing all the arithmetic operations
such as addition, subtraction, multiplication and address generation. These FAs are
further employed extensively as a building block of other complex logic circuits
such as multipliers, convertors, comparators and so on. Thus, FA circuits determine
the major sector of power consumption in a chip. Apart from this, a range of
functional ICs require FAs in various application specific and microprocessor based
logic circuits. Hence, computing addition acts as a critical path to determine the
performance of the ICs. In general, XOR gates are integrated to act as FA [4].
However, performance of XOR based FA circuit is limited due to slower response
of an XOR circuits employed. These significance demands to boost the perfor-
mance FA which include power consumption, area efficient and high throughput
with high operating speed.

In the view of above, this paper aims to present an efficient and potential way to
compute 1-bit addition operation by employing current mode operation with min-
imum number of transistors.

The rest of the paper is organized as follows. Section 2 presents the elements of
the proposed FA circuit. State-of-the-art of proposed FA circuit is mentioned in
Sect. 3. Section 4 validates the proposed FA design with the simulation results.
Finally, the concluding remarks are provided in Sect. 5.
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2 Elements of the Proposed Full Adder

2.1 Current Mirror

Precise and efficient current mirror (CM) circuit has been incorporated as an active
element, in the architecture of the proposed FA to generate constant current that can
be used as a reference source. Further, to meet the low power consumption and to
avoid mismatch of transistors in basic current mirror circuit, this paper utilizes a low
voltage CMOS based Wilson current mirror that functions well at all current levels,
ranging from weak inversion to strong inversion [5]. The basic structure of Wilson
current mirror circuit is reported in Fig. 1a [6]. Mirrored current obtained from the
current mirror circuit is utilized as main output variable, as can be seen in various
high-speed operating circuits [7]. The output current (IO) is the mirror current
provided as the IREF to the input terminal of the current mirror circuit.

The high-swing super-Wilson CM shown in Fig. 1a uses negative feedback
mechanism to provide a high output resistance path. The CM formed by transistors
MN5/MN6 mirrors the input reference (IREF) as the output current (IO). MN2/MN3
forms a basic CM circuit in which the gate terminals of MN2/MN3 are at same
potential to provide IREF = IO. The output resistance of current mirror is directly
proportional to the magnitude of the loop-gain of the feedback action formed by the
output current IO to the gate of the output transistor MN3. Considering transistors
operating in saturation mode and large output resistance offered by current mirror
circuit, the output resistance (rout) of the high-swing super-WilsonCM is expressed as:

rout ≈ gm2ro2ro3 ð1Þ

where, gm2 is the transconductance of the MN2 and ro2 and ro3 are the output
resistance of MN2 and MN3, respectively. The negative feedback loop-gain is

Fig. 1 a Low-supply consumption high voltage swing super-Wilson current mirror circuit [5].
b Current sensing scheme utilized in the proposed FA circuit to measure the output current (IO)
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credited to transistor MN2 which, in combination with current source load IREF,
forms a common-source amplifier which maintains the gate voltage of output
transistor MN3 such that IO traces the IREF. Moreover, a diode-connected MN2
configuration is employed in the utilized CM design to avoid mismatch in the
currents by keeping the drain of the mirror transistors MN5/MN6 at the same
potential. Further, a cascade connect architecture is used in the design to enhance
the low output resistance (1/gm1) of the CM. Finally, MN5/MN6 forms a CM which
drives the proposed FA design.

Constant current source (see Fig. 1a) utilized here operates at low voltage supply
[6] which helps in driving proposed FA circuit with less power consumption. As the
fan out of the CM is high enough to act as a constant current source to other circuit,
a single CM can be utilized to drive different FA circuit with low supply con-
sumption. This paper presents the FA design which operates using the constant
current supplied by the mentioned current mirror circuit. The current mirror circuit
acts as a driver to different circuits; hence a single current mirror circuit can be
utilized to provide the constant current source supply to the various other FA
circuits embedded in the same IC which reduces the area and power consumption.

2.2 Sensing Mechanism for the Proposed FA

The compelling reason for the current-mode operation is to reduce the power supply
requirements of the digital circuits. In the reported design of FA circuit using
current mode operation, the current at different nodes is analyzed to evaluate the
sum and carry outputs. This requires a current sense amplifier (CSA) circuit to be
employed in the proposed FA circuit to measure the amount of current flowing
through the particular node. For the circuit level model of the proposed FA circuit
shown in Fig. 2, the magnitude of current through the node1 and node2 determines
the logic state of carry (COUT) and Sum as output of FA circuit, respectively.
The CSA circuit utilized in this work is shown in Fig. 1b. CSA circuit provides
output voltage proportional to the current flowing through the connected node.

For carry computation, the output voltage of CSA in the proposed design sets to
logic state ‘1’ if ISENSE at node1 is greater than or equal to the voltage equivalent of
2 × reference current (IO); else it sets to logic ‘0’. Similarly, for the sum com-
putation @ node2, if the voltage equivalent of the ISENSE is greater than or equal to
3 × IO, then output Sum of FA sets at logic ‘1’, else it sets to logic ‘0’. The
feedback resistance RF1 and RF2 connected to the sense amplifier helps in proper
biasing of the sense amplifier. Further, to set the desired limit i.e. sense margin for
logic ‘1’ and sense margin for logic ‘0’, values of feedback resistance are set as

VSENSE = VSHUNT × 1 +
RF1

RF2

� �
. ð2Þ
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3 State-of-the-Art of Proposed FA

3.1 Majority Function

The proposed FA circuit is implemented by means of the majority function (MF).
Majority poll determines the logic state attained by a node/branch. Combinational
logic circuit that determines the majority poll among the various odd numbers of
input signals is termed as MF based circuit. Similar concept has been explored in
the reported design which provides high logic state ‘1’ when number of logic ‘1’
are more than number of logic state ‘0’ and vice versa. Here, 3/5 input signals are
accepted to evaluate carry and sum, respectively, based upon the MF. Table 1
summarizes the MF based evaluation of the sum and carry bits by the proposed FA
design.

From the table, it can be observed that majority poll of 3-inputs (A, B and CIN)
simply provides the carry (COUT) of the FA circuit. The NOT of MF (COUT ) is
further used to provide Sum of the FA circuit by majority poll of 5-inputs (A, B,
CIN, COUT , COUT ). Thus, carry (COUT) and sum can be expressed as

COUT = majoriy function ðA, B, CINÞ ð3Þ

Sum= majoriy function ðA, B, CIN , COUT , COUTÞ ð4Þ

where, COUT is produced by inverting the 3-input MF (COUT) result bit. Equa-
tions (3) and (4) represent the carry and sum equations for the FA circuit. Figure 2

Fig. 2 Circuit level model of proposed FA circuit with current sensing scheme
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clearly shows the MF output of the 3-input and 5-input functions as carry and sum
respectively, for the proposed FA circuit. This paper bases (3) and (4) to implement
the FA circuit with improved performance.

3.2 Implementing FA Using Majority Function

The majority function is realized by sensing the current flowing through the dif-
ferent branches. Magnitude of current flowing through a combination of 3-branches
(3-inputs A, B and CIN) and 5-branches (5-inputs A, B, CIN, COUT and COUT ) are
sensed to compute the carry and sum for the proposed MF based FA design.
A constant current source i.e. CM is employed in the proposed design to generate
reference current (IO) through the different branches of the proposed FA circuit.
Further, CSA senses current level at different nodes to finally evaluate the carry and
sum bit. To realize the 3-inputs and 5-inputs MF with the current mode operation,
following conditions are considered

(1) For 3-inputs MF, if sensed current (ISENSE) ≥ 2 × IO (reference current) then
carry (COUT) is set at logic ‘1’ else COUT is set at logic ‘0’.

(2) For 5-inputs MF, if sensed current (ISENSE) ≥ 3 × IO (reference current) then
sum bit is set at logic ‘1’ else sum is set at logic ‘0’.

Thus, the current mode operation is realized using CSA to perform the sum and
carry computation for the proposed FA as expressed in (3) and (4). The circuit-level
model of 7Ts design of FA realized using MF is shown in Fig. 2. Here, reference
current (IO) flowing through the different branches is sensed to find out the majority.
For proper function of the proposed FA, the reference current (IO) should be
constant, hence CM is employed in the design. As per the logic states of the input
signals (A, B, CIN), provided at the gate terminals of the transistors MN1, MN2 and
MN3 respectively, corresponding transistors turns ON to allow the flow of current.
At node node1, if ISENSE ≥ 2 × IO then COUT = ‘1’, else COUT = ‘0’. Inverter

Table 1 Majority function for evaluation of sum and carry for 1-bit FA

3 I/P MF for COUT 5 I/P MF for sum
A B CIN COUT A B CIN COUT COUT Sum

0 0 0 0 0 0 0 1 1 0
0 0 1 0 0 0 1 1 1 1
0 1 0 0 0 1 0 1 1 1
0 1 1 1 0 1 1 0 0 0
1 0 0 0 1 0 0 1 1 1

1 0 1 1 1 0 1 0 0 0
1 1 0 1 1 1 0 0 0 0
1 1 1 1 1 1 1 0 0 1
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composed of MN6/MP7 produces NOT of the 3-inputs MF i.e. COUT , which is
further used to evaluate the sum via 5-inputs MF. Based upon the 5-input signals
(A, B, CIN, COUT , COUT ), logic value of sum is evaluated. Transistors MN1-MN5
are assisted based upon the logic states input at their gate terminals. Similarly, @
node2, if ISENSE ≥ 3 × IO then Sum = ‘1’, else Sum = ‘0’. Thus, only 7Ts are
required to perform 1-bit addition by proposed MF based FA design.

4 Simulation Results and Discussion

The proposed adder circuit is realized using 90 nm technology node in Cadence
platform. Further, various design parameters of the proposed FA are tabulated in
Table 2. Parametric values are set as per the bias condition of the CSA such that the
sensed output voltage is under acceptable range. Further, to draw proper compar-
ison with the proposed FA circuit, various conventional FA circuits based upon
different logic styles have been also studied. Although available FA circuits pro-
vides proper output but each type adder focuses on one or two aspects of the design
metrics. Compared to other compact FA designs with fewer transistors such as pass
transistor logic, the proposed FA design features reduced PDP and power con-
sumption with higher operating speed. Also, pass transistor logic based FA suffers
from threshold voltage loss problem [8].

Investigation of one of the authors of this work revealed that TG based FA
(transmission gate full adder) [9] is the best in terms variability, and second best is
the static CMOS topology. Therefore, we have included these two full adders for
comparison in addition to a 14Ts full adder as mentioned below:

(1) Transmission gate CMOS (TG CMOS) [10] based FA design which utilizes
20Ts to implement the FA logic functions.

(2) Basic pull-up and pull-down approach based standard CMOS FA [11] design
which utilizes 28Ts to implement sum and carry logic functions for 1-bit FA.

(3) For area performance comparison in terms of transistor count, a 14T [12] based
compact design have also been studied.

Although all the FA circuits mentioned above perform the same task but the
methodology utilized to generate the outputs differs, supply load and transistor
count also varies significantly. For example, 14Ts and TG-CMOS generate XOR of

Table 2 Design parameters
of the proposed majority
function based 1-bit FA

S. no. Design parameters Values

1. RSHUNT 1 KΩ
2. RF1 50 Ω
3. RF2 0.5 KΩ
4. IO 1 mA
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inputs ðA⊕B) which is further utilized as a select signal to generate the final
outputs using its complement and the signal itself. In contrast to this, CMOS adder
generates the COUT and Sum using complimentary logic. Dual complementary
function applied to this architecture produces switching loss at every stage of
evaluation. Also, CMOS based design produces Sum output that depends upon the
intermediate carry which causes one extra inverter delay. Apart from this, high
transistor count consumes more power which degrades the FA performance.

In the view of above, the FA proposed in this work utilizes only 7Ts (MN1–
MN7 in Fig. 2) to generate the Sum and COUT. The circuit-level model of the
proposed FA with the CSA is shown in Fig. 2 in which the current through the
branches having MN4 and MN5 is same and can be replaced with a single branch
having twice the current flowing with either of the branch as both branches are
assisted by the same gate signals (i.e. gate voltage of MN4/MN5 is same). Thus,
only 6Ts are required to implement the proposed full adder circuit excluding CSA.
This is very less number of transistors as compared to the design mentioned in [8–
12]. CSA is not included because for comparison because it is a common circuitry
for various other full adder cells, working in a same chip. Power consumption is
also reduced in proportion with the number of transistors in the design. Other
design metrics such as EDP and PDP are also reduced significantly due to reduced
number of transistors in the proposed design. The current mode operation realized
using CSA by analyzing magnitude of current at various nodes, adds novelty to the
proposed design. However, including CSA in the proposed design increases the
complexity of the chip, which needs to be addressed for further improvement in the
design. The simulation results for the carry COUT and Sum are shown in Figs. 3

Fig. 3 Simulation waveform form for COUT calculation (3-I/Ps majority function)
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and 4, respectively. Further, Table 3 summarizes the comparative results for the
proposed FA circuit with the conventional FAs in terms of various other design
metrics, implemented @ 90 nm technology node in Cadence environment.

Fig. 4 Simulation waveform form for sum calculation (5-I/Ps majority function)

Table 3 Comparison between conventional CMOS and proposed 1-bit FA circuit @ 0.9 V
supply

FA
circuits

Delay × 10−12

(s)
Power × 10−7

(W)
EDP × 10−27 PDP × 10−16

(J)
No. of
transistors

Proposed
FA

73.98 62.881
(excluding
CSA)

844.11 4.6519 7-T

TG
CMOS

98.76 87.302 911.47 8.6220 20-T

Standard
CMOS

182.53 103.638 1018.70 18.917 28-T

14Ts 58.79 71.537 872.28 4.2056 14-T
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5 Conclusion

A novel current mode operated MF based FA design is reported. MF is realized by
sensing current flowing through odd number of branches using CSA. Further,
design matrices such as power consumption, delay, PDP and EDP are compared
with the conventional FA circuits. Results show that the proposed FA circuit proves
deserving candidate to replace the conventional FA circuits used for larger arith-
metic circuits.
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A Tripartite Partite Key Generation
and Management for Security of Cloud
Data Classes

P. Dileep Kumar Reddy, C. Shoba Bindu and R. Praveen Sam

Abstract To enhance security at finer levels class-based cloud data security is
studied. Data of high prioritized class is more confidential and frequently accessed
and needed with high security parameters like strong encryption keys. In many of
the class-based cloud approaches, a user needs to authenticate every class they want
to access and because of this class, keys for authentication are to be generated in
proportionate with the number of classes, i.e., more number of authentication keys
are needed. As such the management of these huge keys is quite difficult. This
paper presents class key generation and management for the user to traverse from
class to class. Authenticated user being in his high prioritized class data may also
access his low class data without additional key. A tripartite graph technique is used
to mechanize the class key generation and management. The performance study of
the approach is done by reducing the number of class authentication keys.

Keywords Cloud data ⋅ Prioritized data ⋅ Class keys ⋅ Tripartite
Lucas sequence

1 Introduction

Today’s most trustable computing environment is cloud technology. Marked as the
most secured platform handling user’s data, the technology is still striving to
strengthen the security parameters by studying its own loopholes. Enhancing data
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usability, data outsourcing has crept in reducing the burden of data management by
many private enterprises. Data outsourcing has led to various cloud infrastructures:
the private cloud and the public cloud. The private clouds are mostly maintained by
the data owners where they limit the data access to few authenticated users. On the
other hand, a service provider maintains the public cloud giving provision to store
the personal data of various users. Data within the private cloud is totally out of
owners control and a potentially threat to data security.

Addressing high storage and maintenance cost, class data partitioning is usually
followed; where owner’s data is partitioned to various classes. Literature has
revealed the usual data classes are like: private, limited access, public; where pri-
vate data can only be accessed by limited authenticated users. Under these types of
class based data storages, managing the authentication keys of each class is a major
issue. Literature has shown approaches where for N data classes N number of
different keys are maintained. Maintaining these N keys for N classes of one user
raises cost as well as increases difficulty in managing and maintaining them.

Literature has proposed with class-based partitioning approaches where a user
authenticated to one class can access only that class with the generated key and
cannot access his own other class data and also other users class data. But with
today’s data sharing, users even wanted to access other class data. With such class
data accessing, key sharing becomes quite difficult.

In this paper, we propose a new class key generation method using tripartite
cycles of a graph. We use a three-partitioned data where the user data is classified
into three classes: Confidential (C1), less confidential (C2), and public data (C3).
We used a tripartite graph connecting these three data partitions. Tripartite cycle
that is generated from the graph is used to assign keys to various classes and
authenticates these classes of users.

The rest of the paper is arranged as follows: Sect. 2 presents the literature
survey. Section 3 presents the background and preliminaries. Section 4 presents
tripartite class authentication approach. Section 5 presents the conclusion.

2 Literature Survey

Initially, many of the cloud storage technologies followed no classification method
where the whole lot of user’s data is encrypted and stored in the cloud. This type of
whole data encryption has failed to increase data owners’ trust, as he feared that data
security is lost in case he wanted to view only a portion of the data which is important
to him;where themechanism restricts to decrypt thewhole data even to view the small
portion of his data. To raise this trust, data classification based on priorities is followed
by clouds. The most reflected concern with data classification is:

1. How keys are generated to access various class data.
2. How these large number of class keys are managed.
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A priority service scheme of cloud data is discussed in [1], where in the cloud
services are classified on how frequently the data is requested. A cryptographic key
generation method for multileveled data security is being discussed in [2]. The
works focused on adding new classes even after the data levels are defined and the
keys are generated. A hierarchical scheme is used to generate class keys and in
using them.

A new key aggregate cryptosystem is discussed in [3]. Here, any set of secret
keys is aggregated to be used as a compact single key. The ciphers generated using
these several keys can be decrypted using the single aggregated key.

A hierarchical access control to various class data is discussed in [4]. The
approach used a time-bound property to manage the keys. A light weight key
management approach is proposed in [5]. The approach emphasizes on using a
single key to access sensitive data of other users.

Works discussed in [6] presented a key management scheme for cloud data
storage. Different key management schemes are used separately at client, server and
at both sides. Works discussed in [7] projected on reducing the number of keys
managed by each user.

3 Background and Preliminaries

Cloud computing is evolving as the most researches bread in giving a greater scope
for varied research paths. As promising data storage technology cloud has inspired
many private data owners toward it. Today as per the owners’ requirements, many
cloud started focusing on class based cloud data security where the owners’ data is
secured under various classes. The strength of class security is varied according to
the priority of the class data. Various class keys are generated and used to provide
class security. As the cloud classes vary the number of keys also varies, and the
major problem faced is how to manage these huge set of class keys.

3.1 Preliminaries

This section discusses some preliminaries required to escalate the proposed work.
Many of the cloud infrastructures have taken data classes under various priorities

like confidential(C), less prioritized (L), and public (P).
A tripartite graph is a structure to manage data under three partitions. The three

partitions are the prioritized levels of the data (C, L, P)
Figure 1 shows a tripartite graph with 3 partitions, within each partition various

data files like C1, C2, and C3.
The tripartite graphs usually have cycles of varied lengths. A 3-cycle is a tri-

partite cycle of length 3 called tricycle, with its 3 distinct nodes in each of the three
classes like C1-L1-P1-C1, etc.
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A restriction can be made that a tricycle can only start from high prioritized data
of class C. Tripartite graphs with 3 files in each partition are represented as K(3, 3,
3) and there are 3 * (3 + 3) = 18, distinct 3-cycles. K(n, n, n) has n * (n + n)
cycles of length n.

One category of number system is the Lucas numbers which are defined by

Ln = 2; if n = 0;

= 1; if n = 1;

=Ln− 1 + Ln− 2; if n > 1; for all nEN

The primes from these Lucas numbers are collected as Lucas primes.
Based on the range of Lucas number, these can be partitioned into various Lucas

partitions. We can define 3-Lucas partitions by dividing the whole range of Lucas
Numbers to fall into 3-subranges of N:

[0, N/3) U [N/3, 2 N/3) U [2 N/3, N]. The 3-Lucas partitions are:

L1
n = Ln− 1 +Ln− 2; n E ½0, N ̸3);

L2
n = Ln− 1 +Ln− 2; n E ½N ̸3, 2N ̸3);

L3
n = Ln− 1 +Ln− 2; n E ½2N ̸3, N];

Mathematically, any sequence has a generating function so as Lucas generating
function.

For an RSA integer n with n = pq and a€N, L (a) the Lucas sequence generated
by a is Ln (a) = Ln-1(a) + Ln-2(a); for which the generating function is f(X) =
X2 + aX + 1. Talking about the cryptographic strengths, the second-order equa-
tions are stronger than linear. This strengthens the proof that Lucas sequences are
cryptically strong.

Fig. 1 Tripartite graph
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4 The Approach

Here, the proposed method takes the advantage of Lucas sequences and Lucas
generating function to generate the random primes need for the class key pairs. We
use a tripartite graph mechanism to manage the Key pairs to encrypt and decrypt the
data. The proposed method also enhances that a user authenticated to access high
prioritized class can also access data of other low prioritized classes. But a user
authenticated to low prioritized class cannot access high prioritized classes.

4.1 Class Random Primes

The Lucas random primes to crypt the class C data are generated within the Lucas
subrange n E [0, N/3); using the Lucas L1 sequence: L1

n = Ln− 1 + Ln− 2; to crypt
class L data the primes are generate within the subrange n E [N/3, 2 N/3), using the
Lucas sequence L2

n =Ln− 1 + Ln− 2; and random for class P data are generated from
L3
n = Ln− 1 +Ln− 2; n E [2 N/3, N].

4.2 Generation of Key Pairs

Class C: let class C public parameters be (p1, q1, a);for Lucas primes p1, q1 belongs
to L1

n, n E [0, N/3), a belongs N. Choose a small integer e belongs to N; evaluate d
such that gcd ((p1)2 − (q1)2, d) = 1; computes y = Lx(a), for a secret x belongs E
[0, N/3); Now the key pair is public key(y, e) and private key(d, x).

Class L: let class L public parameters be (p1, q1, a);for Lucas primes p1, q1 belongs
to L1

n, n E[N/3, 2 N/3], a belongs N. Choose a small integer e belongs to N;
evaluate d such that gcd ((p1)2 − (q1)2, d) = 1; computes y = Lx(a), for a secret x
belongs E [N/3, 2 N/3]; Now the key pair is public key (y, e) and private key (d, x).

Class P: Since class P is public data, need not be encrypted.

4.3 Description of Class Data

The data of the confidential class C is again partitioned into three types. More
frequently accessed (C1), less frequently accessed (C2), and very less frequently
accessed (C3). Similarly, the Class L data is prioritized. The proposed method
focuses on using the strong security parameters for more frequently accessed data.

Encryptions: As each class data has three priorities, the encryption parameters
vary in order to strengthen the mechanism.
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Class C: Class C has three priority data classes C1, C2, C3.
C1 Encryption: C1 data is more frequently accessed hence our approach uses

stronger security parameters for encryption of C1 data. A larger interval [0, 2n] is
used where from a secret k1 is choose; 0 < k1 < 2n. A larger interval is analyti-
cally strong. Generate the cipher CC1 = (CC1

1, CC1
2); where CC1

1 = Lk1(a);
CC1

2 = K + Le(C1) and K = Lk1(y).
C1 Decryption: Compute K = Lx(CC1

1), C1 = Ld(CC1
2 − K) where (d, x) is

private key.
The encryption and decryption mechanism are the same for L1 partitions where

secrets from larger range [0, 2n] are taken.
C2 Encryption: Data of C2 of C is less frequently accessed than C1 data; hence

the cost of security of C2 reduced by defining less stronger parameters than C1. An
interval [0, n] is taken to choose a secret k2; 0 < k2 < n. Generate the cipher
CC2 = (CC2

1, CC2
2); where CC2

1 = Lk2(a); CC2
2 = K + Le(C2) and K = Lk2(y).

C2 Decryption: When the user want to C2 data then the cloud forwards (CC2
1,

CC2
2). User computes K = Lx(CC2

1), C2 = Ld(CC2
2 − K) where (d, x) is his private

key.
The encryption and decryption mechanism are the same for L2 partitions where

secrets from larger range [0, n] are taken.
C3 Encryption: C3 data is less frequently accessed hence our approach uses bit

less stronger security parameters for encryption of C3 data. A very smaller interval
[0, n/2] is used where from a secret k3 is chosen; 0 < k3 < n/2. Generate the cipher
CC3 = (CC3

1, CC3
2); where CC3

1 = Lk3(a); CC3
2 = K + Le(C3) and K = Lk3(y).

C1 Decryption: Compute K = Lx(CC1
1), C1 = Ld(CC1

2 − K) where (d, x) is
private key.

The encryption and decryption mechanism are the same for L3 partitions where
secrets from smaller range [0, n/2] are taken.

The encrypted data is thus stored in the cloud. Whenever the user requests
particular prioritized class data, then the cloud has to send the needed cipher to the
user. The user client module has to access the key hives in order to fetch the keys
for decryption.

4.4 Tripartite Hives for Key Management

These key hives are maintained at the user module as well as at the cloud. The client
key hives consist of secrets k1, k2, k3. The cloud key hives consist of cryptographic
specifications. A tripartite graph is used to store these key hives. At the cloud at
every vertex (priority class) of the tripartite graph, a key hive is maintained which
stores the subintervals, random, and private keys used for encryption of that class.
These hives are also prioritized using a partial ordering C < L<P. When an
authenticated user requests class C data, which is a class of confidential data then it
is an indication that the user can access low prioritized data also. The hives are
arranged as ends of tricycle such that the secret k1 stored at hive of C of the user is
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used to open the hives at L and the secret stored at hive of L, i.e., k2 is used to open
the hive of C and the secret k3 stored at hive P is used to open the hive at C and is
shown in Fig. 2.

When the user requests class C data the client module runs the tricycles with
initial point as C; forwards secret k3 at hive P to the cloud, the hive at C can be
opened to access the security specifications at the cloud and decrypt the data at level
C using the security specifications stored at hive C the data is decrypted and is
shown in Fig. 3.

Fig. 2 Key hives at cloud

Fig. 3 Request for class C data
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Being at C, a high prioritized class user is also authenticated to access low
priority classes of Li.e., L1, L2, L3 and P, when the user is at level C the tricycle
mechanism at user1 also passes the Keys k1, k2 to the cloud, using which hives of
L, P can be authenticated and the user can access the data at L, P.

If the user is authenticated to level L data then he cannot access level C data. The
mechanism defines a partial ordering between levels such that C > L > P, i.e., keys
at hives of L cannot authenticate hives of C; and thus the user cannot access C data.
If the user is accessing level L data and since L > P the secret key at hive L is
populated to level P thereby data at level P can be accessed.

4.5 Performance comparisons

The performance comparison of the approach is discussed in a way to reduce the
number of class keys used.

The Number of class keys: In the usual approach, the number of keys varies in
proportion to number of classes and class priorities. If there are 3 classes and 3 class
priorities in each, the usual mechanism takes 3 keys for each class accessing and
3 × 3 keys for each priority class accessing; hence a total of 3 + 9 = 12 keys. In
our approach, we used the same secrets that are used for encryptions to authenticate
the 3 hives. We used only three secret keys to encrypt the 3 class data; hence a total
of 3 + 3 = 6. With any number of classes, we used reduced keys and is as shown
in Table 1.

5 Conclusion

Finer leveled data security is achieved by class-based cloud security. Based on
priorities, user data is stored under different classes within the cloud. Data of high
prioritized class is more confidential and frequently accessed and needed with high
security parameters like strong encryption keys. Authenticated user being in his
high prioritized class data may also access his low class data. User authenticated to
less prioritized data cannot access high prioritized data. In our approach, we used a
three-partitioned data where the user data is classified into three classes:

Table 1 No. of class key

No. of classes No. of class priorities No. of keys used
Tripartite approach Usual class based

3 3 6 12
4 4 8 20
5 5 10 30
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Confidential (C1), less confidential (C2), and public data (C3). We used a tripartite
graph connecting these three data partitions. Tripartite cycles that are generated
from the graph are used to mechanize the class key generation and management.
Key hives are stored at the ends of these tricycles. These key hives implement a key
management mechanism to authenticate various class data. The theoretical
description of the method performance is made by reducing the number of
authentication keys used.
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Transforming the Traditional Farming
into Smart Farming Using Drones

R. P. Ram Kumar, P. Sanjeeva and B. Vijay Kumar

Abstract India bags second position into total arable land with the agricultural
products including rice, wheat, sugarcane, onion, tomato, potato, beans, and
mangoes. According to the statement “Agriculture is the backbone of our India,”
farming plays a significant role in India’s economic growth. The objective of the
paper is to improve the cultivation and cultivated products through Smart Farming
by incorporating drones. The applications of drones, an unmanned aircraft, in the
farming are addressed in this paper. The drones can be programmed and automated
in the activities from monitoring the soil moisture to maintaining the livestock and
concern logistics. The extensive study implies that incorporating drones transforms
the traditional method of farming into Smart Farming.

Keywords Traditional farming ⋅ Smart farming ⋅ Internet of things
Drones ⋅ Global positioning system ⋅ Geographic information system

1 Introduction to Smart Farming

Due to the technological advancements in the Science and Technology, Internet of
Things (IoT) makes its footprints into the agricultural domain too. In the Smart
Farming (SF), farmers are informed with the following information through the
help of reliable and higher end sensors. They are (a) Yielding of crops, (b) Expected
rainfall, (c) Infection by pests, (d) Soil Nutrition, (e) Productivity, (f) Preventive
Maintenance, (g) Preservation, and (h) Tracking the product lifecycle in real time.
Rather than going to the traditional methods of cultivation, the SF incurs and
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involves intensive sensors and hardware for better yielding. Even though applying
IoT in agriculture sounds good, the challenges need to address are summarized
from [1].

Data Aggregation and Integration: The farmers need to know and track the
machines and sensors to optimize the cultivation.

Design for Analytics factor deals with the identification of specific issues based
on the data derived from the sensors.

Security concerns with blocking the malicious activities from unauthorized
access and nonstandard protocols.

Manageability deals with conditioning of data (i.e., collecting, encrypting and
determine what data to be sent, etc.,) in this phase.

Figure 1 shows the Dell’s Agriculture IoT located at Dell Silicon Valley Solu-
tion Center, Santa Clara, CA [1]. Agriculture IoT Architecture functionalities are
categorized into six phases. They are (1) Once the fundamental data is collected,
then integration, correlation, and workflow orchestration process take place in the
cloud environment, (2) Collected data is stored and analyzed, (3) Defining the alerts
and action to be taken for peculiar scenarios, (4) Management of activities using
sensors, gateways, inventory management, asset management through equivalent
software, (5) Maintaining the data integrity using sensors and enterprise firewalls,
and (6) Protection of collected data.

Fig. 1 Dell’s agriculture internet of things lab process. (Source [1])
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2 Need for Transforming the Traditional Farming

The term “IoT” is defined as the network of interconnected objects or things which
can collect, transfer, and exchange data using sensors. The term “thing” or “object”
refers to the quick communication among people-to-people, people-to-machine, and
machine-to-machine. This discussion may be summarized as, “Anything can be
connected or communicated to anywhere at any time.” The applications of IoT may
not be bounded by specific delimit. Applications of IoT put forth its footprints in
almost all the domains are as follows [2–4]: (a) Smart City includes smart parking,
smart roads to identify congestions, smart lighting, smart waste management, and
intelligent buildings, (b) Smart Environment includes fire detection in forests,
detection of the earthquake, monitoring snow level, controlling air pollution, and
monitoring landscapes to prevent from avalanche actions, (c) Smart Watering deals
with controlling the sea and river pollutions, monitoring the sewage and chemical
intrusions in water bodies including sea, river, lake, and pond regions, (d) Smart
Metering focuses on monitoring the grid system, water storage, transportation, and
flow of oil and gas levels, (e) Security and Emergencies target monitoring the radi-
ations and explosion of hazardous gas and maintaining at an affordable level(s),
(f) Smart Retail Zones provides smart shopping, shipping and payment options with
smart and intelligent supply chain management and control mechanism, (g) Smart
Logistics has intelligent tracking of items with its conditions and exclusive storage
and transportation for explosive materials, (h) Smart Industrial Control incorporates
machine-to-machine communication and various monitoring features such as tem-
perature, air quality, and ozone levels too, (i) Smart Agriculture focuses on green-
houses, monitoring soil moisture, irrigation zones, water resources, productions,
forecasting climatic conditions, and weather reports, (j) Smart Animal Farming deals
with monitoring and tracking the cattle (and concern animals) and their off springs,
(k) Smart Home Annotation consists of intelligent intrusion/detection system, remote
control appliances, metering the energy, and water consumptions, and (l) Smart
eHealth Care arrives with ample of features which includes, intelligent surveillance
for monitoring the patient’s health, assistance for disabled and older adults, hospital
drug tracking, ambulance telemetry, predictive and preventive maintenance, and
Smart wearable’s with enabled voice calls, text messages, and much more.

Gartner’s report predicted that, by 2020, the number of connected things/objects
would be around 20.6 million [5]. Table 1 summarizes the number of connected
devices from the year 1990 and expected connected devices in the year 2025.

Table 1 Expected connected
devices in the forthcoming
years (Source [5])

Year No. of connected devices

1990 0.3 million
1999 90.0 million
2010 5.0 billion
2013 9.0 billion
2025 1.0 trillion
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Figure 2 shows the popularity and ranking of IoT applications summarized from
[6]. The ranking is based on the three factors namely; (a) Most searched option on
the Google, (b) Ultimate discussions on Linked-in, and (c) Most frequently dis-
cussed the topic on Twitter. Observation shows that the things/items required for
day-to-day activities have the largest ranking due to its popularity. Table 2 shows the
ranking order and popularity of IoT application according to IoT analysis from [6].

Observing Fig. 2 and Table 2 reveals that Smart Farming has the least ranking
among top ten IoT Applications. Nevertheless, agriculture plays a vital role in the
enhancement of overall economy of our nation. Agriculture, being the backbone of
India, needs more refinement due to the following factors [7–10]: (a) Agriculture’s

Fig. 2 Ranking of IoT applications. (Source [6])

Table 2 Ranking order of
IoT applications

Applications Popularity in percentages (%)

Smart home 100
Smart wearable 63
Smart city 34
Smart grid 28
Industrial internet 25
Connected car 19
Connected health 6
Smart retail 2
Smart supply chain 2
Smart farming 1
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contribution to nation’s income, (b) Contribution to the employment, (c) A sig-
nificant rise in the Industrial Development, (d) Emphasis on National and Inter-
national Trade, (e) Food source for Domestic consumption, (f) Million’s
occupation, and (g) Enhancement in the development of Agro-based Industries.

By considering these factors, the agricultural field needs breakthrough using
applications of IoT. Henceforth, this paper focuses on transforming the traditional
farming into Smart Farming by drones using IoT applications.

3 Existing Methods

The applications of drones in the agricultural domain are discussed in this section.
Paolo et al. [11] implemented a hybrid plowing technique using an RGB-D

sensor which can be integrated with UAVs for better farming. In this approach,
UAV was equipped with an RGB-D camera and Asus Xtion Pro to act as both
fixed-wing drone and multicolor system. Fusing the GPS and Inertial Navigation
System (INS) sensing modalities with drones, estimation of fidelity localization
becomes higher. Further, the soil characteristics were analyzed based on a
vision-based technique using drones at three different depths (open field, 25 and
50 cm). Experimental results revealed that drones could discriminate and determine
the plowing depth of the fields which in turn improves the productivity.

Wireless Sensor Network (WSN) and integrated optical sensors are considered
as a primary step toward Smart Agriculture. Takaharu and Hashimoto [12] focused
on optical sensing methods for plants with WSN and color analysis for the images
taken in agricultural fields through X-ray fluorescent (XRF) and Mid-Infrared
(MIR) spectroscopy. XRF spectroscopic method quantified the nutrient element
contents accurately while MIR spectroscopic method identified the organic com-
ponent information especially saccharides and nitrate nitrogen. The tomato leaves
were studied, and peak bands were analyzed for the presence of calcium. Further,
the color changes were analyzed by transforming RGB color system to HSL color
system. The color calibration of agricultural products helped in the surface color
analysis. Finally, the authors concluded that with the advent of sensing technology
through WSNs, agricultural products’ quality might be improved thereby resulting
in Smart Farming.

Susanne et al. [13] plotted a mobile app ecosystem called MyJohn Deere Mobile
(MJDM), which is used for customer apps evaluation, feeds the concepts of
architectural design, and also the reusable assets of the production environment.
Data synchronization and data modeling were the ground mechanisms in the
architectural design of MJDM. The data flow between mobile devices, agricultural
machines, and the cloud even in offline is the major design in MJDM. The app was
in the pilot study and developed as a high-quality prototype.

Tom stated that agricultural drones are not meant only for Crop Scouting [14].
The utility of drones integrated with software becomes active only if issues are
identified accurately by the imagery followed by a timely intervention that would
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result in low input cost, high yield, and subsequently high profit. In the Smart
Farming, identification of issues and the remedial steps by the drones puts the
farmers in the safe zone.

Colin discussed the opportunities and challenges of UAS in Precision Agricul-
ture [15]. The author analyzed and justified the different users of drones such as
Producers/Growers, Researchers, Agronomists, Local equipment dealers, Crop
Insurance companies, and Seed companies. The mere existence of drones cannot
improve Smart Farming. The usage of hybrid technology, a combination of drones
with ground-based sensors and software algorithms provide growers with necessary
data for Smart Farming. The author concluded that drone service providers failed to
provide the expertise to interpret the drone’s data. Further, the study revealed that
the correct interpretation of data within the stipulated time is essential to increase
the yield from the fields.

Ioanna and Apostolos stated that the UAV is a major tool in precision agriculture
[16]. The aerial images of the crops captured using UAV are enhanced for high
resolution using specific indices such as Green-Red Ratio Vegetation Index
(GRVI), Normalized Green-Red Difference Index (NGRDI), and Leaf Area Index
(LAI). The author reviewed many case studies and proved that high-resolution
images and index evaluation helped to estimate the crop growth and the current
status of the soil. The authors concluded that UAVs which capture high precision
images must be produced at an affordable cost to make UAV a key component in
precision agriculture.

4 Case Studies: Applications of Drones in Agriculture

This section deals with the various case studies about the applications of drones in
the agricultural field.

The case study deals with the usage of drones in agriculture to improve the yield
efficiency [17]. EAZYPILOT controlled 400 mm Quadcopter with EAZFLY
capabilities was used on a hectare size paddy farm to implement “Precision Agri-
culture”. The aerial images in various stages of cropping cycles such as Beginning
of cropping cycle, Irrigation mapping, Mid-cropping cycle assessment and Pre-
harvest provides and educates the farmer more about the harvest cultivation.
Incorporating drones in Smart Farming provides regular input at every stage of the
crop cycle. The experimental study concluded that the farmer has to follow certain
prerequisites (based on soil nature, water flow, and climatic conditions) for the
productive yielding throughout the year.

Fera tied up with Strawson Ltd to estimate the potato yield using UAV [18].
The UAV of Fera has a twin sensor payload having RGB and a Near Infrared sensor
which enables Fera to collect four bands multispectral imagery. The images
obtained using Fera UAV were processed using Pix4D photogrammetry and
ERDAS Imagine image processing software and analyzed using the eCognition
software. Further, to identify potato plants individually, image segmentation and

594 R. P. Ram Kumar et al.



recognition methods were applied. Experimental analysis of the case study revealed
that Strawson could extract the particular field area(s) or the entire region and able
to estimate the corresponding yielding.

The study focused on determining the budding facts of in agriculture using
drones to monitor the crops by three different case studies [19]. They are;

Case Study A: UAVs were used in Crete, Europe (where 1/4th of the total area
was covered with olive trees) to detect Xyella fastidiosa (Olive Quick Decline
Syndrome), a destructive disease. To test the method, DJI Phantom 3 was used in an
olive grove. The UAV successfully identified 26 olive trees with dried yellowish
foliage due to a fire accident.

Case Study B: DJI Phantom 3 Advanced UAV was deployed to detect any
abnormality in the crown of palm trees at Afrathias, Tympaki. The bird’s eye view
of the palm tree was subjected to evaluation. Based on the analysis, the palm trees
were categorized as (i) dead ones (ii) healthy ones and (iii) infected ones

Case Study C: The synergy of E-trap and UAVs in the field was used for target
spraying. The DroneKit, Kit-sitl, and Mavproxy were used for simulation. Once the
base station receives a signal about the increase in the threshold value of E-trap, a
UAV is sent to that place to perform rectangular flight, and necessary steps were
initiated. The study augments the possible uses of UAVs in the island of Crete,
Greece for cultivation. Moreover, this technology increased crop protection and
reduced crop monitoring.

5 Proposed Method

In Smart Farming, the automated machine does the profuse activities like weeding/
planting, applying fertilizers/pesticides, grain harvesting, monitoring and posthar-
vesting activities. Further, these machines are equipped with Global Positioning
System (GPS) to identify and decide the activities to be carried out, for example, to
choose the required quantity of seeds, pesticides, and water during the particular
climatic conditions. A joint venture of GPS and Geographic Information System
(GIS) with the current scenario’s data, the real-time decision(s) and its contour
measures are initiated. An example of such situation is applying the pesticides.
Based on the GIS and sensor’s data, the nozzle’s arm height and droplet size may be
adjusted while applying the pesticides to the forms.

Figure 3 shows the proposed Smart Farming method. The various modules in
the proposed Smart Farming include (a) Mapping of resources in the field using
Sensors, (b) Monitoring the remote equipment, (c) Monitoring the crops, (d) Pre-
dicting the analysis for livestock, (e) Observing the climate and forecasting,
(f) Tracking the livestock and Geo-farming, (g) Maintaining the statistics regarding
the production and utilization of Feeding Activities, and (h) Monitoring the auto-
mated logistics and concerned warehousing activities.

The traditional farming method has some challenging activities, such as moni-
toring the crops throughout its lifetime, livestock, cattle feeding, and logistics. The
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proposed method utilizes the functionalities of drones for transforming the tradi-
tional farming into Smart Farming. Drones, also called as Unmanned Aerial Vehicle
(UAV) or Unmanned Aircraft System (UAS), are defined as a flying robot equipped
with embedded systems, sensors, GPS, and GIS.

Employing the drones in the Smart Farming has significant advantages [20].
They are (a) Increase the timeline of farming, (b) Highest Return on Investment
(RoI), (c) Even through the installation of UAV or UAS incurs complexity, the ease
of use puts the farmers in the comfort zone, and (d) Integrating GPS with GIS
improvises the security by establishing a virtual barrier over the geographical area;
thereby the current scenario (real-time data) is conveyed to the farmer immediately,
(e) Monitoring the health of the crop by imaging at regular (predefined) intervals,
(f) Based on the cattle and their food, automating/maintaining the live-stocking
requirement is carried out, (g) The drones put the farmers away from the unfeasible
scenarios by monitoring and managing the logistics and warehousing activities, and
(h) Identification and isolation of sickle and infected cattle from herd become ease.
Thereby, the disinfected cattle’s safety is ensured.

Figures 4 show some of the applications of drones in Smart Farming.

Mapping 
Resources 

Monitoring Remote 
Equipment

Monitoring 
Crops

Monitoring 
Logistics and 
Warehousing

Predicting the 
Crop-livestock

Maintaining 
feeding statistics

Observing the 
Climate and 
Forecasting

Tracking livestock and 
Geo-farming

Smart Farming

Fig. 3 Modules in the proposed smart farming approach

Fig. 4 Applications of drones a Monitoring the field b Monitoring the crop c Watering the field
d Predicting the harvest by monitoring the climate e Monitoring the cattle
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6 Discussions and Conclusion

The application of drones in Smart Farming is a boon to farmers. The peculiarities
of drones make it pertinent for numerous applications. The essential characteristics
of drones are summarized as follows: (a) Drones can be deployed at unique loca-
tions with the capability to withstand malleable payloads, (b) Drones can be
reprogrammed and customized according to requirements, and (c) It can be used to
measure anything, anywhere, and any time.

These unique characteristic features of drones are customized and programmed
in such a way to suit for the agricultural purposes. Thus, the majority of farmer’s
role (including, monitoring of fields, monitoring crops, monitoring the physical
equipment and resources, monitoring and maintaining the soil nutrition, watering
the field and ensuring appropriate soil moisture content, observing the productivity,
cattle feeding and supervision, livestock, logistics, and warehousing activities) are
taken care by drones. Thereby, all the usual requirements of farmers are fulfilled
immediately and efficiently by the applications of drones.

There is no doubt that the applications of drones in the agriculture transform the
traditional method of farming into Smart Farming. Drones implications in agri-
culture not only improve the crop production but also ships the farmers to protected
scenarios. Thus, employing the drones transforms the traditional farming into Smart
Farming.
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Implementation of Power Law Model
for Assessing Software Reliability

S. Renu Deepti, B. Srivani and N. Sandhya

Abstract To have the unwavering quality of the product and equipment, we utilize
nonhomogeneous Poisson process (NHPP). The power law process is the model
used from repairable frameworks. In this paper, the proposed framework majorly
concentrates on recognizing and assessing the disappointments inside of the product
task or equipment venture. Here, to predict the methodology on the execution of
parametric PLP model, the statistical regression approach is used. One of the
imperative methodologies is regression methodology and PLP model utilizing mean
time between failures (MTBF) capacity. The proposed framework evaluates the
errors and failures in the process and demonstrates the analysis made from the
proposed model.

Keywords The power law process model ⋅ Regression estimation approach
Maximum likelihood estimation ⋅ Time interval between failures
Mean time between failures

1 Introduction

The Power Law Process (PLP) is a famous vast NHPP model used to depict the
dependability of repairable frameworks by taking into account the investigation of
watched failure information, this model was taken from the equipment unwavering
quality zone. Taking the traditional perception into consideration, a significant
measure of writing on the PLP model is available. Duane [1] was the first to
propose the PLP model. Additionally, he detailed a numerical relationship for
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foreseeing and watching the dependability improvement as a component of com-
bined failure time. He led some equipment practices wherein the pace of failure
event was in a force law structure in working time. Amid the investigation with the
failure information, the view of a linear line was shown on a two-dimensional
log-log graph for the combined MTBF against total working time. Then, this
representation exhaustively concentrated on by Crow [2], and he figured the
relating model as a nonhomogeneous Poisson process (NHPP) with a force power
law. Programming reliability needs to do with the likelihood of discovering failures
in the operation of a given programming using a timeframe. Failures are a result of
issues presented in the code. The need for software reliability models has expanded
following the product part turned into a critical issue in numerous engineering
ventures. A vital class of these models is the supposed development models. They
utilize reports of past disappointments keeping in mind the end goal to fit the
disappointment bend, or to foresee either the failure rate or the remaining failures in
a given time interim. Some software reliability growth models taking into account
nonhomogeneous Poisson related strategies have been proposed years prior. They
are broadly utilized are still matter of study [3–6]. Different models consider failure
relationship on the other hand bunches [7, 8].

2 Proposed Model

In this work, an examination of these models is made utilizing a few failure reports.
The estimation of the parameters included in both models is another vital issue. It is
surely understood that the maximum likelihood function is not generally accom-
plished in nonhomogeneous Poisson process models, see [1, 4, 9], and by and large,
comparisons are minimal confounded to comprehend. Since there is a solitary
parameter to gauge in a one of a kind circulation which does not rely on upon time,
estimation procedure is less demanding in compound Poisson models. Some esti-
mation strategies have been proposed in the writing. Nonetheless, a critical point
must be commented here. Since the integrity of attack of a software reliability
model is assessed by the quantity of remaining failures anticipated, and it is
acquired as the normal number of failures from the dissemination capacity, then,
any impartial estimator for the mean, gives the same forecast as the straightforward
Poisson likelihood capacity, as it will appear. Though, one-sided estimators
demonstrating a lessening in the measure of gatherings of failures give better
results. Execution of Compound Poisson and NHPP models has been thought about
in [2, 10, 11]. In this work, the comes about beforehand appeared in [2, 10] are
expanded, a more definite investigation of the mode estimator displayed and the
middle estimator is likewise presented for examination. The PLP model can be
connected in programming constant quality also a few issues might emerge, it has
been utilized as a part of numerous effective applications, especially in the safe-
guard business. To demonstrate the failure rate of repairable frameworks, the PLP
model is received by the United States Army Materials System Analysis Activity
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and called the Crow-AMSAA model. In quality approaches, it is expected that the
repeat rate is the same for all frameworks that are watched. Bain [10] broke down
autonomous proportionate multi-framework by utilizing the PLP model. Much
hypothetical work depicting the PLP model was performed (samples; Lee, L. also,
Lee, K. [12], and Engelhardt and Bain [13]).

The PLP model has been broadly utilized as a part of unwavering quality
development, in repairable frameworks, and programming dependability models
(see; Calabria et al. [14], Yamada et al. [15], and Tian et al. [6]). Littlewood [16]
altered this model to conquer an issue connected with it, the issue of limitless
disappointment rate at time zero. Rigdon [1] demonstrated the misleading quality of
the case that a direct Duane plot infers a PLP, and the change is false as well. The
techniques proposed in this paper, when connected to genuine programming failure
information, gives less mistake as far as all the estimation criteria contrasted with
other well-known strategies from writing. Trial results demonstrate that the
regression approach offers an extremely encouraging procedure in programming
dependability development displaying and forecast.

Utilization of the power law model for good quality development test infor-
mation for the most part accept the accompanying:

1. While the test is continuous, framework upgrades are presented that create
nonstop changes in the rate of framework repair.

2. Over a sufficiently long timeframe the impact of these changes can be displayed
satisfactorily by the consistent polynomial repair rate change model αt − β. At
the point when a change test closes, the MTBF stays consistent at its last
accomplished quality.

3. At the point when the change test closes at test time T and no further change
activities are progressing, the repair rate has been lessened to αT − β. The repair
rate stays consistent from that point on at this new (enhanced) level.

The force law process, frequently misleadingly called the Weibull procedure, is a
valuable and basic model for depicting the disappointment times of repairable
frameworks. We show basic properties of the force law procedure, for example,
point estimation of obscure parameters, certainty interims for the parameters, and
tests of speculations. It is demonstrated that a proper change of the disappointment
times can prompt an integrity of-fit test. We likewise examine a portion of the
phrasing utilized for repairable frameworks and balance this with wording utilized
for non-repairable frameworks.

Constant quality development philosophy is a significant device to quantify item
dependability change either through arranged, devoted testing or the progressive
overhaul and change of the handled item. The approach is well considered with
proper procedure numerical presumptions so when connected, it gives suitable and
reasonable data and following of unwavering quality change. The standard
Homogenous Poisson Process (HPP) with accepted steady failure rates and failure
intensities is consistently expected and utilized as a part of all unwavering quality
examination and particularly testing. The Nonhomogenous Poisson Process
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(NHPP) sufficiently communicates step changes of failure rates resultant from item
outline or procedures change, by fitting them with the constant power law curve.
All unwavering quality development demonstrating are done in this way, for
example, the take-off models Duane and AMSAA/CROW are legitimate and
important. This paper proposes a few changes in the bookkeeping of the aggregate
test times for the situations when the various units are seen in test or in the field
which might yield more fitting determination of failure rates and their parameters.
This paper calls attention to that the basic practice in unwavering quality devel-
opment test information investigation with augmentations of test times of various
test things at the seasons of individual failures might be improper for the situation
where efficient failure plan or assembling hones blemishes are watched.

In this way, the paper proposes utilization of the first NHPP power law, which is
the model, followed in deductions other current efficient quality development, the
proposed expository technique will rectify the mistakes presented when various
units are tried or watched, and will likewise give consistency of the information
investigation. The mistakes do not occur when a solitary things’ efficient quality
development is observed. They get to be obvious just in the instances of uncommon
things, and are relative to the quantity of watched things and the absence of syn-
chronization—starting, consummation, and redesigns times [17]. To wipe out those
mistakes, which could be somewhat vast when efficient quality development of
handled items is taken after, this paper proposes taking after the standards of the
first power law model in the majority of the RG information examination and
counts of dependability results. It may be additionally fitting that the options are
done in the distributed material to give this direction.

3 Related Work

A product is said to contain a flaw if, for info information, the yield result is
inaccurate. A deficiency is dependably a current part in programming codes. In this
way, the procedure of programming troubleshooting is a principal errand of the life
cycle of a product framework. Amid this period, the product system is tried
commonly with the goal of finding shortcomings contained. At the point when a
disappointment is watched, the code is assessed to discover the issue which brought
about the product disappointment. The deficiency is typically evacuated by
adjusting the product codes. Subsequently, one anticipates that the product unwa-
vering quality will increment amid the testing stage as more blames are uprooted.
The unwavering quality change wonder is called dependability development. The
size and the many-sided quality of the product bundles make it difficult to discover
and redress every single existing issue. The best thing is to give programming a
dependability necessity and to attempt to accomplish an objective by testing the
product and redressing the identified issues. Be that as it may, acquiring the
required programming dependability is not a simple assignment. Hence, high
dependability is generally assessed by utilizing suitable models connected on
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disappointment information from the product disappointment history. A software
unwavering quality model is a numerical portrayal of the troubleshooting and
altering process worked in the accompanying three unique stages:

1. Model structure is chosen.
2. The free parameters in the model are tuned on the premise of the exploratory

information.
3. A standard is given to utilize the assessed model for prescient purposes.

A product unwavering quality model falls into two classifications that rely on
upon the working space.

In this manner, the most famous models depend on time. Their principle high-
light of unwavering quality measures, for example, the disappointment power
which is determined as an element of time. The second sorts of programming
unwavering quality models have an alternate methodology. This methodology is
made by utilizing operational inputs as their primary components, which measure
dependability as the proportion of fruitful races to aggregate runs. The second
approach has a few issues, for example, numerous frameworks keep running of
expansive lengths with yield measures that are contrary to the time-based measures.
Because of these issues, the work of this thesis has been given to time-space
models. The time-space model utilizes either the watched time between disap-
pointments or the quantity of found disappointments per time period. In this
manner, these two methods were created to assess the model parameters from either
disappointment number information or time between disappointments.

In this way, programming unwavering quality displaying and estimation can be
gathered into two classifications of general appropriateness:

1. Disappointment numbering portrayal (FCD).
2. Disappointment interim portrayal (FID).

Littlewood-Verrall Model (Lv):
Progressive times to disappointments are seen as arbitrary variables with expo-
nential circulation where the force capacity is no more a diminishing deterministic
capacity. The disappointment force is thought to be a stochastic diminishing
irregular variable with a Gamma capacity of parameters α and θ(i). The generous
contrast between the JM and LV models is that in the JM model, a fix dependably
prompts a decrease of the disappointment power, which has dependably had the
same quality. While in the LV model, the disappointment force takes after an
arbitrary example so that the size of its varieties is not as a matter of course a steady.
Moreover, the indication of the variety might change; that is, a fix may not bring
about an unwavering quality change.
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4 Results and Analysis

4.1 Existing System

In the current framework, the expectation of disappointments and there is a heaps of
contrast between real time and unique time.

1. Failures are brought about by inadequacies in configuration, generation, and
upkeep.

2. Failures are because of wear or some other vitality, parts related marvels, yet
one can stretch out beyond time.

3. Preventive upkeep is accessible and makes the framework more dependable.
4. Dependability is time related. Failure rates might be diminishing, expanding or

steady concerning working time.
5. Dependability is identified with natural conditions.

4.2 Proposed System

The proposed system has mainly based on the three parameters that are the bias, the
Mean Squared Error (MSE), and MEOP.

The Bias: The addition of difference between curve to be estimated and actual data.

Mean Squared Error (MSE): For prediction, the most widely used method is mean
squared error. The focus is made on the deflection between the expected values with
the original values,

Mean Error Of Prediction (MEOP):
It is defined as difference between the data that is real and actual values,
Here a percentage of the upsides of proposed framework,

1. Disappointments are principally because of outline shortcomings in the product.
Adjusting the outline can make it vigorous versus conditions that could trigger
an inability to make the repairs.

2. No wear marvels in the product. Programming mistakes happen without past
notice. Old codes can show an expanding disappointment rate as a component of
mistakes prompted while making updates.

3. Disappointments happen when the rationale way that contains a mistake is
executed. Unwavering quality development saw as mistakes in the product can
be identified and redressed.

4. Outer natural conditions do not influence the product unwavering quality, while
the interior ecological conditions influence the dependability, these inward
conditions are lacking memory and unseemly clock speeds.
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5. Information of configuration, use, and natural anxiety components are not ele-
ments in foreseeing the unwavering quality.

6. We can enhance dependability by troubleshooting and expanding the read
access memory.

7. Replicating so as to unwavering quality can be enhanced the same blunder.

4.3 Results

This mechanization programming relapse estimation utilizing power law is the
model used to discover the relapse estimation in the product improvement process.
Chart demonstrates the execution of every procedures with relapse estimation.
Here, we evaluated values for polygons for the product that draws 1, 2, 3, and 4
polygons What’s more, the chart is produced as taken after the software has drawn
the polygon. Power law model is defined for scheming the stress that is the errors in
a software or hardware especially for software. In this process, we have chosen a
software that draws polygons and that generates the graph between MTBF and
cumulative time. The software that draws polygon is as follows:

Polygon 1

See Fig. 1.

Fig. 1 Mean TBF analysis
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Polygon 2

See Fig. 2.

Polygon 4

See Fig. 3.
Also the values are of failure intensity function and the number of errors is

obtained from above graph and after the calculation of all the values of the
parameter and mean value function for the polygon the table is obtained as follows
which consists of number of errors, number of polygons, parameters a and b and
mean value function and failure intensity function. In this, we have calculated
values of all these because these values are required for assessing software relia-
bility because by calculating the failure rate, we can easily detect efficiency of the
software through that we can easily assess the reliability (Table 1).

Fig. 2 Mean TBF analysis
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5 Conclusion

Regression estimation utilizing power law is characterized as failures principally
because of outline issues in the product. In this paper, the proposed framework
concentrates on predisposition, Mean Squared Error (MSE), Mean Blunder Of
Expectation (MEOP). The software designed in this process is used to draw
polygon which is used represent the stress in the form of graph that is drawn
between MTBF and cumulative time. The stress is represented in the form of dots in
the graph through that we calculated the number of errors since stress is nothing but
errors. Through those errors, we have calculated failure intensity function finally,
we generated a graph between number of errors and failure intensity function
through which we assess the software reliability.

Fig. 3 Mean TBF analysis

Table 1 Software reliability assessment

S. no Number of polygon No errors a b m(t) ʎ(t)

1 1 40 0.253 0.315 1.79 0.00049
2 2 57 0.2307 0.450 3.94 0.00322
3 3 63 0.4365 0.222 3.96 0.0065
4 4 70 0.6360 0.175 4.02 0.00933
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Energy Distribution Using Block-Based
Shifting in a Smart Grid Tree Network

Boddu Rama Devi and K. Srujan Raju

Abstract The major challenge at the smart grid is to handle the load during peak
hours. Using various techniques like peak clipping, shifting, valley filling, load
shaping, energy conservation, etc., the demand side management balances the peak
and nonpeak load in a day. This work mainly focuses on handling the peak and
nonpeak load using the proposed adaptive block-based intelligent shifting (ABIS).
The main objective of the proposed work is to distribute the energy to the users and
maintain the balance between the available energy of the grid with the demand with
high fairness. The simulation results show that the proposed shifting technique
maintains load balance by maintaining a small gap between the load request and the
available energy at the grid.

Keywords Adaptive block-based intelligent shifting ⋅ Demand side management
Load shifting ⋅ Peak clipping ⋅ Smart grid ⋅ Valley filling

1 Introduction

The advanced technology, latest appliances, modernized living, residual home, and
industrial automation lead to huge demand of energy on the smart grid. To solve
these challenges, various approaches at smart grid [1, 2] are applied like demand
side management (DSM), utilizing secondary and renewable energy resources
properly, integrating various micro-grids, adopting intelligent distribution with
scheduling and shifting, etc.
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The key elements of a smart grid are: energy generation, transmission, distri-
bution, and communication and control system [3]. To handle the demand side
management, various techniques [4–11] are available in the literature for load
management, integrating multiple micro-grids, residual user load based, and
industrial applications.

In smart grid, we use various demand side management techniques. They are:
(i) Load Shifting: shifting load to off-peak; (ii) Peak Clipping: clipping load in
peak; (iii) Conservation: energy conservation using energy efficient techniques;
(iv) Load Building: enhancing throughput by increasing the consumption; (v) Val-
ley Filling: increasing load in off-peak; and (vi) Flexible Load Shape: special offers
to control the demand. Various load scheduling approaches [12–17], valley filling
[18], and load shifting [19–24] are available in the literature.

The energy generated using the primary resources is limited by the geographical
resources available, financial status, and policies of the country. To meet the
demand, at each level from the smart grid to users, everyone should concentrate on
secondary source using renewable sources [25–27] like wind, solar, etc.

The energy distribution in smart grid (neglecting transmission and other losses)
can be modeled as a distributed tree network [28]. Various energy allocation
schemes in a distributed smart grid tree network (SGTN) and its fairness are
evaluated in [29]. To handle the dynamic user load request with high fairness, a
dynamic weight energy allocation with load is proposed in [30]. Later, to meet the
future demands, renewable energy generation at the user with load request is
introduced in [31]. Energy allocation and distribution to shiftable and nonshiftable
type user loads by dynamic weight with load category is proposed in [31]. An
adaptive intelligent technique is also proposed to handle the high demand urban
scenario in [31]. Later, a thermometer approach based energy distribution with fine
calibration is proposed in [32]. With this fine calibration, we achieve 100% dis-
tribution efficiency with above 98% fairness of the grid. Based on the above sim-
ulation results in [29–32], by considering few best findings, we propose a
block-based shifting technique hereunder.

In this paper, we propose an adaptive block-based intelligent shifting energy
distribution (ABISED) algorithm for different categories of users in a SGTN. The
major objectives of the proposed work are mentioned here below.

• To find the demand on the grid based on the load request.
• To distribute the energy using adaptive block-based intelligent shifting.
• To maintain the balance between energy available at the grid and demand with

high fairness.

The rest of the work is organized as follows. Section 2 explains the analysis of
energy demand at grid based on a load request in SGTN. Section 3 describes the
proposed adaptive block-based intelligent shifting energy distribution algorithm.
Simulation results are findings are given in Sect. 4, and concluded in Sect. 5.
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2 Energy Demand at Grid Based on Load Request
in a SGTN

A three-level distributed SGTN with different category of users is shown in Fig. 1.
The energy generated at grid G is transmitted to the primary substations PS and then
it is distributed to the secondary substations SS. From SS, the energy is distributed to
the users of different categories. To make a smart grid system more and more
efficient, the demand at the grid is calculated by the load request of the users. The
energy allocation and distribution should be controlled via Communication and
Control Centers at SS, PS, and G. Communication and Control Center is a
computer-based intelligent control system integrated with the communication
system.

For simplicity, we consider only two categories of load at the user. They are;
(i) Nonshiftable (LN) and (ii) Shiftable loads (LS). All the users have different
appliances. All the appliances of a user are classified into LN or LS. In view to meet
future demand on the grid, all the users are self-sufficient of generating energy using
renewable energy ER to meet their requirements and reduce the burden at G. The
load request in a three-level SGTN is calculated [31] as follows.

1. Level 0: Load energy request at Grid G

Eti
G = ∑

PS

p=1
∑
SS

s=1
∑
U

u=1
Eti
LRðp, s, uÞ= ∑

PS

p=1
Eti
LRðpÞ, ð1Þ

where

PS Number of primary substations connected to G,
SS Number of Secondary substations connected to a primary substation p,
U Number of users connected to the secondary substation s,

Fig. 1 Three-level
distributed smart grid tree
network
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u User connected to s,
Eti
LR Load request during time slot ti.

2. Level 1: Load energy request at Primary substation p

Eti
LRðpÞ= ∑

SS

s=1
∑
U

u=1
Eti
LRðp, s, uÞ= ∑

SS

s=1
Eti
LRðp, sÞ. ð2Þ

3. Level 2: Load energy request at Secondary substation s

Eti
LRðp, sÞ= ∑

U

u=1
Eti
LRðp, s, uÞ−Eti

Rðp, sÞ, ð3Þ

where

Total renewable energy at s =Eti
Rðp, sÞ= ∑

U

u=1
Eti
Rðp, s, uÞ ð4Þ

Eti
Rðp, s, uÞ Energy generated by the user using renewable energy sources.

The total renewable energy at secondary substation is considered during distri-
bution to avoid fractional energy wastage at the user.

4. Level 3: Load energy request at the user:

Load energy request of the user is the load request from shiftable and non-
shiftable loads.

Eti
LRðp, s, uÞ=LtiNðp, s, uÞ+ LtiSðp, s, uÞ, ð5Þ

where

LtiNðp, s, uÞ Nonshiftable load request from nonshiftable user appliances,

LtiSðp, s, uÞ Shiftable load request from shiftable appliances of the user at time slot
ti.
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5. Demand at the Grid:

Let Eti
AG is the available energy in the grid from primary and secondary energy

generation. The demand varies based on the load and available energy on the grid.
The energy demand ED is given by

Eti
DG = High, Eti

AG <Eti
G

Low, Eti
AG >Eti

G

�
. ð6Þ

3 Adaptive Block-Based Intelligent Shifting Energy
Distribution

Based on the demand, energy is allocated or distributed to various levels.

A. Level 1: Energy allotted from Grid (G) to Primary substation (p):

Eti
AðpÞ=

Eti
LRðpÞ, when Eti

DG =Low

⌊E
ti
LRðpÞ
Eti
G

⌋Eti
AG, whenEti

DG =High ðfor p≠ 1Þ

Eti
AG − ∑

P

p=2
Eti
AðpÞ, whenEti

DG =High ðfor p=1Þ

8>>>><
>>>>:

. ð7Þ

B. Level 2: Energy available at secondary substation (s) with renewable energy,
after the energy allocation from primary substations (p):

Eti
Aðp, sÞ=

Eti
LRðp, sÞ; when Eti

DG = Low

⌊E
ti
LRðp, sÞ
Eti
LRðpÞ

⌋Eti
AG +Eti

Rðp, sÞ; when Eti
DG =High ðfor p≠ 1Þ

Eti
AG − ∑

P

p=2
Eti
Aðp, sÞ+Eti

Rðp, sÞ; when Eti
DG =High ðfor p=1Þ

8>>>>><
>>>>>:

. ð8Þ
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C. Level 3: Energy distributed from secondary substation (s) to users (U)

Eti
Dðp, s, uÞ=

Eti
LRðp, s, uÞ; when Eti

DG = Low

UseAdaptive Block based Intelligent Shifting; whenEti
DG =High

(
.

ð9Þ

When demand is low, the user gets the requested energy. When demand is high,
the energy is first distributed to the nonshiftable loads LN, and then allotted to
shiftable loads LS. Once the shiftable loads get allocated they are treated as non-
shiftable load as they require continuous slots to finish the work [31]. If they (LN)
do not get the energy due to high demand, then they are intelligently shifted to the
other slots of low demand [31]. This, also leads to rise in the load demand in other
slots. Block-based division idea is taken from [33]. To avoid the over demand due
to shiftable loads, we propose an adaptive block-based intelligent shifting energy
distribution (ABISED) algorithm. In ABISED algorithm, the remaining unallocated
load at each secondary substation (s) is considered as a block. The steps in ABISED
are as follows:

i. Calculate the energy allocated to the secondary substations, primary substation
using (7) and (8).

ii. Calculate the energy unallocated at s, p [from (3), (4) and (7), (8)] in high
demand time slots and energy left at grid at low demand time slots. The total
unallocated load at s is considered as a block.

iii. Shift the unallocated blocks of (p, s) to various time slots with excess energy.
iv. After shifting, distribute the energy based on the demand and available energy.

4 Simulation Results

A three-level smart grid tree network is considered for implementation using
MATLAB [34]. Twelve time slots are considered with 4 slots of moderate, 4 slots
of high, and 4 slots of low demand to analyze the energy distribution. The simu-
lation parameters used are shown in Table 1. The energy is allocated based on (7),
(8) and maintains high fairness index of 96–98% at G, p and s [30–32].

The load request at the primary substations and grid; available energy in the grid
before ABISED during different time slots is shown in Fig. 2. The load is moderate
during the time slots ti = 1–4, high at ti = 5–8 and low at ti = 9–12. Available
energy on the grid, load request at the grid before shifting; load request at the
primary substations and grid after ABISED is shown in Fig. 3.
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Table 1 Simulation parameters used in ABISED

Parameter Value

Number of levels in SGTN 3
Number of primary
substations

3

Number of secondary
substations

5

Number of users connect to
SS

100

Category of users 2 (Shiftable, nonshiftable)

Eti
AG (kWh) 850 (ti = 1–4); 900 (ti = 5–8); 800 (ti = 9–12)

Unit energy 1 kWh
Total time slots considered 12 (4 slots with moderate request, 4 with high demand, 4 with

low demand)

Fig. 2 The load request at the p and grid; available energy at G before ABISED

Fig. 3 Available energy at G, load request at G before shifting; load request at the primary
substations and grid after ABISED
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For the test case considered, the excess load of blocks (1, 1), (1, 2), (1, 3), (1, 4),
(1, 5) and (1, 2) with 151 kWh at ti = 5–8 are shifted to the time slots ti = 1–4 as it
has 125 kWh excess energy. Out of this, block (1, 2) gets only 7 kWh in ti = 1–4;
so remaining 26 kWh in the block (1, 2) are shifted to ti = 9–12. The excess load of
blocks (2, 2), (2, 3), (2, 4), (2, 5), (1, 3), (2, 3), (3, 3), (3, 4), (3, 5) with 249 kWh
and (1, 2) partial of 26 kWh, i.e., a total load of 275 kWh is shifted to ti = 9–12. At
ti = 9–12, only 270 kWh excess energy is available; hence 5 kWh is left unallo-
cated and moves to consecutive slots where excess energy is available at G.

The peak load during ti = 5–8 is shifted to ti = 1–4 and ti = 9–12 and makes the
curve very smooth one, as shown in Fig. 3. From the simulation results, Fig. 3, it is
clearly observed that the load request at the grid after ABISED is close to the energy
available on the grid, which maintains a balance between the available energy of the
grid and the load request.

5 Conclusions

The demand on the grid during peak and nonpeak loads should be handled properly
using various demand side management techniques. In this paper, we calculated the
load request from the users at various levels of the grid and estimate the demand
during the various time slots. Later, we apply load weight based allocation and
calculate the energy unallocated at various secondary substations and primary
substations. We also calculate the energy left in the grid during various slots. Now
we apply the proposed adaptive block-based intelligent shifting energy distribution
algorithm and shift each unallocated blocks to various time slots with excess
energy.

From the simulation results, it is observed that the load request at the grid after
ABISED is close to the energy available in the grid. It maintains load balancing by
maintaining a small gap between the load request and the available energy in the
grid. It reduces the over queue or over demand due to shifting in any slot and
handles the demand side management system functioning smoothly with high
fairness.
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Properties and Applications of Hermite
Matrix Exponential Polynomials

Subuhi Khan and Shahid Ahmad Wani

Abstract The Hermite matrix based exponential polynomials (HMEP) are

introduced by combining Hermite matrix polynomials with exponential polynomi-

als. Certain properties of the HMEP are also established. The operational represen-

tations providing connections between HMEP and some other special polynomials

are also derived. The approach presented in this article is general.

Keywords Hermite matrix based exponential polynomials ⋅ Monomiality

principle ⋅ Operational techniques

1 Introduction

Generalized forms of special functions are important from the applications point of

view. This advancement provides tools to solve certain problems occurring in physics

and engineering. The matrix forms of Hermite polynomials are considered in [1, 3,

4, 6, 7] for ℂN×N
matrix, with eigen values lying in the right side of open-half plane.

Throughout the paper unless otherwise stated, M is considered to be a stable

matrix (positive) in ℂN×N
, that is

Real (𝜈) > 0,∀ 𝜈 ∈ 𝜉(M). (1)

Here, 𝜉(M) denotes set of all the eigen values of matrix M.

Let E0 denotes the cut part of the complex plane besides the left side of the real

axis from the origin and log(𝜎) indicates the principal part of logarithm of 𝜎, then 𝜎
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indicates e
1
2 log(z). Let the matrix ℂN×N

with 𝜉(M) ⊂ E0, then M1∕2 =
√
M indicates

the image by 𝜎

1
2 of the matrix M.

The series form for Hermite matrix polynomials (HMP) Hm(u,M) is given as [4]

Hm(u,M) = m!
[ m2 ]∑

k=0

(−1)k(u
√
2M)m−2k

(m − 2k)!k!
,m ≥ 0 (2)

and it possess the following generating relation:

e(uw
√
2M−w2I) =

∞∑

m=0
Hm(u,M)w

m

m!
. (3)

Here, I is the identity matrix in ℂℕ×ℕ
.

The two-variable Hermite matrix polynomials (2VHMP) Hm(u, v,M) have the

following series form [1]:

Hm(u, v,M) = m!
[ m2 ]∑

k=0

(−1)kvk(u
√
2M)m−2k

(m − 2k)!k!
, m ≥ 0 (4)

and possess the following generating relation:

e(uw
√
2M−vw2I) =

∞∑

m=0
Hm(u, v,M)w

m

m!
. (5)

We note that 2VHMP have the following multiplicative and derivative operators:

ÂH ∶= u
√
2M − 2v(

√
2M)−1 𝜕

𝜕u
, (6)

B̂H ∶= 1
√
2M

𝜕

𝜕u
(7)

and thus can be considered as quasi-monomial.

Making use of the concept of quasi-monomiality, the isospectral problems [8] can

be considered and new families can be introduced. For example, we use the following

correspondence:

Â ⇔ u,
B̂ ⇔

𝜕

𝜕u
,

pm(u) ⇔ um,
(8)

to deal with such isospectral problems. The operational methods are required for

investigating certain problems of physics.
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From Eqs. (6) and (7), it follows that:

ÂH{Hm(u, v;M)} = Hm+1(u, v;M) (9)

and also we have

B̂H{Hm(u, v;M)} = m {Hm−1(u, v;M)}. (10)

Now from the expressions of the multiplicative, derivative operators ÂH , B̂H , we

conclude that

ÂH B̂H{Hm(u, v;M)} = m {Hm(u, v;M)}, (11)

which gives (
u 𝜕

𝜕u
− 2v(

√
2M)−1 𝜕

2

𝜕u2
− m

)
Hm(u, v;M) = 0, (12)

a second-order matrix differential equation. Assuming here and in the sequel

H0(u, v;M) = 1, then Hm(u, v;M) can be explicitly constructed as:

Hm(u, v;M) = Âm
H{1}, (13)

from which it is easy to find the series definition (4) of Hm(u, v;M).
The above equation implies that the expression for generating relation of

Hm(u, v;M) is given as:

exp(wÂH){1} =
∞∑

m=0
Hm(u, v;M)w

m

m!
, |w| < ∞, (14)

which yields generating function (5).

The following commutation relation is satisfied for ÂH and B̂H :

[B̂H , ÂH] = B̂HÂH − ÂHB̂H = ̂1, (15)

which indicates the structure of Weyl group.

The exponential polynomial 𝜙m(u) [5] is a member of the associated Sheffer fam-

ily and has the following generating relation:

eu(ew−1) =
∞∑

m=0
𝜙m(u)

um
m!

(16)

and the binomial identity for 𝜙m(u) is as follows:

𝜙m(u + v) =
m∑

k=0

(
m
k

)
𝜙k(u)𝜙m−k(u). (17)
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The exponential polynomials 𝜙m(u) also satisfy the following recurrence

relations:

𝜙m+1(u) = u{𝜙m(u) + 𝜙
′
m(u)} (18)

and

𝜙m+1(u) = u
{ m∑

k=0

(
m
k

)
𝜙k(u)

}
. (19)

In this article, the Hermite matrix based exponential polynomials (HMEP) are

introduced by combining Hermite matrix polynomials with exponential polynomi-

als. In Sect. 2, certain properties of the HMEP are established. In Sect. 3, operational

representations providing connection between HMEP and some other special poly-

nomials are derived.

2 Hermite Matrix Based Exponential Polynomials

The two-variable Hermite matrix based exponential polynomials denoted by

H𝜙m(u, v;M) are introduced by establishing the following result:

Result 1 The following generating relation for the HMEP H𝜙m(u, v;M) holds true:

exp
(
u(ew − 1)

√
2M − v(ew − 1)2I

)
=

∞∑

n=0
H𝜙m(u, v;M)w

m

m!
(20)

Proof Replacement of u in of Eq. (16) by the operator ÂH of two-variable Hermite

matrix polynomial, it follows that:

exp(ÂH(ew − 1)) =
∞∑

m=0
𝜙m(ÂH)

wm

m!
. (21)

Using the expression of ÂH given in Eq. (6) and using the following notation for

the HMEP in the right hand side by H𝜙m(u, v;M), that is

𝜙m(ÂH) = 𝜙m

(
u
√
2M − 2v(

√
2M)−1 𝜕

𝜕u

)
= H𝜙m(u, v;M), (22)

we find

exp
((

u
√
2M − 2v(

√
2M)−1 𝜕

𝜕u

)
(ew − 1)

)
=

∞∑

m=0
H𝜙m(u, v;M)w

m

m!
, (23)
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that is

exp

((
u
√
2M − 2v 𝜕

𝜕(u
√
2M)

)
(ew − 1)

)

=
∞∑

m=0
H𝜙m(u, v;M)w

m

m!
. (24)

Now, disentangling the exponential in the left hand side of the above equation

with the help of the Crofton-type identity [2]:

g
(
v + n𝜇 dn−1

dvn−1

)
{1} = exp

(
𝜇

dn
dvn

)
{g(v)}, (25)

we have

exp

(

−v 𝜕
2

𝜕(u
√
2M)2

)

exp(u
√
2M(ew − 1)) =

∞∑

m=0
H𝜙m(u, v;M)w

m

m!
. (26)

Expansion of the first exponential term in the left hand side of above equation and

then its action on the second exponential term gives

exp(−v(ew − 1)2) exp(u
√
2M(ew − 1)) =

∞∑

m=0
H𝜙m(u, v;M)w

m

m!
, (27)

which on simplification yields assertion (20).

Result 2 The HMEP H𝜙m(u, v;M) are quasi-monomial with respect to the following

raising and lowering operators:

ÂHe ∶=
(
u
√
2M − 2v(

√
2M)−1 𝜕

𝜕u

) (
1 + DU

)
(28)

and

B̂He ∶= ln(1 + DU) (29)

respectively, where

Du√
2M

= DU .

Proof Consider the following identity:

Du exp
(
u(ew − 1)

√
2M − v(ew − 1)2I

)

=
√
2M(ew − 1) exp

(
u(ew − 1)

√
2M − v(ew − 1)2I

)
. (30)
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From the above equation, we have

(
Du√
2M

+ 1
)
exp

(
u(ew − 1)

√
2M − v(ew − 1)2I

)

= ew exp
(
u(ew − 1)

√
2M − v(ew − 1)2I

)
. (31)

Differentiating Eq. (21) partially with respect to w and using Eq. (22) in the right-

hand side of the obtained equation, it follows that

ÂH ew exp(ÂH(ew − 1)) =
∞∑

m=0
H𝜙m+1(u, v;M)w

m

m!
, (32)

which on using Eq. (14) with w = (ew − 1) in the right-hand side and in view of

generating relation (5) becomes

ÂH ew exp
(
u(ew − 1)

√
2M − v(ew − 1)2I

)
=

∞∑

m=0
H𝜙m+1(u, v;M)w

m

m!
. (33)

Now using Eq. (20) in the right-hand side of Eq. (33) and in view of identity (31),

it follows that:

ÂH
(
DU + 1

) ∞∑

m=0
H𝜙m(u, v;M)w

m

m!
=

∞∑

m=0
H𝜙m+1(u, v;M)w

m

m!
. (34)

The coefficients of same powers of w in Eq. (34) are equated to give

ÂH
(
DU + 1

)
H𝜙m(u, v;M) = H𝜙m+1(u, v;M), (35)

which, from Eq. (9) allows us to conclude that the raising operator for H𝜙m(u, v;M)
is given as:

ÂHe = ÂH
(
DU + 1

)
. (36)

Finally using Eq. (6) in the right-hand side of Eq. (36), assertion (28) follows.

Taking log on both sides of identity (31) and multiplying both sides of the resul-

tant expression by
∑∞

m=0 H𝜙m(u, v;M)w
m

m!
, we have

ln(1 + DU)
∞∑

m=0
H𝜙m(u, v;M)w

m

m!
= w

∞∑

m=0
H𝜙m(u, v;M)w

m

m!
, (37)
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which on simplification gives

ln(1 + DU)
∞∑

m=0
H𝜙m(u, v;M)w

m

m!
= m

∞∑

m=0
H𝜙m−1(u, v;M)w

m

m!
. (38)

The coefficients of same powers of w in Eq. (38) are equated to give

ln(1 + DU)H𝜙m(u, v;M) = mH𝜙m−1(u, v;M), (39)

which in view of Eq. (10) proves assertion (29).

Result 3 The HMEP H𝜙m(u, v;M) satisfy the following differential equation:

((
u
√
2M − 2v(

√
2M)−1 𝜕

𝜕u

)(
1 + DU

)
ln
(
1 + DU

)
− m

)

H𝜙m(u, v;M) = 0.

(40)

Proof Inserting Eqs. (28) and (29) in Eq. (11) with Hm(u, v;M) replaced by

H𝜙m(u, v;M), we get assertion (40).

In the forthcoming section, some operational connections of the HMEP

H𝜙m(u, v;M) are derived.

3 Operational Representations

Result 4 The following operational connection between HMEP H𝜙m(u, v;M) and

exponential polynomials 𝜙m(u) holds true:

H𝜙m(u, v;M) = exp

(

−v 𝜕
2

𝜕(u
√
2M)2

)

𝜙m(
√
2M). (41)

Proof In view of Eq. (22), we have

H𝜙m(u, v;M) = 𝜙m

(

u
√
2M − 2v 𝜕

𝜕(u
√
2M)

)

, (42)

which on using Crofton identity (25) in the right-hand side proves assertion (41).

Result 5 The following operational representation connecting the HMEP

H𝜙m(u, v;M) with HMEP of one variable H𝜙m(u;M) holds true:

H𝜙m(u, v;M) = exp
(
− v
2M

𝜕
2

𝜕u2

)

H𝜙m(u;M), (43)
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where H𝜙m(u;M) = H𝜙m(u, 0;M)

Proof From Eq. (20), it follows that

𝜕
2

𝜕u2
{H𝜙m(u, v;M)} = (−2M) 𝜕

𝜕v
{H𝜙m(u, v;M)}. (44)

Simplifying and integrating the above equation, we have

ln
(
H𝜙m(u, v;M)

)
= − v

2M
𝜕
2

𝜕u2
+ ln(P). (45)

Solving Eq. (44) with initial condition

P = H𝜙m(u;M) ∶= H𝜙m(u, 0;M), (46)

we get assertion (43).

In the present article, the matrix polynomials of special type are established by

considering the use of identities of operational nature and concepts associated with

the monomiality principle. The approach presented in the present paper is general

in nature in view of its importance to obtain further other polynomial families of

special type. The new polynomials and associated results can be used to solve many

problems occurring in earth, biological and physical sciences, and also in emerging

fields of engineering. In the field of engineering sciences, these polynomials play a

significant and vital role in dealing with quantum, mechanical, and transport beam

problems.
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Economical Home Monitoring System
Using IOT

Kunwardeep Singh Obheroi, Ankur Chaurasia,
Tanupriya Choudhury and Praveen Kumar

Abstract Home monitoring system is a device that is implemented using Internet
of Things. The Internet of Things is the internetworking of physical devices,
vehicles, buildings, and other items embedded with electronics, software, sensors,
actuators, and network connectivity that enable these objects to collect and
exchange data. The home monitoring system monitors doors and windows of your
home and notifies you of any new access of your property via a data feed. Home
monitoring system consists of sensors to detect intrusion and captures and sends
multiple pictures of the intruder to the user anywhere through Internet. The system
is implemented via the use of IOT, which is the interconnection of machines via
Internet for advanced connectivity.

Keywords Home monitoring system (HMS) ⋅ Internet of Things (IOT)
Cloud networking ⋅ Arduino Uno

1 Introduction

1.1 Overview

Homemonitoring system is an antitheft mechanism and is implemented using Internet
of Things. The Internet of Things is the internetworking of physical devices, vehicles,
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buildings, and other items embedded with electronics, software, sensors, actuators,
and network connectivity that enable these objects to collect and exchange data. The
homemonitoring systemwill be able tomonitor doors andwindows of your home and
notify you of any unauthorized access of your property by capturingmultiple pictures.

Home monitoring system is a system designed to monitor and keep a check on
visitors. Home monitoring system consists of sensors to detect intrusion and record
and provide a video of the visitor/intruder to the user anywhere through Internet.
The system is implemented via the use of IoT, which is interconnection of machines
via Internet for advanced connectivity.

1.2 Advantages of Home Monitoring System

In the recent years, devices working on Internet to provide various services have
become more and more common leading advances in various fields. One such field is
home security. Every house owner worries about the security of his property when
he is away, and now there are various options available for him to monitor his home.
But there are many advantages that the proposed system has over the existing one:

(1) System scalability and easy extension: The deployment of the proposed system
is relatively easy and the system can be extended to add more cameras and
sensors based on the needs. This is because of the minimum dedicated hard-
ware requirement of the system.

(2) Integrity: The system provides on-site as well as off-site storage which prevents
the data collected by the system from being compromised.

(3) Mobility: The system allows user to check the data collected by the system
from anywhere in the world on a different device like his mobile phone.

(4) Economic: The proposed system is relatively cheaper to set up and maintain
due to the methodology used in development of said system. The system can be
set up using any existing computer system owned by the user.

(5) Low resources use: The system very low storage space and can work with a
low-speed Internet connection which helps reduce the cost of maintaining the
system further. This also allows the system to work in less technologically
advanced countries where high-speed Internet connection is not available.

2 Related Work

2.1 Remote Home Supervising System by Gowthami T.
and More

It is used for supervising homes items using a monitoring system. It uses a smart
home for its security. The user can access the smart home using his mobile using
ZigBee [1]. He can access and the security status of the home using multiple
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parameters and alter them according to users requirement. This application is
mainly used when the user not at home and is present at some other location at that
very moment.

2.2 Waste Electronics for Home Supervision System
by Dingrong Yuan and More

As new electronics come into someone’s home, old electronics go waste and are put
aside. Not only these act as environmental pollutants if wasted and thrown into land
as a garbage but their potential of being used in other applications is wasted [2].
This project focuses on creating a home supervision system using garbage elec-
tronics like these. It not only helps in security purposes but is also very cheap and
saves a lost of user cost.

2.3 Home Intrusion System Using Raspberry Pi
by Shivprasad Tavagad, and More

Home intrusion system uses Raspberry Pi for its development. See the importance
of security systems, this project is developed to make a home intrusion system is a
cheap rate [3]. This does not use RFID which are used by current technologies
rather it uses other cheaper yet efficient means. It uses mobile phone to offer the
security to the home and other items. The device is connected to an Internet
providing dongle which offers it connectivity to the web.

2.4 Robot Monitored Home by Madhavi Shinde, and More

This project monitors the home using a robot which is connected to the Internet and
it can be accessed by the user [4]. The robot provides a GUI of the home. It sends
all the locations and activities that are happening in the house. If any change in any
location is found, the robot gets an red alert and sends user information about it via
Internet. If any intrusion happens then also it sends pictures of the thief to the user
which could be used for future actions.
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3 System Analysis

3.1 Problem Definition

Many such devices exist which provide similar feature of providing the power to
monitor his home to the owner via Live Streaming video, alerts, etc. However, these
devices either need a lot of cost to be set up, or a lot of resources to maintain, or
both.

System’s that streams videos need a lot of Internet bandwidth which may restrict
the user’s access to monitoring system if he lacks proper Internet connection.

In devices that record video and stores it on-site(home) of owner, there are
chances of device being compromised in case of a break-in.

In devices that records and stores entire data on cloud, a lot of space on cloud
and a very high-speed Internet connection and lots of storage space on cloud servers
are necessary which increase the cost of setting up and maintaining the device.

3.2 Proposed System Feature

In the proposed system, the aim is to achieve a cheap alternate system that takes
fewer resources to set up and maintain.

The setup consists of a smart board (Arduino Uno [5]), sensor, GSM module,
camera, and a user interface module which allows us to monitor any activity. The
camera records a picture/video whenever the sensor is triggered and stores it on
cloud thus decreasing the storage space requirement at the cloud servers. This data
can be accessed by user anywhere at relatively lower resources cost (even with poor
Internet connection like 2G). This makes the system versatile and we can deploy it
even when high-speed Internet is not available. The system uses open source
software and plug-ins in the background to operate. It also uses free cloud storage
(like GoogleDrive) to store the collected data which further reduces the capital
required for maintaining the system.

4 System Design and Implementation

4.1 Proposed Home Monitoring System

The proposed model of the home automation system is shown in Fig. 1. The model
consists of an Arduino Uno board which can be connected to various sensors. The
model uses an ultrasonic sensor to detect any obstacle in its path and sends signal
accordingly. The camera is also connected to the system which can click a stream of
images whenever the sensor is triggered. The sensor transmits a constant stream of
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data which is read by a port reader and then with the help of java program, the
system determines when to take screenshots. Once the conditions are met, the java
program calls the camera which takes the pictures. The pictures are then stored in
the computer system, the home monitoring system is running on as well as
uploaded to the cloud server (Google Drive in this case). The user can then check
the images clicked by the camera from anywhere in the world using his cell phone
home monitoring application to access the cloud drive.

4.2 Proposed Home Monitoring System Functions

The proposed home monitoring system has various functions:

• Takes pictures of intruders
• Can have multiple sensors based on deployment scenario

Fig. 1 Proposed system of home monitoring system
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• Can easily be extended based on user’s need
• Stores pictures online and offline
• Has a dedicated application for user to access cloud from android device.

4.3 Software Design

Front-end Design:
The user interface is provided with the help of android application developed with
the use of Android Studio. The application provides user quick access to cloud so
that the user can check the images captured by the home monitoring system and
also provides quick access to dialer in order to make emergency calls. The android
application front end is created with the help of java and xml. Xml provides the
front end while Java code provides functionality to the code.

Cloud:
Cloud computing is the practice of using remote servers on the Internet to manage,
store, and process data instead of using a personal computer [6]. Cloud computing
is a general term that is better divided into three categories: Infrastructure-as-a-
Service, Platform-as-a-Service, and Software-as-a-Service. IaaS (or utility com-
puting) follows a traditional utilities model, providing servers and storage on
demand with the consumer paying accordingly. We are using Google Drive in our
implementation, which provides us 15 GB of free data storage, which is more than
what we need for the home monitoring system to function.

4.4 Implementation Setup

The home monitoring system works in the following steps (Fig. 2)

• Step 1—Movement is detected by the ultrasound sensor and Arduino generated
a data log of distance object that moves. This also triggers the LED notification
and LCD display displays a message.

• Step 2—A constant log is created by Arduino which is then recorded CoolTerm
[7], which creates a text file of the recorded logs.

• Step 3—This log file is processed repeatedly by a JAVA program in search for a
specific attribute. Once the condition is matched, the program triggers a camera
to take pictures.

• Step 4—The pictures are then uploaded to Google Drive and a notification
message is sent to user to check his Google Drive pictures log.

• Step 5—The user can remotely access his Google Drive in order to check the
image of activity and decide the action that he wants to take.
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In Fig. 3, the cardboard acts as an open door. Whenever the door opens, the
ultrasonic sensor changes the data stream it is generating and the change is detected
by java code running in background and the pictures are then uploaded to cloud
storage. This allows user to check the images from anywhere using the android
application (Fig. 4) and take appropriate action.

Fig. 2 Sequence of activities
in HMS
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5 Results and Efficiency

After a successful connection to Internet, the HMS works as intended and uploads
pictures taken by camera automatically to the cloud storage. The home monitoring
system notifies and allows the user to monitor any access. In case of any access, the
user gets notification on his mobile device to check his Google Drive. This is much
more reliable and efficient as the device is not constantly generating video feed that
leads to need of very high data rates and also, the off-site data storage on Google’s
cloud drive prevents the data from being compromised. The comparison of home
monitoring system and CCTV camera (Current Technology) is shown in Fig. 5.

Fig. 3 Experimental setup of HMS

634 K. S. Obheroi et al.



EFFICIENCY—Home monitoring system’s efficiency is calculated using the
repeatability factor. The application was compiled and executed for multiple
number of times and the ratio of pictures capturing the thief to the ratio of pictures
not capturing the thief was calculated. The logic is illustrated below:

First Iteration: 2 out of 2 pictures capture the image of the thief: 100%
Second Iteration: 6 out of 7 pictures capture the image of the thief: 85%
Third Iteration: 3 out of 4 pictures capture the image of the thief: 75%
Fourth Iteration: 3 out of 3 pictures capture the image of the thief: 100%
Fifth Iteration: 5 out of 6 pictures capture the image of the thief: 83.3%
Sixth Iteration: 4 out of 5 pictures capture the image of the thief: 80%

According to the average or the mean of these ratios, the efficiency of the home
monitoring system is (100 + 85 + 75 + 100 + 83.3 + 80)/6 = 87.2%.

Hence, the efficiency of the home monitoring system is 87.2%.

Fig. 4 User-End UI for checking images captured by HMS on GoogleDrive
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6 Conclusion and Future Work

6.1 Conclusion

The HMS is a highly economical alternative to the existing technologies available
in market and is able to work even with low-speed Internet connection. Home
monitoring system senses any change in the door and thereby monitors the door.
The camera is then alerted and it clicks multiple pictures. All the pictures are then
uploaded to the Google Drive which are received by the user. The home monitoring
system successfully monitors the home and guarantees security.

6.2 Future Work

The HMS has a wide application and can be installed in many areas and can even
be modified to do different tasks based on requirements. In future, machine learning
can be implemented to distinguish between visitors so that only unknown indi-
vidual’s image is uploaded to the cloud.

ATTRIBUTE HOME 
MONITORING 
SYSTEM

CCTV CAMERA

COST Rs. 800 Rs. 5000

CAPTURES MULTIPLE 
PICTURES 

VIDEO

NETWORK 
REQUIREMENT

2G OR ABOVE 3G OR ABOVE

EFFICIENCY QUICK IMAGE 
TRANSFER WITH 
87.2% EFFICIENCY

QUICK VIDEO 
TRANSFER WITH 
92% EFFICIENCY 

STORAGE 
REQUIREMENT

LOW HIGH

CAPTURE TRIGGER ANY MOVEMENT IN 
DOOR

NO TRIGGER

REPEATABILITY 
FACTOR

CAPTURES  IN ALL 
THE 
REPEATATIONS

CAPTURES IN ALL 
THE 
REPEATATIONS

Fig. 5 Comparison between HMS and current technology (CCTV)
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Hybrid Approach of Feature Extraction
and Vector Quantization in Speech
Recognition

Sarthak Manchanda and Divya Gupta

Abstract This paper examines the speech recognition process. Speech recognition
has two phases: the front end which comprises of preprocessing of the speech
waveform and the back end which comprises of feature extraction and feature
matching. In this review, we discuss some feature extraction techniques like MFCC,
LPC, LPCC, PLP, and RASTA-PLP. As these techniques have some demerits
stated in the paper, we discuss a hybrid approach of feature extraction with some
combinations of the above techniques. Feature matching helps in the recognition
part of speech recognition. It is done by comparing the feature vectors of the current
user to the feature vectors stored in the database. It can be optimized by vector
quantization (VQ) in order to speed up the recognition process.

Keywords Feature extraction ⋅ Feature matching ⋅ Front end
Back end ⋅ Vector quantization

1 Introduction

Speech recognition is known as the ability of a machine to detect and identify the
words or phrases uttered by the human being and to detect and convert this speech
signal into machine read format. This concept of Artificial Intelligence is quite
common these days and many advancements are being done toward it [1].
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Speech recognition has front end and back end analysis.

Front End:

1. Preprocessing: It is used to increase efficiency for further processes. It helps in
making the system more robust. It also helps in generating parametric repre-
sentation of the speech signal.

2. Framing and Windowing: Most part of a speech signal processing depends on
short time analysis done with the help of framing. The signal gets blocked into
frames of samples N with a duration ranging between 10 and 30 ms.

Back End:

1. Feature Extraction: It is useful to extract useful information and remove the
unwanted and redundant information. Certain features are extracted using this
process which helps in speech recognizing. The goal of this technique is to
compute the sequence savings of feature vectors which represent the computing
signals. Different types of feature extraction techniques are: MFCC, LPCC,
LPC, PLP, and RATSA-PLP [2].

2. Feature Matching: It is known as the process in which identification of the
speaker is done by comparing the extracted features to the features which are
stored in a database. It is basically done by first storing the input signal features
in the database and then comparing the stored values to the input values of the
unknown speaker. It gives the result as matched or not matched [2].

2 Type of Speech Uttered by Human Beings

There are many types of speech uttered by the human beings which differ in
parameters [3]. These types are:

1. Isolated Speech:
It requires single word at a time. This is one of the best speech types in which
there is very less noise on both sides of the window.

2. Connected Speech:
This type has minimum pause between the words uttered by the human.

3. Continuous Speech:
This kind of speech has no pause between the words. It is basically what
computer dictates and what human beings say the most.

4. Spontaneous Speech:
This type of speech can be thought of as natural and without trying it before.
An ASR system can handle spontaneous speech when it has every word with its
meaning in the database.
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3 Feature Extraction Techniques

It is the most important part in any ASR system. The meaning of extracting feature is
to extract the useful information and remove unwanted information (Figs. 1 and 2).

1. Mel Frequency Cepstral Coefficients(MFCC):
It is the most common and most popular feature extraction technique used for an
ASR. Frequency bands in MFCC are placed in a logarithmical order so that it
can approximate the human being system closely than any of the other system
(Fig. 3).

2. Linear Prediction Coding(LPC):
It is a good signal feature extraction method for linear prediction in speech
recognition processes (Fig. 4). The basic idea behind LPC is that the speech
signal can be approximated as a linear combination of past speech samples
stored in the database [4].

3. Linear Prediction Coding Coefficient(LPCC):
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Fig. 1 Mel frequency cepstral coefficients(MFCC)
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Fig. 2 Linear prediction coding(LPC)
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This technique works at a low bit by demonstrating the speech signal by a finite
number of measure of the signals. It represents a mimic of speech after com-
puting a smooth version of cepstral coefficient using autocorrelation method.
In LPCC feature extraction, cepstrum analysis is done on the LPC analysis as
seen below [4] (Fig. 3).
Other feature extraction techniques are PLP, RASTA-PLP etc.

4. Hybrid and Robust Technique:
In order to obtain a new and more effective feature extraction technique, certain
hybrid algorithms make a distinction from the previous feature techniques. The
previous techniques have some drawbacks which do not make the recognition
process accurate and robust. The drawbacks are given in Table 1 [4].
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Fig. 3 Linear prediction coding coefficient(LPCC)

Fig. 4 Vector quantization
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To overcome these drawbacks, a hybrid technique is used. Combination of
previous features is taken to make the extraction more robust.

There is a generation of 13 parameter coefficients of these techniques
(MFCC, LPC, LPCC, PLP, and RASTA-PLP). In four experiments, different

combinations of these techniques were used to give “39 coefficient parameters” in a
single vector:

(a) 13(MFCC) + 13(LPCC) + 13(PLP)
(b) 13(MFCC) + 13(LPCC) + 13(RASTA PLP)
(c) 13(MFCC) + 13(PLP) + 13(RASTA PLP)
(d) 13(LPCC) + 13(PLP) + 13(RASTA-PLP).

4 Feature Matching

While the above feature extraction techniques were used in the front end to extract
certain important characteristics, vector quantization is used in the back end to
generate a correct decision while maintaining a codebook [5, 6].

It is a procedure to identify an unknown speaker by comparing the extracted
features from the above approach with the data of the known speaker stored in the
database [2].

Vector Quantization(VQ):
VQ is nothing more than “rounding off to the nearest integer.” It is also known

as the centroid model. It was introduced in the year 1980 and it has its roots from
data compression. It has many advantages:

• speed up the recognition process
• for lightweight practical use
• ease of implementation.

Table 1 Demerits of feature extraction techniques

MFCC LPC LPCC PLP RASTA PLP

1. It is very much
sensitive to
mismatch of the
channels between
the training and
testing phases
2. Performance of
MFCC is effected
by total number of
filters used
3. Does not give
accurate result in
noisy environment

1. It is used
in only a
linear
combination
of speech
signals

1. It is highly
sensitive to
Quantization
Noise

1. It gives a
higher error
rate as
compared to
other
techniques

1. It is better than
PLP as it does the
filtration but still
error rate is still
found in it
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Apart from these advantages, it can lead to loss of potential data.
In VQ, the signal vectors from a very large vector scale can be mapped on a

finite region of space (Fig. 4). Every region of the space is known as “cluster” and
is shown by a center called “codeword”. The group of these code words is known as
a “codebook” [7].

In the figure are two different speakers on a two-dimensional space. Triangle
refers to the vector from “speaker 1” while the circle refers to the vector from
“speaker 2”. There are two phases in VQ. In the first phase which is also known as
the training phase, a codebook is generated which is speaker specific for every
single known speaker taking the training vectors in the database. The result of these
code words is represented as the centroid of every triangle or circle as shown in the
figure by Green Circles for “speaker 1” and Green Triangles for “speaker 2”.

In the second phase which is also known as the recognition phase, speech input
signal is “vector quantized” using a trained codebook and the total VQ-distortion is
computed. The speaker having the codebook with the least distortion is discovered.

5 Conclusion and Future Work

The main objective of this research is to analyze why the hybrid approach is better
to use for feature extraction and how can vector quantization help in fast and
accurate feature matching. This paper gives the detail about various feature
extraction techniques and how hybrid approach is better than these techniques. It
shows some of the advantages of the hybrid approach in the table.

On the basis of the review, it is analyzed that the combination of techniques can
help in achieving good results in a noisy environment also as variety of filters is
used in hybrid approach. This hybrid approach is used for a flexible kind of
environment.

For feature matching, vector quantization is used in which optimization is done
which speeds up the recognition process. The future work is to develop an ASR
System with high accuracy.
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Security in Home Automation Systems

A Brief Study of Security Aspects of Different
Types of Home Automation Systems

Dinesh Bhasin and Shruti Gupta

Abstract This paper aims to discuss the problems regarding the security of home
automation systems and highlight all the shortcomings in implementing such sys-
tems. Home automation systems are the future of context-aware and
energy-efficient residential systems. The technology has been around for a while
now, but is still not adapted by the masses because of the high costs and low
reliability. The aim of this research was to find out the reasons why such systems
are not available in the common markets right now.

Keywords Wireless networks ⋅ Smart homes ⋅ Internet of Things

1 Introduction

Home Automation is a very interesting application of Internet of Things, which
consists of making a home “smart”. This means that all the appliances can be
controlled and monitored remotely and sometimes even programmed to work on
their own. While it sounds really easy, implementing such a system is not an easy
task. Various devices are used in a specific manner just for implementing a simple
task such as switching on the lights. This may sound like the system is complicated,
but the end product is user friendly and very easy to use with just a touch on the
smartphone is required to accomplish any task. Not only this, but certain conditions
or situations can be programmed into the system so that it functions even without
the consent of the user. Such systems should be made energy efficient and should
even help save energy from our regular appliances, as stated by the brilliant idea by
Archana N. Shewale, and Jyoti P. Bari in their paper: [1]. This, along with the

D. Bhasin (✉) ⋅ S. Gupta
Department of Computer Science, Amity School of Engineering and Technology,
Amity University, Noida, Uttar Pradesh, India
e-mail: dinesh.bhasin@student.amity.edu

S. Gupta
e-mail: sgupta65@amity.edu

© Springer Nature Singapore Pte Ltd. 2018
V. Bhateja et al. (eds.), Proceedings of the Second International Conference
on Computational Intelligence and Informatics, Advances in Intelligent Systems
and Computing 712, https://doi.org/10.1007/978-981-10-8228-3_60

647

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_60&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_60&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8228-3_60&amp;domain=pdf


always-online nature of the system are the two biggest vulnerabilities in the field of
home automation. Some of these vulnerabilities are given by Michelle L. Mazurek
in his article [2].

2 LITERATURE REVIEW

2.1 Summary of Papers

The following research papers were studied over the research period for better
understanding of the topic:

“Renewable Energy Based Home Automation System Using ZigBee”
In this paper, Archana N. Shewale and Jyoti P. Bari proposed a new approach to the
ZigBee architecture by using renewable energy sources to power up an automation
system. This was quite innovative as renewable energy sources are the need of the
hour, and combining that with 24/7 energy monitoring, it could be the most efficient
system.

“Access Control for Home Data Sharing: Attitudes, Needs and Practices”
In this paper, strategies were explained on how to keep our data center of the home,
safe and measures to ensure total privacy. Michelle L. Mazurek describes their
results of the data collected from their analysis of the different practices that people
follow during the execution of the access control systems.

“Smart Home Automation Security: A Literature Review”
In this paper, Arun Cyril Jose and Reza Malekian present a detailed study of all the
security flaws in different types of home automation systems and their own analysis
of the definition of the words “Security” and “Intruder”, with respect to the home
automation systems. For this, they have used various literary sources and compared
them wonderfully in their work.

3 History of Home Automation

Home Automation dates back to mid-1960s when the first smart device: ECHO was
introduced. This device was capable of turning appliances on/off, computing
shopping lists, and also controlling thermostats. Then came in the kitchen com-
puter, which also stores recipes; but both of them were never commercially sold [3].

In 1990s a term, Gerontechnology was introduced which was a combination of
Gerontology (Study of old age) and Technology, which led to several monitoring
systems for the elder members of the society. This concept led to development of a
similar system, for the babies, which we today see in baby-monitoring systems.
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A similar research was done by S.P. Pande and Prof. Pravin Sen in their article
on an automation system for the disabled: [4, 5].

In late-90s, the Silicon Valley was emerging at an exciting pace, which led to a
decrease in the prices of silicon-based chips and microcontrollers, and thus, the
home automation systems were becoming more affordable.

4 Home Automation Systems Today

Today’s smart homes are based on two main focus points: Security and
Eco-Friendliness. These systems are often sustainable and help us keep a check on
our power consumption too. For security, there are monitoring systems that lock/
unlock the home when a certain breach is detected, like a wrong passkey entered or
face detection fails to recognize the face.

On the other hand, eco-friendly systems monitor our consumption at all times,
and can even be programmed to switch the lights off when nobody is home or when
everybody sleeps. Not only this, backup generators connected with solar panels can
be automatically switched when the load is not high. These practices save us a lot of
money and also help the environment at an elementary level.

4.1 Wireless Home Automation Networks (WHAN)

To allow interaction of different smart objects along with advanced functionality, a
new aspect of technology called the wireless sensor network (WSN) must be
integrated along the so-called Internet of Things (IoT). A new gateway has opened
the ways for emerging technology of wireless network sensors because of the recent
advances in radio technology and microcontroller design. These sensors act as
smart agents that come with high-performance microcontroller which consumes
low power and has a very large memory space, and such devices are now maturing
a lot of faces if companies that work in the field of smart devices and advanced
surveillance systems. Even though today most of the technology in this area is still
wired based, but replacing the cable will save time as well as make space for more
flexible technologies for the end user and thus, a wireless home automation network
or WHAN will act as the key technology in order to make our homes intelligent and
aware of its environment and content.

A WHAN consists of a number of actuators and sensors such as motion sensor,
light bulbs, accelerometer, and safety sensors that communicate with each other
using an appropriate wireless architecture and thus smartly sharing data with each
other. The same can be graphically described as Fig. 1. In a WHAN, an access
point (AP) is used which starts the network, assigning all the resources to the end
devices (ED) and checking the quality of the links. End devices are then spread over
the area in which they want to communicate or the area of interest and it is the job
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of the AP coordinator to ensure the communication takes place for which range
extenders maybe used. Various architectures of WHANs are deeply studied and
intuitively published as an article by Carles Gomez and Josep Paradells [6].

The main aim of WHAN design architecture is to provide cost-effective inter-
actions amongst the end devices and in order to do so provide efficient software–
hardware subsidiary infrastructure and middleware platforms.

4.2 Types of WHANs

Context-Aware Systems:
Such systems are designed in such a way that they are flexible to any type of
connectivity that the user might prefer at any point of time. This makes the user’s
privacy to be at the edge. Similar concern freaks out people on knowing about
government surveillance on private lives of people, as the automation system also
knows about all the private and intimate details of the house such as when someone
is taking a shower or when the appliances are switched ON.

Central Controller based Systems:
Such systems use a central server to process data for multiple rooms or even
multiple buildings. This makes it much more cost-effective and alarming at the
same time. The main concern is knowing how much data is actually accessible to
the system at that given time. Because it contains sensitive data for multiple entities,
thus leaving all of them vulnerable from just a single point.

Fig. 1 Typical WHAN components
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Decentralized Systems:
This can be implemented by installing actuators into the WSN of the system, thus
distributing the control. This reduces the risk of attack, but surely does not eradicate
it. Such a system is very complex to manage and expensive to maintain and an
attacker with prior knowledge of the WSN of the home can easily exploit the system.

4.3 Issues with Current Systems

With the growth in technology and specially after the emergence of Internet of
Things (IoT) and embedded systems, even the most basic devices such as tube
lights and smoke detectors are beginning to be connected to our smartphones but
every coin has two sides. At one point where it makes our lives easier, it also has
some pitfalls which a person must know about before they can invest in them and
must be handled by every developer as well. Some of them are given below:

• Does not necessarily makes things easier: The most basic definition of tech-
nology is anything that makes things easier in terms of effort required, but it is
not always the case when we talk about these home automation technologies. It
is often noticed that instead of making things easier they end up complicating
the process even further than it earlier was. For instance, lets talk about smart
light bulbs, normally it would take just a second to switch on the analog light
bulb but when it comes to smart bulbs the process becomes kind of cumber-
some, finding one’s phone then unlocking it, finding the correct app, and then
navigating to the process that one wants to start. It certainly leaves the user more
anxious than relaxed which basically defeats the sole purpose of smart homes.
Given by Ahmed, M., Sharif, L. Kabir, M. Al-Maimani, M [7].

• Bad Integrating Applications: Any hardware is as good as the software that
helps to integrate it. One is incomplete without the other, however many
manufacturers often do not realize the importance of good software. The apps
tend to have bad interface, lack the basic features and crash way to often, and
even if they work properly, it is almost impossible for the user to handle the
clutter of applications that they have installed. They have a separate app for
thermostat, one for the light bulbs, another one for the media devices, and so on.
But with time, the manufacturers have realized this and have opened their gates
for third-party apps.

• Security Issues: Automated devices surely make one’s life easier where a person
can control their devices from practically anywhere in the world but it also
leaves their devices vulnerable to hackers who just wait for an opportunity to
cause havoc and the reports of such issues are increasing exponentially. Hence,
the user need to be very diligent and must make sure that they do install all the
updates that are being provided by the manufacturer. One such survey was done
by B. Fouladi, S. Ghanoun [8].
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• Cost: While everyone agrees that these smart home technologies help their
users, cost is something that put these devices out of reach of most of the people.
Even if people are prepared to spend some extra cash they will also think twice
when they come to know that a smart device costs ten times the money than a
normal device. Although, the prices are expected to drop over the years, the
sky-high costs right now prevent the users to invest in smart devices.

4.4 Types of Home Automation Systems Based on WHAN

Different users prefer different types of connection systems for their smart homes,
some might like to be connected to their home every time through the Internet and
monitor every move, while others may be comfortable just receiving important texts
about the events in the home. Thus, there are different types of network architec-
tures available for home automation systems given as follows

Internet-Based Automation Systems:
Such systems are the most popular type of systems, as connecting to the Internet
provides the ready architecture for hardware as well as network, as given by A.
ElShafee, K. A. Hamed [9]. Not only this, but the cost involved in communication
through the Internet is minimum, and the devices can connect/disconnect from the
network very easily, shown in Fig. 2. The user interface (UI) is generally in the
form of mobile applications or general Web pages which is intuitive and very easy
to use and understand. Thus, this type of system provides peace of mind to the end
user but increases the complexity for the developer of such systems.

Such systems are always online so they need to be secured accordingly. Thus,
heavy encryption protocols and backup storage for the database is needed. So, a
centralized approach is applied and all the devices in the house are channelized
through a central server. This leaves a vulnerability to the server as it remains as the
only point of attack for the intruder.

Bluetooth-Based Automation Systems:
Using Bluetooth-based systems can be tricky because of the short range of com-
munication, so generally, a Bluetooth-based controller is connected to the user via
the Internet or GSM. In the works of N. Srikanthan [10] and H. Kanma [11], (Also
refer the works by R. Piyare, M. Tazil, [12] D. Naresh, B. Chakradhar, S. Krish-
naveni [13]), the systems use different communication protocols over the basic
Bluetooth protocol, in order to communicate with the microcontrollers that run the
devices in the house, as described in Fig. 3.

The main issue with these systems is the low proximity. Bluetooth is also low on
security, thus raising a concern for the safety of such systems. Also, power con-
sumption of Bluetooth is high, thus eliminating the Green Computational approach.
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GSM-Based Automation Systems:
These systems are used in the oldest form of home automation systems available. In
the study given by Mahesh N. Jivani [14], a GSM device gives instructions to the
microcontroller, based on the input it receives in the form of text messages or calls,
as described in Fig. 4.

Main concern while using these systems is the lack of information and low
security. Anyone with the knowledge of the GSM SIM number of the house can
easily access the mainframe. Also, the info received is generally in the form of basic
texts, with little information about the house functionalities.

Fig. 2 Basic architecture of Internet-based automation systems
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5 Key Findings

In this paper, we found out different types of systems that are available for
researchers to explore. We also found that this segment, which is a beautiful fusion
of Internet of Things and basic consumer electricals, is not explored much, or rather
invested in much. This is the reason why there is no stability in these systems at the
moment. We also found out the different connectivity technologies and their pros
and cons. To prevent data misuse and tampering, all systems have measures that
ensure the safety of the user’s sensitive data, but up to a certain limit. None of the
systems are completely secure. In order to ensure maximum safety, we found out
that the best solution is to use an optimal combination of different systems, which
will not only be more secure, but also much more versatile and easy to use for the
end user.

Fig. 3 Basic Bluetooth-based system architecture

Fig. 4 Basic architecture of GSM-based systems
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6 Conclusion

The systems have their own pros and cons, but what makes their common is the
ultimate goal of making the home act “smarter” and interactive for the user, while
keeping a check on the power consumption, and applying any methods necessary
for saving the energy usage. But each of the systems is vulnerable to regular usage.
This is why such systems are not gaining common interest. This paper listed the
different architectures and their pros and cons. Our focus was on the security aspect
of these systems and how each system is vulnerable to intruders.

Security is important for the proper implementation and development of these
systems for regular use. Moreover, it provides a sense of security to a home’s
inhabitants and puts their minds at ease.

References

1. Archana N. Shewale and Jyoti P. Bari, “Renewable Energy Based Home Automation System
Using ZigBee” International Journal of Computer Technology and Electronics Engineering
(IJCTEE) Volume 5, Issue 3, June 2015 pp. 6–9. Article.

2. Michelle L. Mazurek, “Access Control for Home Data Sharing: Attitudes, Needs and
Practices,” in CHI’10 Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems, pp. 645–654, 2010.

3. Drew Hendricks, “History of Smart Homes”, iotevolutionworld.com, Article, April 2014.
4. S.P. Pande, Prof. Pravin Sen,” Review On: Home Automation System For Disabled People

Using BCI”, International Conference on Advances in Engineering & Technology – 2014.
5. Yeh-Liang-Hsu, “Gerontechnology”, Journal of Gerontechnology, Vol 16, Issue 1.
6. Carles Gomez and Josep Paradells, “Wireless Home Automation Net-works: A Survey of

Architectures and Technologies” IEEE Communications Magazine • June 2010 pp. 92–101.
Article.

7. Ahmed, M., Sharif, L. Kabir, M. Al-Maimani, M, “Human Errors in Information Security,”
International Journal, 1(3), 2012.

8. B. Fouladi, S. Ghanoun, “Security Evaluation of the Z-Wave Wireless Protocol,” Black hat
USA, Aug. 2013.

9. A. ElShafee, K. A. Hamed, “Design and Implementation of a WiFi Based home automation
System,” World Academy of Science, Engineering and Technology, vol. 6, 2012.

10. N. Sriskanthan, F. Tan, A. Karande, “Bluetooth based home automation system,”
Microprocessors and Microsystems, Elsevier, vol. 26, pp. 281–289, 2002. Article.

11. H. Kanma, N. Wakabayashi, R. Kanazawa, H. Ito, “Home Appliance Control System over
Bluetooth with a Cellular Phone,” IEEE Transactions on Consumer Electronics, vol. 49, no. 4,
pp. 1049–1053, Nov. 2003. Article.

12. R. Piyare, M. Tazil “Bluetooth Based Home Automation System Using Cell Phone”, IEEE
15th International Symposium on Consumer Electronics, 2011.

13. D. Naresh, B. Chakradhar, S. Krishnaveni, “Bluetooth Based Home Automation and Security
System Using ARM9”, International Journal of Engineering Trends and Technology (IJETT)–
Volume 4 Issue 9 Sep 2013.

14. Mahesh N. Jivani, “GSM Based Home Automation System Using App-Inventor for Android
Mobile Phone”, Vol. 3, Issue 9, September 2014.

Security in Home Automation Systems 655



A Modified Technique for Li-Fi Range
Extension

Sidhartha Singh, Tanupriya Choudhury, Parth Joshi
and Roshan Lal Chhokar

Abstract Li-Fi is a wireless communication technology that utilizes a duplex
communication system. It is a kind of visible light communication. Li-Fi employees
LEDs which turn on and off at very high rates, thus, transmitting data to a remote
receiver. Li-Fi is thought of as an alternative solution to the RF bandwidth limi-
tation problem existing in the Wi-Fi. Although Li-Fi provides and unmatchable data
transfer speed over other prevailing technologies, there are few limitations and
disadvantages of using it which further attribute to cost, maintenance, range, etc.
The paper provides a theoretical method to implement range expansion of Li-Fi
devices.

Keywords LED ⋅ Li-Fi ⋅ OWC ⋅ UV ⋅ VLC ⋅ Wi-Fi

1 Introduction

Li-Fi is a high-speed wireless communication technology similar to Wi-Fi. Li-Fi
stands for light fidelity. It is a type of visible light communication and a subset of
optical wireless communication. The term was framed by Harald Haas of
University of Edinburg in 2011. The technology can be a complement to the RF
communication techniques like Wi-Fi or even a replacement in contexts of data
broadcasting.
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It is wire and UV visible light communication or infrared and near-ultraviolet
instead of radio frequency spectrum, part of wireless communications technology,
which carries much more information and has been proposed as a solution to the RF
bandwidth limitations. Since the Li-Fi does not limit its bandwidth, several prob-
lems existing in the today’s world can be solved which demand higher bandwidth,
more than what existing technology can provide.

2 Existing Technology

The current scenario consists of methods like Wi-Fi for wireless internets access or
wired transmissions like cabled data transmission. Few statistics of the current
scenario show the following things:

• The overall population, globally, of people using the Internet has grown rapidly
since 2011. It has grown 60% from 2 billion users to more than 3.4 billion users
till 2016 [1, 2].

• By the end of 2016, 90% of the world’s data was created in last 2 years.
• Every day, users create 2.5 quintillion (1018) bytes of data across the globe.
• 100 GB/day was the average Internet traffic in 1992, 100 GB/h in 1997,

100 GB/s in 2002, 28,875 GB/s in 2013 and is estimated to reach 50,000 GB/s
till 2018 which is 4.32 × 107 times the state of its initial launch. In the graph
represented below, the Internet traffic value in the year 1992 and 1997 is too
small that it seems nothing in respect to other years [3] (Fig. 1).

3 Problems with Existing Technology

With the current scenario in view several predictions have been made about the
coming years of the Internet. The problems may affect the storage and speed of the
Internet.
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Fig. 1 Graph representing the year wise Internet traffic, globally since last two decades
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• Bandwidth limitation for the Internet traffic.
• Lack of data centers
• With deployment and development platforms growing rapidly in number and

versatility, security issues concerning data security is increasing.

Technologies which make the processes faster and compact will save the day
when it comes to the problems related with the storage and speed. Some of them
are:

• Better data compression algorithms
• Faster bandwidth of data transfer
• Faster data centers.

4 How Li-Fi Helps

Li-Fi has been tested to reach a speed of over 224 Gbit/s or 28 Gbyte/s when tested
in a controlled environment. In general environment, Li-Fi is speculated to attain a
speed of above 1 Gb/s [4].

When the technology is applied in a day to day transfer of data, the data transfer
becomes faster. This sets an example for better bandwidth and can be seen as a
substitution for a technology of better bandwidth. Few of the advantages of this
technology are:

1. Speed: Light travels at a greater speed than the sound. The rounded off speed is
around 3 × 108 m/s whereas the speed of sound on an average is only
3.4 × 102 m/s, thus giving a faster performance to the light-based technology.

2. Efficiency: Working on visible light technology, Li-Fi is very efficient when
compared to others. Homes and offices already have LED bulbs for lighting
purposes, from which, the source of light can be used to transmit data. Thus, it is
very efficient in terms of costs as well as energy. Light must be on to transmit
data, so when there is no need for light, it can be reduced to a point where it
appears off to human eye, but is actually still on and working.

3. Availability: Every light source present anywhere has the ability to be an
Internet source. Light bulbs are present everywhere––in homes, offices, shops,
malls, and even planes, meaning that high-speed data transmission could be
available everywhere.

4. Security: The biggest advantage that Li-Fi offers is security. Light does not
have the ability to pass through opaque structures. Internet provided by Li-Fi is
available to users within a room and cannot be breached or interfered by others
users in other rooms or buildings. Thus, providing enough physical security to
the network. This advantage can also prove to be a disadvantage sometimes, as
the Li-Fi source need to be in direct communication with the Li-Fi receiver for
proper data transfer.
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5. Cost: Li-Fi is 10 times cheaper than the Wi-Fi and thus, is easily affordable and
easy to set up in local environment.

5 Li-Fi—Working

Standard LED light bulbs use a constant current, which emits a constant stream of
photons perceived by us as visible light. Li-Fi is different because the current it uses
varies, meaning that the output intensity of the light fluctuates [5, 6].

LEDs are semiconductors so the current and the output can be modulated at high
speeds, which is picked up via a photodetector device (the equivalent to a Wi-Fi
networking card in PC). The optical output is then converted back into an electrical
current, which is processed and sent to your device as data. The varying light
intensity is invisible to the naked eye, making it about as noticeable as Wi-Fi
signals.

The light emitted from various LEDs is used by the OWC technology (Optical
wireless communication) as a medium to deliver networked, mobile, high-speed
communication in a similar manner to Wi-Fi (Fig. 2).

Fig. 2 Diagram showing the functioning of Li-Fi system
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6 Limitations of Li-Fi

The Li-Fi technology possesses few limitations in term of functionality due to the
properties of light. Few of them are:

• Light, as a photon, goes in a straight line. It does not really bounce very well.
Think of a laser. Laser is essentially invisible except at each endpoint. For this
reason, Li-Fi is a “line of sight” technology. Until and unless the receiver is in
line of sight of the transmitter, the connection is not successful. Due to this,
Wi-Fi has the biggest advantage over Li-Fi as radio waves can penetrate through
substances and can be accessed without being in the line of sight of the trans-
mitter [7].

• Without the presence of a light source, Internet cannot be used. This poses as a
limitation to the locations and situations in which one can use Li-Fi [8].

• Interference with signals from other light sources is possible. One of the biggest
potential drawbacks is the interception of signals outdoors. Sunlight will
interfere with the signals, resulting in interrupted Internet.

• A whole infrastructure would be required to be built for Li-Fi.

7 Developing a Technique for Range Extension

Since the current prevailing scenario requires an upgradation in terms of technology
stack for wireless communication, there exists a need to develop new techniques
that increase the range of Li-Fi and possibly overcome the line of sight problem.

From the limitations of Li-Fi, it is clear that the biggest problem that exists in a
Li-Fi system is that of finding a method that removes the system dependency on the
“line of sight” of the receiver and the transmitter.

Due to the above-stated fact, Li-Fi can only be used inside the walls of our home
as the light will not be able to penetrate the walls. Few techniques which could be
implemented to extend the range of the transmitter are:

• Reflecting devices on doors.
• Reflecting floors.
• Multidirectional lighting system.
• Receiver–Transmitter module.
• Li-Fi––Wi-Fi hybrid system.
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8 Reflecting Devices on Doors

This method can be utilized to extend the range of a Li-Fi system of a single room
to various other adjacent rooms which are accessible through the doors [9].

1. Method: This method consists of fixing two concave mirrors at the two corners
of the door. This is done in such a way that the center of the reflective surface of
one of the mirrors is in line of sight of the Li-Fi source and the center of the
reflective surface of the other mirror is in line of sight of both, the first mirror
and the other room. This method provides a cheap alternative to Li-Fi range
extension using just mirrors as the means (Fig. 3).

2. Advantages: Since the method involves non-circuitry device except the Li-Fi
source, it has following properties:

• Low installation cost.
• Good range extensibility.
• Low maintenance cost.

3. Disadvantages: The proposed method can have several disadvantages as well.
The method is based on assumption that the environment is noise free and
totally isolated. Several disadvantages that might befall such method imple-
mentation are:

• Incomplete range coverage: The extensibility depends on the mechanical
properties of the mirrors. If they incur any kind of fault in setup, texture, or
alignment, possible data loss and connection breaks are possible.

Fig. 3 Range extension technique using reflecting devices or door sides
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• Noise accumulation: It is possible that the receiver might gather inputs from
other light sources present in the room which give out infrared rays but are
not Li-Fi devices. This kind of received data with is an error case. Further, it
is possible that multiple reflections are taking place in the same room which
causes error entries to the Li-Fi receiver.

9 Reflecting Floors

The method can be utilized to extend the range of Li-Fi source within a single room.
This method increases the range of Li-Fi source in such a way that it can reach in
indirect places which are not direct accessible from the source (Fig. 4).

1. Methods: This method involves laying the flooring of the particular room in
which Li-Fi is to be used using a reflective substance. This would help in
increasing the range of Li-Fi source that was not directly accessible to the
receiver. This method is a bit expensive than the first one.

2. Advantage: Since this technique of Li-Fi range extension involves a large
reflective surface for increasing the range of the source, the efficiency of the
technique is better than the previously described technique. The technique has
following advantages:

Fig. 4 Range extension technique utilizing the reflecting floors
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• Better range extensibility.
• Low maintenance cost.
• Better suited for office environments.

3. Disadvantages: The techniques have few disadvantages:

• More wear and tear.
• Higher installation cost.
• Higher noise accumulation.

10 Multidirectional Lighting

This method incorporates a new ceiling system which organizes the LED bulbs in a
three-dimensional pattern. This way we have the sources of Li-Fi light sending
signals in several directions [1, 10].

1. Method: This method involves setting the ceiling design in a manner, different
from usual. It involves setting the face of the Li-Fi bulbs in various directions.
This way, the Li-Fi signals can be spread throughout the room evenly. This
gives an experience just like Wi-Fi as the signals are spread evenly throughout
the space.

2. Advantages: Since, the signals are spread evenly throughout the room, the
system gives an experience just like Wi-Fi.

• Better range extensibility.
• Low noise accumulation.
• Low data corruption.
• Direct connectivity.
• Low-cost installation.
• Easy maintenance.

3. Disadvantages: Although the techniques increase the range of the Li-Fi source
evenly, there are few disadvantages this technique has. They are:

• Due to higher number of LED bulbs, it is possible that connection mismatch
may occur.

11 Receiver–Transmitter Module

In this method, the general Li-Fi system is accompanied by an additional device
that helps in extending the Li-Fi source range. The device is a kind of normal device
which has an extra inbuilt Li-Fi receiver and transmitter which helps in increasing
the range of the system. The device takes data from the source and utilizes it. It
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passes on the data requested by the other devices connected to it. This system works
like a Wi-Fi hotspot, the difference being, instead of Wi-Fi, Li-Fi is involved and
instead of wired input to the module, wireless input takes place (Fig. 5).

1. Method: In this method, a third-party device is fixed with an extra pair of
receiver and transmitter. This set is used to extend the connection on the
receiving end of the device, thus forming a linear chain of connection. This
linear chain can accommodate a long number of devices with strong network
connectivity.

2. Advantages: This method is the one method in which the source of the Li-Fi
source has no specific requirement. The advantages of this method are:

• It can accommodate any number of devices.
• Low data loss might occur.
• Solves the “Line of sight” problem
• Easy setup
• Linear setup reduces noise.

3. Disadvantages: The disadvantages of this method are:

• Data traffic across a branch may increase and affect the performance.
• Relatively expensive setup.

12 Li-Fi––Wi-Fi Hybrid System

This method combines the pros of both of the systems that are, Wi-Fi and Li-Fi.
The combination helps in increasing the data traffic and data traffic processing
speed. Since this method involves two technologies in a combination, it can be
called as a hybrid system. Li-Fi—Wi-Fi hybrid system is practically easy to design
as both the technologies use IEEE 802.11 based protocols.

Fig. 5 A receiver–transmitter module functioning
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1. Method: In this method, we specify our needs before actually creating the
system. In this phase, we specify the requirements on the basis of the devices
that would use Li-Fi and Wi-Fi. The main connection provider is the Li-Fi unit
which is further connected to Wi-Fi connection provider. The receiving end of
the Wi-Fi module has Li-Fi receivers and transmitter, which communicate with
the Internet. The other end consists of Wi-Fi receiver and transmitter to which
the users connect their devices. This way a number of Wi-Fi devices are con-
nected to a single source. Both the device modules would use same standard
protocols. This reduces protocol translation efforts.

2. Advantages: This method forms a network mesh constituting of various tech-
nologies. It has following advantages over the general prevailing system:

• It can easily support high network traffic.
• It would work with all the devices having Wi-Fi antenna.
• It solves the “line of sight issue” of the Li-Fi.
• Easy installation.
• Better networking capabilities for local networks.
• No protocol translation, thus giving good speed to all the connected devices.
• Suitable for office use.

3. Disadvantages: Since this method involves use of various technology stack in a
single system, it is possible that conflicts occur in protocols. Therefore, the
system has several disadvantages, which are:

• Costly to set up such a hybrid system.
• Not suitable for home use.

13 Discussion and Future Scope

The Li-Fi technology has been seen as a future replacement for the existing ways of
wireless communication. Its high speed is the key feature that makes users to
choose it over any other mode of wireless communication.

There is still a lot to be done in the Li-Fi technology. The paper proposes few
techniques which can be used with a more practical approach to extend the range of
Li-Fi sources. This would lay down the foundation of future wireless communi-
cation. Few modifications in the mentioned techniques can be done to intensify the
outcomes.
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14 Conclusion

The Li-Fi is a technology which is still in its development phase. Developed in
2011, it is taking the market with a boom. It is seen as a replacement for the
prevalent and market dominant Wi-Fi technology.

Since, it is a new technology, there exist several issues with its compatibility and
use in the local environment. The paper tries to focus on the limitations possessed
by the Li-Fi system. The paper also proposes five techniques to overcome few of
the limitations. The techniques are theoretical and may have less practical approach.
It also develops a method of developing new technique for Li-Fi range extension,
i.e., if all the proposed technologies are combined, the practicality of range
extension increases.

References

1. Harald Haas. “Harald Haas: Wireless data from every light bulb”. http://www.ted.com.
2. Nidhi Soni, Mayank Mohta, Tanupriya Choudhury, “The looming visible light communi-

cation Li-Fi: An edge over Wi-Fi” 5th Fifth International Conference on System Modeling &
Advancement in Research Trends, 25th–27th November, 2016, College Of Computing
Sciences & Information Technology, Teerthanker Mahaveer University, Moradabad, India.

3. Prof Amit Mishra and Mr. Lalit: “Li-Fi wireless communication Media” in International
journal of innovative research in electrical electronics instrumentation and control engineer-
ing, Vol. 4, Issue 2, February 2016.

4. S. Dimitrov and H. Hass: “Principles of LED Light Communications: Towards Networked
Li-Fi”. Cambridge, U.K.: Cambridge Univ. Press, Mar. 2015.

5. Prof Harald Hass with Prof Svilen and Prof Thilo and Prof Irina: “Li-Fi modulation and
networked Li-Fi attocell concept” 2012.

6. P.Kuppusamy, IT Research Lab, Department of CSE, Gnanamani College of Technology:
“Survey and Challenges of Li-Fi with comparison of Wi-Fi”, IEEE WIPSNET 2016
Conference.

7. “Li-Fi technology: Data transmission through visible light”: Anurag Sarkar and Prof. Shalabh
Agarwal. In IJARCSMS. June, 2015.

8. Harald Hass, Member IEEE, Liang Yin, Student member IEEE: ‘What is Li-Fi?’ published in
Journal of Light wave technology, Volume: 34, Issue: 6, March15, 15 2016.

9. Dr. Harald Haas, ‘Wireless data from every light bulb’, TED Global, Edinburgh, July 2011.
10. www.arubanetworks.com/assets/wp/WP_WiFiCoreIntegration.pdf.

A Modified Technique for Li-Fi Range Extension 667

http://www.ted.com
http://www.arubanetworks.com/assets/wp/WP_WiFiCoreIntegration.pdf


Accelerating EGENMR Database
Operations Using GPU Processing

Shweta Malhotra, Mohammad Najmud Doja, Bashir Alam
and Mansaf Alam

Abstract Data is growing at faster speed. In cloud, fast processing has become
essential need to process hefty data. The earlier EGENMR system was developed
for process large amount of data present in cloud repositories with the help of
MapReduce functions we concluded that the system is better than the latest tech-
niques for processing large amount of data. In this paper, we are enhancing
EGENMR by further enhancing the speed of database query operation by using
GPU as a co-processor. A theoretical comparison is made in terms of time taken
and complexity for hybrid query processing using GPU and EGENMR.

Keywords MapReduce ⋅ Query processing ⋅ GPU co-processing

1 Introduction

Data is growing at a faster speed. In cloud, it has become very essential to process
data at a faster speed. So, there is a need to develop an efficient technique which can
manage and process such massive amount of data at faster speed. The goal of the
parallel programming techniques is to improve the speed of the computation.
Earlier in [1], author implemented a model EGENMR (Enhanced Generalized
query processing using MapReduce) which is used to process hefty amount of data
presents at cloud repositories with the help of MapReduce codes [2]. Users send
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their queries in any of the RDBMS query languages and their queries get converted
into MapReduce form. MapReduce [2] is a programming paradigm that is used to
process such hefty amount of data in parallel fashion. Queries are processed with
the help of these MapReduce functions and users get their results back. It has been
concluded from the number of experiments that EGENMR proved to be a better
technique than the latest techniques used to process large amount of data such as
HIVE, PIG, HadoopDB, etc. EGENMR is implemented in .net and the author
achieved significant speedup by using MapReduce functions. To further improve
the model, EGENMR in terms of execution times of queries, in this paper, a
prototype model is proposed which with the help of low-cost GPU can achieve
significant processing speed.

CPU is used for control-intensive task and GPU is used for data-parallel
computation-intensive task. If the problem exhibits massive data parallelism, GPU
is a good choice as it provides large number of programmable cores, massive
multithreading, larger peak bandwidth as compared to CPU. CPU supports heavy
weight threads whereas GPU supports lightweight threads. CPU with quadcore
processors and hyperthreading can run only 16 threads concurrently or 32. GPU
supports 1536 threads per multiprocessors and GPU with 16 multiprocessors can
support up to 24000 active threads. Context switch is slow and expensive in case of
CPU where as in case of GPU if thousands of threads are waiting for execution in
the queue it begins to start another set of threads. CPU cores are used to minimize
latency whereas GPU cores are used to maximize throughput. CUDA is a pro-
gramming language designed by NVIDIA to provide joint CPU and GPU execution
of an application.

For many data-intensive applications, nowadays graphical processing unit
(GPU) are proved to be an emergent and prevailing co-processor. GPUs are mainly
used for high-performance computing (HPC) applications such as graphical 3D
gaming problems, simulations, etc. HPC generally refers to get the high throughput
with the help of multiple processors to do certain complex task. Databases are
considered to handle huge amount of data. Now, researchers are attracted toward
the use of GPU for accelerating database operations without or little change in the
source code. But, there is one limitation associated with GPU for accelerating
database operations which is input–output cost overhead incorporated, while using
GPU as a coprocessor as it takes time to transfer data from CPU main memory
(MM) to GPU device memory (DM) or vice versa. Which overpower the advan-
tages of using GPU.

Recent research is concentrating on how to overcome this limitation of GPU.
Researchers suggested [3] that GPU acceleration can be achieved by using data
resides in the main memory instead of disk. For database operations such as Join
[4], sort [5] GPU is used as an accelerator. A hybrid query processing approach [6],
a combination of CPU and GPU processing is introduced in which the first step is to
parse the query and then split into smaller parts, next step is to dispatch small parts
of queries into CPU or GPU depending upon type of operator, type of data, and data
size. In all of the above techniques, a lot of time is consumed in making the decision
that which operator should dispatch to which processor depending upon the cost
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model. As earlier research [1] was based on the concept that every query is con-
verted into MapReduce hence each query can run on GPU. Overhead in terms of
time can be saved by using MapReduce codes. In this paper, a model is being
proposed which can be used to process large amount of data at faster speed with the
help of using GPU as a co-processor.

Main contributions of this work are as follows:

• Proposing a model which with the help of GPU as co-processor enhances the
performance of EGENMR.

• Model takes care of the complex queries such as Join, Orderby.

The remainder of this paper is structured as follows: Sect. 2 presented the related
literature work that has been done in this area, Sect. 3 presents the proposed model,
and we concluded this work in Sect. 4.

2 Related Work

Based on the various research papers, we grouped the study into following cate-
gories: GPU architecture, GPU memory hierarchy, and GPU accelerator for data-
base operations.

2.1 GPU Architecture

GPU is vastly used in many high process computing applications such as 3D
gaming, physics simulations, image processing, networking, storage, and security.
GPU is used to accelerate the execution of data with the help of vast parallelism. It
is a common example of the hardware accelerator. NVIDIA GPU computing
platform is enabled for the product families like Tegra (used for devices like
mobile, tablets, and phones), GeForce (for consumer graphics), Quadra (for pro-
fessional visualization), and Tesla (for data center parallel processing) [7]. Out of
these two important GPU architectures, Fermi and Kepler of Tesla family are
famous. GPU latest architecture is Tesla Maxwell introduced in 2015.

Fermi was released in 2010 and is used for accelerating application areas such as
weather and climate modeling, seismic processing, computer-aided engineering.
Kepler was released in 2012 that offers new features to optimize and increase parallel
workload execution on GPU high-performance computing. There are two important
features that describe GPU capabilities, first is number of CUDA cores (448 in Fermi
and 2 * 1536 in Kepler) and other is memory size (6 GB in Fermi and 8 GB in
Kepler) and two performance parameters of GPU are peak computational perfor-
mance (1.03 Tflops trillion floating point calculations per s in Fermi and 4.58 Tflops
in Kepler) and memory bandwidth (144 GB/s in Fermi and 320 GB/s in Kepler).
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There are multiple Streaming Multiprocessors (SM) and each SM support
concurrent execution of thousands of threads. Processing is based on Single
Instruction Multiple Thread architecture. It manages and executes threads into a
group of 32 called warps. It is a basic unit of execution in SM. Threads in thread
block are further partitioned into warps. GPU thread hierarchy is decomposed into
two levels: threads of block and grid of blocks. All threads in a grid share the same
global memory. Different block threads cannot cooperate with each other.

Kepler K20 contains 15 streaming multiprocessors and six 64-bit memory
controller. Three enhanced features of Kepler’s are Enhanced SM, Dynamic Par-
allelism, and Hyper-Q. Each SM unit consists of 192 single precision CUDA cores,
64 double precision units, 32 special function units and 32 load/store unit, 4 warp
schedulers and 8 instruction dispatchers enabling 4 warps to be executed concur-
rently on a single SM. It can schedule 64 warps per SM for a total of (64 *
32 = 2048) threads resident in a single SM at a time. Register size is 64 KB and it
allows more partitions of on-chip memory between shared and L1 cache. It offers
more than 1 tflop of peak double precision computing power. Figure 1 shows the
basic architecture of GPU. Dynamic parallelism allows GPU to dynamically launch
new grids. It allows any kernel to launch any other kernel to have inter-kernel
dependencies needed to perform an additional task. It eliminates the need to
communicate with CPU every time. Hyper Q allows adding more simultaneous

Fig. 1 GPU architecture [7]
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connection between CPU and GPU, which leads to CPU to do more task on GPU.
Which results in increased GPU utilization and reduced CPU idle time. It provides
32 hardware queues which enable more concurrency, maximize GPU utilization,
and hence increases overall performance.

2.2 GPU Memory Hierarchy

Following are the memory hierarchies provided by GPU register, shared memory,
local memory, constant memory, texture memory, and global memory. Register
memory is the fastest memory of GPU. Register variable shares their lifetime with
the kernel, once kernel completes execution variables in a register cannot be
accessed again. Kepler architecture provides 255 registers per threads.

Variables that are eligible for registers but cannot fit into register space can be
placed into local memory. It provides high latency and low bandwidth. Shared
memory is on chip having high bandwidth and lower latency than local and global
memory.

It performs best when all threads in warps read from the same memory address.
Texture memory resides in device memory and is cached in SM as read-only cache.
It is a type of global memory, and it is accessed through read-only cache. It supports
hardware filtering, floating point interpolation. Global memory is largest, having
highest latency, and most commonly used the memory of GPU.

2.3 GPU Accelerator for Database Operations

Due to GPUs parallel computing, it is used to accelerate applications and it is
energy efficient too. Many researchers are using GPU or FPGA to accelerate
database operations. The limitation with FPGA is that it is complicated and difficult
to debug thus it has not taken the popularity in this field. Hence, NVIDIA GPU with
CUDA (Compute Unified Device Architecture) using C programming language is
used for the acceleration of database operations.

The author in [7] implemented Virginian Database using GPU and it works with
SQLite and some subset of commands which directly executed on GPU. It can
compute a large amount of data larger than GPU memory size as it uses efficient
caching and GPU mapped memory. A Hybrid Query Processing Engine (HyPE) [8–
10] has been developed which performs the task such as operators cost estimation in
terms of data locality, hybrid query optimization and selects a query plan according
to the optimization criteria. Optimization is based on three main components:
self-tuning execution time estimator, algorithm selector, and hybrid query optimizer.
CoGaDB is column oriented and GPU-accelerated database management system [9],
in which instead of loading complete data on GPU it loads only a list of tuple
identifier and hence it minimizes the data transportation between CPU and GPU. For
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accelerating database operation cross-join, a virtual machine model was used in [11].
The author implemented join queries with the help of GPUs parallel approach and
got 2–5 times speedup. The authors in [4, 12] implemented primitive functions
directly on the CUDA kernel such as map, reduce, split, and with the help of these
primitives, the author evaluated various join algorithms such as nested loop join with
and without indexing, hash join, sort-merge join. But in [11], a virtual machine
model is used instead of primitive functions for implementing SQL statements. In
[13], the author implemented the hybrid query processor model by automatically
parsing query statements and splitting it into the parts rather than using any virtual
machine model or primitives. Further query operations are dispatched to the suitable
processor which lowers cost as well as reduce workloads. Mi-Galactica [14] an SQL
like query accelerator which used GPU by offload geospatial computation. An
efficient co-processing utilization based on cost-based optimization is proposed in
[15] and they implemented heterogeneous scheduling strategy which distributes
database operations on CPU or GPU based on minimal response time and cost
models. GPU is used in accelerating MapReduce functions in [16].

3 Proposed Model

Researchers are continuously searching for techniques on how to take advantage of
GPU as a co-processor in the field of database.

In this section, first we explained the model hybrid query processing which is
taking advantage of using GPU as a co-processor for accelerating database oper-
ations, then we discussed and explained prototype model E-GENMR using GPU,
also a comparison is made in terms of time complexity and time taken by both the
techniques.

3.1 Hybrid Query Processing Using GPU Co-processor

To exploit GPU as a co-processor in database applications, hybrid query processing
[6, 10] techniques have been implemented which shows that for some operations
such as ‘aggregation’ GPU gives a better result than CPU and operation like ‘se-
lection’ executes faster on CPU than GPU. In hybrid query processing through GPU,
it takes time to split the query as well as to decide which query operator will go to
which processor. The selection of processor is based on mainly three components
which are types of operation (Sequential, Parallel, Sequential and parallel both),
column data type (numeric or non-numeric), and data size (large or small) [13].

A key component of GPU CUDA programming is kernel execution. CUDA
processing flow is as follows: the first step is to copy data from CPU memory to
GPU memory. Second, kernel operation is executed on the data present in GPU
memory then lastly is copy data back from GPU memory to CPU memory.
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3.1.1 Hybrid Query Processing Works on the Following Algorithm

Input: Queries—q1, q2…qn, Operations on queries—op1, op2 …opm

1 For each query qi …..o(n)
2 Do parsing….qi is parsed , split
3 For each operation opj in qi

4 if (opj==simple) 
5 opj will be executed on CPU or opj will be executed using GPU with 

CPU
6 else if (opj==complex)
7 opj will be executed on CPU or opj will be executed using GPU with 

CPU
8 end if 
9 end For
10 end For

First two lines show that query is first parsed and split. The query is broken into
smaller operations, which takes O(n) time. For simple operations (line 4), if the data
is nonnumeric and operation is simple and size of the data is small then query
operation will be executed on CPU with O(n) + O(n) + O(n) times results are
taken from [13]. But if the query is executed with the help of CPU and GPU, it
takes O(n) + O(1) + O(n) times. If the operation is complex and executed on CPU
it takes O(n) + O(n) ⋅ O(n) + O(n) times, which is approximately O(n2). If it is
executed on CPU with the help of GPU then it takes O(n) + O(n) ⋅ O(1) + O(n)
times.

3.1.2 Total Time for Executing the Operations for Hybrid Query
Processor on GPU Includes

Ttotal = Tsplit +TDecision +Top ðCPUÞ +THM −DM +TopðGPUÞ +TDM −HM
� �

• Tsplit is the time taken to split each query,
• TDecision which is a time to take decision for very split operation that whether it

should be dispatched to CPU or GPU processor, −O(n)
• Top(CPU) is the time if the operation is executed on CPU –O(n2)
• THM-DM, TDM-HM is the data transfer time between device memory and main

memory, which is equal to T0 + data/Band, where T0 is the initial time to
prepare data for transfer between device and main memory and data/band is the
time for transferring data at bandwidth from main memory to device memory or
vice versa.

Accelerating EGENMR Database Operations … 675



• Top(GPU)—is the time to execute an operation on GPU co-processor which
includes Tmemory + Tcomputation, where Tmemory is the memory access time and
Tcomputation is the time taken for computing the operation which depends upon
number of rows.

3.2 E-GENMR Model Using GPU Processing

In the previous work [1], the author achieved significant speedup with the help of
parallel processing on data in the form of MapReduce functions. EGENMR sys-
tem’s compiler converts user queries into MapReduce codes as MapReduce codes
provides parallel processing of large amount of data. Here, further enhancement of
EGENMR is proposed with the help of GPU processing. Figure 2 shows the
enhanced architecture model of EGENMR using GPU.

• Following is the working model of EGENMR using GPU processing
• Client data is horizontally partitioned and stored at the Datanode’s of Racks

present at cloud data centers
• For processing data user send query in any database languages (Oracle, SQL,

DB2)

Pre-Partitioned Data

User interface – User Send their queries in 

SQL MYSQL DB2 Oracle

AnyDatabase to MapReduce Compiler

Key-Value Pair

GPU Processing at Device memory

Result back to user

Fig. 2 Proposed model
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• Queries get converted into MapReduce (Key-value pair) with the help of
ENHANCED GENMR compiler.

• Instead of running codes of CPU GPU co-processor is being used for processing
queries.

3.2.1 EGENMR Query Processing Works on the Following Algorithm

Input: queries q1, q2, …qn

1. For each query qi. 
2. Qi convert into map reduce 
3. All the operations will be executed on GPU. 
4. End For

First line shows that query is first parsed which takes O(n) time. For both simple
or complex operations, it simply takes O(n) time to execute operations on GPU.

3.2.2 Our Proposed Model Takes Total Time to Execute Query
on GPU Includes

Ttotal =Tconðmap− reduceÞ +THM −DM +TopðGPUÞ +TDM −HM

• THM-DM + Top(GPU) + TDM-HM is the same as that of previous hybrid query
processing technique.

• Tcon(map-reduce)—is the time taken by the model to convert queries into
MapReduce.

3.3 Comparison of Time and Complexity for Hybrid Query
Processing and EGENMR Using GPU

For both the models, it can be seen that six time factors components
(Tsplit + TDecision + Top (CPU) + THM-DM + Top (GPU) + TDM-HM) affecting the
hybrid query processing and four time factors components (Tcon

(map-reduce) + THM-DM + Top(GPU) + TDM-HM) affecting EGENMR using GPU in
which THM-DM + Top(GPU) + TDM-HM is the same for both the models. Three time
components Tsplit + TDecision + Top (CPU) takes more time than one component
Tcon(map-reduce) of EGENMR using GPU. With the help of algorithms for both the
techniques, it can also be seen that worst-case complexity, in case of hybrid query
processing is O(n2) and O(n) in case of enhanced GENMR.
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4 Conclusion

In this paper, EGENMR using GPU model is proposed. A theoretical comparison is
made in terms of time taken and complexity for hybrid query processing using GPU
and EGENMR. It can be seen that there are six time factor components affecting
hybrid query processing which takes mode time as EGENMR using GPU pro-
cessing is affected by four time components. With the help of algorithms for both
the techniques, it can also be seen that worst-case complexity, in case of hybrid
query processing is O(n2) and O(n) in case of enhanced GENMR.
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Hardware Implementation of IoT-Based
Image Processing Filters

Ajay Rupani, Pawan Whig, Gajendra Sujediya and Piyush Vyas

Abstract The image processing based on interfacing of FPGA and Raspberry Pi
using the Internet of Things which is a recently introduced technique is a hot topic
in the present scenario. The unimaginable interconnection of smart devices, smart
cities, smart vehicles, and smart people throughout the globe is made possible by
Internet of things. The hardware implementation of various filters used in image
processing using Internet of things on an FPGA platform is presented in this dis-
sertation. The Raspberry Pi and FPGA interfacing-based implementation of image
processing filters using Internet of Things have gotten huge consideration from the
exploration group in a previous couple of years. In this paper, we highlight that how
one can access the design resources based on FPGA from any place. The primary
point of this research is to highlight how the clients can get the FPGA-based outline
resources from anyplace. In this manner, we exhibit an idea that abbreviates the
utilization of immediately unused resources for executing different assignments
automatically.
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1 Introduction

Some factors introduce brightness variation in an image when there is no detail
available for that image. There often occurs random variation and no particular
pattern of variation is present [1, 2]. The quality of an image is reduced in many
cases due to the variation.

1.1 Purpose of Image Processing

(a) Visualization: Observe the objects that are not visible.
(b) Image Sharpening and Restoration: To create a better image.
(c) Image Recognition: Distinguish the objects in an image.
(d) Image Retrieval: Seek for the image of interest.
(e) Measurement of Pattern: Measure various objects in an image.

1.2 Objectives of This Research

Not all image processing filtering methods are appropriate for a particular appli-
cation. An objective and quantitative dimension on the appropriateness of each
method for a specified application is of great consequence and usefulness. The
following are the goals that explain the work in brief:

• Designing an IoT-based architecture having various image processing filters,
where the user can select the type of filter operation just by clicking on the
appropriate option.

• To implement the different image processing filters using the interfacing of
Raspberry Pi and ZedBoard Zynq 7000 APSoC.

• To obtain the output of various image processing filters, viz., Gaussian filter,
average filter, and sharpen filter for the Lena’s image having a size 256 × 256
along with the on-chip power components report.

2 Related Work

In this section, a review of the literature has been carried out. Research papers,
books, and articles have been used in preparing this research work. Various
researches have been carried out in the field of image processing; some of them are
described below.
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D. M. Wu et al. (1995) displayed the outline and usage of an IBM-PC-based
circulated image processing framework. An optional technique is accommodated
ongoing image processing which is accessible only for more costly frameworks [3].

Zhu Bochun et al. (1996) presented a constant image processing framework in
view of two-chip DSP TMS320C40 of Texas Instruments. There was a frame store
available that could be able to configure again whenever required. This consoli-
dated with the adaptable interface and powerful correspondence capacity of
TMS320C40, makes the framework to be effectively designed as MIMD, SIMD
pipeline, and parallel structures. The distortion present in the image processed by
few components smartly maintains a strategic distance from without extra circuits
[4].

In 2000, Jie Jiang et al. presented the execution and design of ongoing image
processing system for Electronic Endoscope. The real-time image processing has
been utilized as a part of Electronic endoscope effectively. The picture quality and
the precision rate of finding are made strides. FPGA is embraced as the center of the
framework for its alterable and reconfigurable element, so the framework can be
effortlessly adjusted, in addition, the execution of the framework can be enhanced
in the future, without changing the equipment. With a lot of logic gates in a solitary
gadget, FPGA gives the framework high combination and magnificent execution
[5].

In 2003, T. Sugimura et al. proposed a reconfigurable parallel image processing
using FPGA for the superior real-time image processing framework. Parallel setup
of logic units and interconnection network has effectively diminished arrangement
information. A test chip was manufactured for this image processing using FPGA
utilizing 0.35 pm CMOS technology [6].

In 2005, Pei-Yung Hsiao et al. proposed edge detection method for image
processing system by means of an FPGA architecture design. There are two edge
detection algorithms available which are appropriate for realization on hardware
and not sensitive to noise. These two algorithms can create distinctive yields
appropriate for various applications. The altered LGT algorithm presented in this
paper preserves the original edge detection performance as well as extraordinarily
diminishes the utilization of hardware asset [7].

In 2008, Jun Wang et al. presented the DSP- and FPGA-based image processing
framework having all features, viz., extendibility, modularization [8].

In 2010, Chunfu Gao et al. presented the SOPC-based image processing system.
For the algorithm, an image was collected by this system and that image was
processed using the embedded Nios II soft-core processor, which has the elements
of effortlessness and incredible information amount and parallelism. The imple-
mentation of this system was done using FPGA. Along these lines, the processing
time of image was diminished that enhanced the continuous execution of frame-
work adequately and understands the optimizing of cutting direction progressively.
The system has various advantages, viz., small volume, reconfiguration of software
and hardware, flexibility of programming, portability, strong generality, etc., [9].

In 2011, Hao Wei proposed multiple parallel processing of multiple video image
data using the combination of both DSP and FPGA. Configuration takes the full
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preferred standpoint of programmable gadgets, for example, FPGA and FPGA
equipment assets accessible inside the enhanced framework reconciliation and
unwavering quality, additionally streamlines the framework equipment outline. The
framework has been connected to a pseudo-review instrument venture, which have
gotten attractive outcomes. After the genuine venture approval, the framework
configuration is effective [10].

In 2012, Hayato Hagiwara proposed the FPGA implementation-based image
processing system that can be used for the distant vision framework. A moving
object is easily identified and tracked by the robot vision system. Additionally, this
robot vision framework distinguishes the passageway limits amongst all the divi-
ders and floors. The hardware–software integration for image processing framework
was appropriate to different goals [11].

In 2014, Sunmin Song et al. presented a Gaussian filtering technique, i.e.,
window based. Both low-pass filter and average filter are used for blurring an
image. As the weight average value provided by low-pass filter, a few pixels are
more critical. Rather, the significance of other pixels is relinquished. The Gaussian
filter having a place with an LPF (low-pass filter) has been an enthusiasm for PC
vision field as well as digital image processing. The Gaussian filter is for the most
part utilized as a part of the preprocessing of edge recognition [12].

In 2015, Jinalkumar Doshi highlighted how clients can get to FPGA plan assets
from any place in combination with an FPGA lab and that lab can be easily
accessible from a distance by users. Various languages like PHP, Python, etc., are
used to create an environment, i.e., remotely accessible on an open-source operating
system Ubuntu [13].

In 2015, Zalak Dave et al. proposed an image processing framework based on
NoC. A Torus topology having 6 nodes is used to design the architecture of NoC
[14]. This paper introduced display interface, a memory interface, various IP
algorithms, and computer interface (utilizing Raspberry Pi). A versatile plot for
remote applications has been provided by the Raspberry Pi.

As indicated by Shivank Dhote (2016), the system architecture which comprises
of numerous logic blocks used for the execution of various point operations on the
given pixel information. The given information can be recovered by means of
Block Random Access Memory. The Universal Asynchronous Receiver/
Transmitter (UART) Buffer register is being used by the Block RAM for getting
its input. The client interface transfers the input image on the File Transfer Protocol
server over Raspberry Pi. By utilizing the Universal Asynchronous Receiver/
Transmitter protocol, the Spartan 6 FPGA development kit receives the image
bitmap from the Raspberry Pi at a given point. The decoder is used to select
appropriate filter type which is connected to a received image. By the utilization of
Universal Asynchronous Receiver/Transmitter protocol, the output image is first
stored in Random Access Memory and then transferred to the Raspberry Pi, when
asked [15].
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3 Proposed Methodology

The system architecture which comprises of numerous logic blocks used for the
execution of various point operations on the given pixel information. The given
information can be recovered by means of Block Random Access Memory. Then
the input image is loaded to ZedBoard Zynq 7000 APSoC as.coe file. The Decoder
is used to select appropriate filter type, which is to be implemented on the
acknowledged image from Raspberry Pi to ZedBoard Zynq 7000 APSoC. The
output image is first stored in the Block Random Access Memory and then fed to
VGA monitor. According to the user’s choice, the appropriate filter is selected
using decoder circuit within the FPGA. The required logic block can be activated
by generating a signal using the decoder. Raspberry Pi 3 MODEL B is an upgraded
version of the enhanced network with Bluetooth Low Energy (BLE) and
BCM43143 Wi-Fi on board [16]. ZedBoard Zynq 7000 FPGA development kit is
an easy advancement board for APSoC (All Programmable SoC) [17]. The VGA
driver is used for displaying the outputs of various filters by means of FPGA. Data
from Random Access Memory is sent to the VGA driver as input. The obtained
output of various image processing filters has been displayed on 640 × 480 VGA
display. On horizontal section, the image of size 256 × 256 has been displayed
from pixel number 200 to pixel number 456, while on the vertical section the image
is displayed from pixel number 110 to pixel number 366 pixels on VGA Screen
(Fig. 1).

Fig. 1 Proposed system architecture
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The hardware implementation of proposed IoT-based image processing system,
i.e., the interfacing of Raspberry Pi and FPGA1 is shown in Fig. 2.

4 Experimental Results

The code written in Verilog Hardware Description Language is simulated using
Xilinx Vivado software to obtain the output of various filters, viz., Gaussian filter,
sharpening filter, and average filter. The ZedBoard Zynq 7000 APSoC is used to
implement the design, i.e., used in this paper. The total power utilized for the whole
system is 40.580 W. The tabular representation of power utilization for the system
is shown in Table 1.

Fig. 2 Hardware implementation of the proposed image processing system

Table 1 Power utilization report of on-chip components

On-chip Power (W) Used Available Utilization (%)

Slice logic 18.119 38069 – –

LUT as logic 15.292 9879 53200 18.56
Register 2.593 18557 106400 17.44
CARRY4 0.225 118 13300 0.88
BUFG 0.009 2 32 6.25
Signals 12.541 19526 – –

Block RAM 7.935 72 140 51.42
DSPs 0.410 3 220 1.36
I/O 0.486 22 200 11.00
Static power 1.089
Total 40.580
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The input image and output images captured from VGA monitor are shown
below.

Figure 3 shows the input image on which various filtering operations have been
performed. From Fig. 4, it is clear that the Gaussian filter gave gentler smoothing
and the edges have been preserved superior to anything a comparably sized mean
filter. Figure 5 displays the output of sharpening operation and Fig. 6 shows the
output after grayscale operation. From Fig. 7, it is clear that the effect of the edge
detection indicates how easily or unexpectedly the values of image pixel change at
each point in the whole image and in this way we can say how likely the segment of

Fig. 3 Input image (Lena)

Fig. 4 Output of Gaussian
filter
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Fig. 5 Output of sharpening

Fig. 6 Output of grayscale

Fig. 7 Edge detection output
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the picture denotes an edge. We have observed that the harder edges have appeared
as brighter (higher values) in the results. Figure 8 shows the effect of applying a
3 × 3 mean (average) filter. From the Figure, it is clear that the noise is less
apparent, but the image has been softened. We observed that the pixels will be
nearer to each other in value; accordingly, hard edge has been eliminated in this
situation.

Also, we have calculated the SNR values for images obtained from various
image processing filters that are shown in following table (Table 2).

5 Conclusion

The various best suitable image processing filters are available to enhance a noisy
image. The decision of applying which specific filter strongly depends upon various
levels of noise present at various pixel locations. In this paper, all-inclusive filter
architecture used for image processing has been presented. This gives the solution
for multi-practical image processing for various applications. The design and
implementation of various image processing filters have been presented. All of the
modules have been designed and implemented on a ZedBoard Zynq 7000 APSoC.

Fig. 8 Average filter output

Table 2 SNR for filtered
output images

Image parameter PSNR (dB)
Filter type

Average filter 21.6416
Gaussian filter 18.2617
Sharpening filter 16.9686
Grayscale 15.2847
Edge detection 8.5470
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Hence, image processing and IoT can together have been produced the adequate
results. We have observed that the average-filtered output image is having maxi-
mum SNR, whereas edge detection-filtered output image has the lowest SNR.

6 Future Scope

To make the system architecture more comprehensive, we can add more filters to
our system architecture presented in this paper. We can apply this technique to the
videos for getting the better motion of an object or the motion of an object can be
enhanced. In future, using this technique we can focus on an image object by
eliminating the image background or by changing the background with respect to
an object.
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An Extensive Study on IoRT and Its
Connectivity Coverage Limit

Ayushi Gupta, Tanupriya Choudhury, Suresh Chandra Satapathy
and Dev Kumar Chaudhary

Abstract IoT is the network of physical object devices embedded with electronic/
sensors—that enables these devices to connect/share data through standard network
protocols. IoRT is an evolution of IoT introduced by ABI research. Unlike IoT, it
provides an active sensorization. This paper will propose time-effective connec-
tivity of user with all the devices through a medium interface, and motion control
strategy for good connectivity between robot and devices.

Keywords Internet of robotic things—IoRT ⋅ Internet of things—IoT
Sensors ⋅ Connectivity limit

1 Introduction

In the twenty-first century, the rapid development in technology has brought for-
ward a demand for hyper-connectivity. Internet connectivity is necessary for
implementation. And in the present scenario, it is plays a pivotal role in every
sector. Nevertheless, these devices are still foremost things on the Internet that
require more human intercommunication and surveil. We want to be connected
with anything, anytime and anywhere. Some worldwide technologies like Ubiq-
uitous Computing, Ambient Intelligence, Sensors, Actuators content and most of
our prerequisite of smart world are not tightly coupled with the Internet. The IoT
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(IoT) is a core component, which is ideally emerging to influence the Internet and
hyper-connectivity. It is a convergence of technologies—Ubiquitous Computing,
Sensors, Actuators, Internet Technologies, Ambient Intelligence, Communications
Technologies, Embedded systems, etc. IoT have wide range of applications ranging
from smart home, wearables, smart city, smart grids, industrial Internet, connected
car, connected health (digital health/telehealth/telemedicine), smart retail, smart
supply chain, smart farming to many others. The IoT is an up-to-date epoch of
intelligence computing and it provides benefits to communicate all over the world.

But sensors constituting IoT prototype are acquiescent hitherto, summing a
dynamic role for sensors will be required, in furtherance to ameliorate the systems
where they are ad hoc. ABI Research introduced [1] IoRT for such need in 2014.
IoRT is a smart device that can track events, put together data from diverse sources,
use local and distributed intelligence to figure out smartly the most suitable pro-
cedure, and then respond according to control or manipulate objects in the physical
world. Various IoRT applications are smart agriculture, environment monitoring,
exploration, disaster rescue, etc. The objective of IoRT is Everything, Everyone,
Everytime, Everyplace, and Every service. Figure 1 describes the seaming of C’s
and E’s. This acknowledge that humans and devices can stay connected everytime,
everyplace, with everyone, ideally by using artificial intelligence and network.

Fig. 1 Objectives of IoRT

694 A. Gupta et al.



2 Literature Survey

S. K. Anithaa et al. [2] did a survey and stated “The Internet of Things is a up to
date epoch where the day-to-day objects can be mannered with sensing, networking
and processing capabilities that will allow them to get across with one another
round the internet to attain divers intent.”

K. Swarnalatha et al. [3] determined that “Architecture to enable the users to
control and monitor smart devices through internet. It creates an interface between
users and smart home by using GSM and internet technologies, or it simply creates
GSM based wireless communication from the web server into the smart home.”

Cristanel Razafimandimby et al. [4] presented “A neural network and IoT-based
scheme for performance assessment in IoRT. It proposed IoRT-based and a neural
network control scheme to efficiently maintain the global connectivity among
multiple mobile robots to a desired quality of service (QoS) level. The IoT-based
approach was based on the computation of the algebraic connectivity and the use of
virtual force algorithm. The neural network controller, in turn, is completely dis-
tributed and mimics perfectly the IoT-based approach.”

Ethan Stump, Ali Jadbabaie et al. [5] developed a framework for improving a
communication bridge between a stationary and the user [5]. Measured the quality
of the connectivity and provides information about how to move the robots to
improve the connectivity in “Making networked robots connectivity-aware”.

Maria Carmela De Gennaro and Ali Jadbabaie [6] proposed a decentralized
algorithm to control connectivity for many agent systems.

Devices interact and communicate with each other with the help of internet and
we call it as Internet of Things (IoT). The advancement in the IoT affecting human
lifestyle in a positive manner in the field of healthcare, automation, transportation,
and emergency response to manmade and natural disasters where it is hard for the
human to make decisions, as well as in a negative manner as it makes humans more
dependable on devices and technology. The Internet will be heretofore assumed as
the network of computers.

Nevertheless, it will be convoluted with the billions of smart devices accom-
panied with the embedded systems. As a result, Internet of Things (IoT) will
enormously boost its size and scope, contributing an advanced way of opportuni-
ties, as well as objectives.

Devices are still dependent on the User. IoT can interact and monitor devices but
it’s maintenance and physical work has to be done by the user. Using IoT user gives
the command to any medium interface like smartphone using GSM and other
internet technology. And various robots can work together to complete a task.
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3 Use of an Interface

In this era, there are around 20 billion devices ready to be connected by the Internet
and it is expected to grow to anywhere from 50 to 212 billion by 2020. These
devices are present everywhere. From Industrial districts to Government properties
to Home Automation and it will be extremely difficult for the user to connect with
all the devices and give commands to it. So here is the place where there is a need to
build an interface which will act as an interface between the user and devices
(Fig. 2).

To be able to connect with everything and still have a clean, easy to use and
manageable interface is very important. Building an interface or an automaton is
required. That automaton or simply a robot will become an interface between the
user and devices. Where it’s job will be to accept the commands from the user and
projecting it to the devices. And look after the maintenance of devices, which user
has to monitor. This will have a tremendous impact on user-device intercommu-
nication as it will be time effective for the user. Now, the user will give all the
commands to the robot instead of having one-to-one intercommunication with all
the devices. And IoRT is a new era of active sensorization and intelligent com-
puting. An interface will be a Robot based on IoRT (Fig. 3).

Fig. 2 User and devices

Fig. 3 Use of an IoRT robot
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4 System Description

I. The user uses the Internet for sending commands and receiving confirmation
results from the Robot.

II. Robot use built-in hardware and software to send and receive data from the
user via various communication protocols. The robot can hop on the net via
WiFi signals. Robot run mostly via the command of the user or their own
embedded software or firmware, telling them what to do. This sending and
processing of the sensor data are often nearly, allowing the interface to react
in real time.

III. To carry out cooperative tasks, Robot needs to connect to other devices via a
wireless link like Bluetooth and other local communication methods. They
may also communicate with other smart devices in the vicinity. Smart
devices can work in conjunction with tagging technology including RFID
tags, QR codes, barcodes.

IV. Robot Instructs the devices. They can gather various sorts of readings and
gather data, like city road systems that signal smartphones to help monitor
traffic conditions.

The user needs to input all the device. Selection of devices can be application
dependent and might involve ambiguity. So, to prevent it from ambiguity we
involve multiple criteria such as the maintenance level, closest device, etc.

In some situation, ambiguity might arise. And robot calculates the best move
towards the target device that keeps the robot in connection with other devices. If
such a move is not found then robot select another target device and again calculate
the best move towards the target device that keeps the robot in connection with
other devices.

After finding such a move it moves to the target device, a complete task for the
respective device and updates user. This loop of selecting a device, calculating the
best move, updating the user repeats till the task is done for all the devices.

The following algorithm summarizes our approach.
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Algorithm 1:

Input : A set of devices

Output : Next move to the device, without getting disconnected to other devices.

1 begin

2 whiletaskdone() do

3 target ← the device and calculate the best

move towards the target device that keep

the robot in connection with other devices.

4 if such a move was found then

5 move to the position of device;

6 else

7 repeat target;

8 end

9 if has updates then update the user

10 end

11 end

5 Application

IoT has already made his mark in the world. Every advanced city in the world is
trying to incorporate this technology. Nowadays, Even the term “smart” means that
the device it is referring to is ready to be manipulated by the internet. Smart city,
smart homes, smart devices, smart grids and now smart hospitals are emerging into
existence using the IoT. Not only this but it also gave birth to the IoRT. Robots are
supposed to take over the human jobs by taking charge of simple yet
time-consuming jobs. IoRT can be used to manage a large number of devices and
by managing I mean getting the work efficiency of the device, reporting the newly
installed part to the device, i.e., what kind of enhancements and improvements the
device made after getting upgraded.

IoRT also has a ton of applications that mainly lies in the area which consumes a
lot of human-time. Robots are supposed to decrease the time consumed by the
management process and providing more accurate results.
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6 Case Study

If a company owns 100 Air Conditioners of different brands. All of them have
different functions. And those 100 AC need maintenance of filters, coils, and fins
regularly. Now, the user has to interact and monitor all of them, which can be time
consuming for the user. IoT can reduce the human intercommunication with AC but
not monitoring, as the user has to do all the physical work like maintenance of
filters, coils, and fins. IoRT Robot can interact as well as can monitor those AC.
They use built-in hardware and software to send and receive data from the user and
command the AC via a wireless link like Bluetooth and other local communication
methods. They can monitor them. They look after its maintenance of filters, coils,
and fins regularly. Besides the maintenance, if there is any technical issue, they can
inform the user and place a complaint to its technician.

7 Connectivity Coverage

Maintaining a good communication and connection between Robot and Devices is
a pivotal affair. Many approaches have been drafted to guard the connectivity of
multi-robot. It is important to develop an approach for maintaining the connectivity
of Robot and devices. There are two types of connectivity:

1. Local connectivity
2. Global connectivity

Global connectivity is preferred, as local connectivity maintenance has some
limitations. Over and above of connectivity, discovering the coverage limits is an
important issue.

8 Robot–Device Connectivity (RDC)

Robot–Device Connectivity (RDC) is model by an undirected graph G(V, E)
where, V is set of devices in a walled environment and E is set of edges and it is
defined as the distance between Vnth device and IoRT robot. It can be defined as

ERobotVn = f a− bð ÞjVnth ≠R∧ a− bð Þ≤Cg, ð1Þ

where

an is the position of Vnth device and the collection of all the devices position is
a = [a1, …, an]
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b is the position of R robot, and
Vnth be the device which trade information with IoRT robot R. Vnth is defined as

Vnth = fa∈Vj a−bð Þ≤Cg. ð2Þ

Now, E determines the connectivity coverage.

E∝D− 1 ð3Þ

The distance between Vnth device and IoRT robot is inversely proportional to
connectivity. Connectivity will increase as distance decrease and the robot moves
closer to the devices.

The IoRT Robot is inbuilt with a protocol that allows connectivity with all the
devices. This connectivity is range dependent, with a quality that varies between 0
and 1. The quality of connectivity between Robot and Device Vn is set to be

Fij=
0 Da−Dbk k> p
1 Da−Dbk k< p

e − 5 Da−Dbk k− pð Þ
R− p p≤ Da−Dbk k≤R

8<
: ð4Þ

where

R is connectivity limit,
p defines a saturation distance, i.e., the connectivity remains constant when

Robot gets closer to Device,
Da is position of device which remains constant, and
Db is the position of Robot.

At the distance rabk k=R, there exist some breach in connectivity (Fig. 4).
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Fig. 4 Fij is a function matrix
of the distance between
device and IoRT robot
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Connectivity coverage remains constant till a distance and starts to decrease as
distance increase. At a point, connectivity coverage reduces to zero and after that
point, it gets disconnect to the device.

So, we implemented a motion control strategy algorithm. All the algorithms in
this paper were implemented in several test cases.

9 Motion Control Strategy

After a point, our robot gets disconnect to the devices. So, we need to solve this
problem to maintain a good connectivity between robot and device all the time
while it is in motion. And build a motion control strategy which allows the robot to
move within the connectivity coverage limit.

An IoRT robot with tremendous computational proficiency, compute and surveil
the connectivity with all devices. The position of all the devices will remain con-
stant. We presume that each IoRT robot is aware of its own position as well as the
device’s position through GPS sensors or alternative localization system. IoRT
robot needs to apply an algorithm to restrain its movement. This algorithm will be
established on the requirements of maintenance and technical issue.

Now, in furtherance of keeping the requisite distance and hence the desires
connectivity quality with Vth device, R robot should move within the limits of
connectivity coverage.

Connectivity coverage will have limits: E < p.
And if E > p, it should move close.
Where Emax is the maximum desired distance between an IoRT and robot.

Now, if R robot is moving to a particular device it needs to maintain distance
with other devices simultaneously.

W=
p

a0 −b0ð Þ2 + a1 −b1ð Þ2 +⋯+ an −bnð Þ2
h i

ð5Þ

W is the distance of robot with respect to to all the other devices.
The following phases summarize our approach:

Phases of Execution:

Phase (1) Selected target device.

Phase (2) Determine the position (j) of the Device.

Phase (3) Determine position with other devices.

(To maintain distance with other devices)

Phase (4) Calculate the distance to device.

Compute E using Formula (1)
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Phase (5) Calculate the distance with other devices and

Compute W using Formula (4)

Phase (6) Check D < Dmax for each device.

if E < p for each device, then Phase (6)

else, Repeats Phase 1–6

Phase (7) R robot moves to the device.

The motion control strategy is a protocol to help Robot to maintain connectivity
with all the device and prevents disconnectivity. Robot needs to select the target
device without arising any ambiguity. Then determine the position of all the
devices. The robot moves to the target device, maintaining the desired distance with
other devices to prevent disconnectivity.

10 Interpretation of the Results

An architecture model of the proposed system is described with simulation
parameters. It describes how our IoRT Robot maintains connectivity with devices.
The importance of taking account the desired distance is important to maintain a
good connectivity is also highlighted.

10.1 Architecture Model

The architecture of working of IoRT Robot between the user and devices proposed
in this paper is divided into four-tier, which constitutes:

• Bottom Tier: It is responsible for all the devices. It has data of all the devices
and shares all the data with the user. It collects the commands from the user. It is
known as Data Tier.

• Intermediate Tier 1: This tier is also know as Communication Tier. It is
responsible for the communications between the user and devices through
sensors.

• Intermediate Tier 2: It is responsible for data management and starts executing
the command of the user. All the calculation and management is done in this
layer that is why it is known as Execution Tier.

• Top Tier: It is also known as Application Tier. It is responsible for the
application of user’s command and results are generated.
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Level Tier Responsibility

Bottom Data tier IoRT sources, data generations, and collections
Intermediate Communication

tier
Communication between sensors, relays, base stations,
the Internet, etc.

Intermediate Execution tier Data management and processing
Top Application tier Application and usage of the data analysis and action

generated

10.2 Simulation Parameters

Our first Simulation parameter is physical. Physical Simulation parameter includes
determination of radio wave propagation between IoRT Robot and the devices
which can be determined through 2 Ray Ground Reflection model which predicts
the lost path when the signal receives multipath component formed by a single
ground reflected wave.

IoRT Robot is movable and needs to compute new position with respect to to the
device every time (Table 1).

10.3 Simulation Results

In the following results, it is assumed that the topology is totally connected at the
beginning of the simulation. IoRT Robot contains the data of all the devices. And
has an active connection with the user through its characteristics of active sen-
sorization, through which the robot receives the user’s command and status of all
the devices. Every device has it’s own connectivity limit (p), now when the IoRT
Robot is moving, it has to maintain connectivity with all the devices simultane-
ously. Since IoRT Robot has all the data about the devices and has active com-
munication with the user every time, it can execute the command anytime user
want. When IoRT robot executes the user’s command, it calculates the best move

Table 1 Simulation
parameters: physical,
mobility, and topology

Physical

Reflection model Two-ray ground
Error model Real
Communication range 250 m
Mobility

Computation of the new position Two-ray ground
p 212 m
Topology

Topology width 3000 m
Topology height 3000 m
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towards the needed device while maintaining connectivity with all the other devices
simultaneously. Connectivity limit of the devices are different and it tends to reach
connectivity limit as the distance increase. IoRT robot moves to the devices after
calculating the best move. And finally executes the user’s command.

The graph depicts the relationship of connectivity with distance for IoRT Robot
and different devices. It is the most crucial part for maintaining a good connectivity
between devices and IoRT Robot.

11 Conclusion

This paper proposed time-effective IoRT-based interface between a user and
devices, and Motion Control Strategy to maintain good connectivity between IoRT
Robot and the devices by calculating its connectivity limit. An algorithm is pro-
posed to sum up our approach, with phases of execution to describe all the phase
thoroughly, in order to select a virtuous device to get connected and follow the
algorithm proposed. An architecture model is put forward to cleave the responsi-
bilities into various tiers and sub-tiers. It was scrutinized by various simulation
parameters. And the relationships were derived, analyzing simulation parameters.

References

1. ABI Research. Internet of robotic things. https://www.abiresearch.com/market-research/
product/1019712-the-internet-of-robotic-things. Accessed November 2, 2015.

2. S. K. Anithaa, S. Arunaa, M. Dheepthika, S. Kalaivani, M. Nagammai, Mrs. M. Aasha, Dr.
S. Sivakumari stated “The Internet of Things - A survey”.

-225

-112.5

0

112.5

225

337.5

C
O

N
N

EC
TI

V
IT

Y

DISTANCE 

RELATIONSHIP BETWEEN C and D

Device 1 Device 3

704 A. Gupta et al.

https://www.abiresearch.com/market-research/product/1019712-the-internet-of-robotic-things
https://www.abiresearch.com/market-research/product/1019712-the-internet-of-robotic-things


3. K. Swarnalatha, Amreen Saba, Asfiya Muhammadi Basheer, P. S. Ramya proposed “Web
Based Architecture for Internet of Things Using GSM for Implementation of Smart Home
Applications”, EISSN 2392–2192.

4. Cristanel Razafimandimby, Valeria Loscri, Anna Maria Vegni presented “A neural network
and IoT-based scheme for performance assessment in Internet of Robotic Things”, I4T - 1st
International Workshop on Interoperability, Integration, and Interconnection of Internet of
Things Systems, Apr 2016, Berlin, Germany.

5. Ethan Stump, Ali Jadbabaie, and Vijay Kumar. Connectivity management in mobile robot
teams. In Robotics and Automation, 2008. ICRA 2008. IEEE International Conference on,
pages 1525–1530. IEEE, 2008.

6. Maria Carmela De Gennaro and Ali Jadbabaie. Decentralized control of connectivity for
multi-agent systems. In Decision and Control, 2006 45th IEEE Conference on, pages 3628–
3633. Citeseer, 2006.

An Extensive Study on IoRT and Its Connectivity Coverage Limit 705
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A District-Level Analysis
of Malnutrition
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Abstract Children in India suffer from the highest level of undernourishment in
the world, having serious effects on health. Bihar, in turn, has the highest incidence
in India. This study was taken up to ascertain the effect of clusterization on a large
dataset with respect to analyzes of the association of multitude of variables with
malnutrition indices. Raw data were obtained using secondary data sources, espe-
cially government reports pertaining to malnutrition indices, demographic, social,
nutritional, economic and medical factors causing malnutrition. In stage one the
variables from un-clustered data were correlated with malnutrition indices (Stunt-
ing, wasting and underweight). Subsequently, the data was split using RapidMiner
Studio (version-7.2.003) into three clusters. This segregation was done by the
software using k-means and hierarchical agglomerative clustering. In the second
phase, each of these clusters was again analyzed using the software and the cor-
relation results were compared. Significant variation was observed in most of the
correlations in the clustered and un-clustered datasets. This indicates the importance
of clusterization in reaching the truth when a statistical analysis is carried out, as
clusterization excludes/segregates the outliers/extremes of values. This has signif-
icant implications in policy making for malnutrition control, through identifying the
most relevant variables/factors responsible.
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1 Introduction

As per the World Bank Report, 2015, India fares very poorly in Global Hunger
Index. India scores 29 points and its malnutrition condition is stated as ‘serious’, as
it is ranked even below Bangladesh, Sri Lanka and sub-Saharan Africa. Bihar lies at
the bottom of malnutrition table in India, with child undernourishment rates to be as
high as 80% [1]. Though several policies have been initiated to address malnutrition
in the state, it seems either the schemes presently running in the state are not
reaching the beneficiaries or they are flawed. It is also possible that the policies for
malnutrition control are not based on sound presumptions, which are meant to be
dependent and, are as good as, relevant data generation, analysis, interpretation and
application [2].

The latest NFHS 4 data released by the Government of India in 2017 gives the
district-level details of many determinants of Malnutrition in Bihar [3]. A maze of
factors, ranging from poverty, economic status of family, medical condition of
child, infections, nutritional status of women/mothers, demographic and social
factors (literacy, female literacy), political will, poor implementation of food poli-
cies qualify as determinants of malnutrition. The relative importance of these
determinants is critical in selecting them to be targeted for effective malnutrition
control. Here lies the importance of efficient data mining which could delineate the
most important undernutrition determinants in a given district (or set of districts
with similar social/demographic/medical attributes). Once such a set/cluster of
similarly placed districts is segregated, it is easy to analyze it further with respect to
the most critical determinants prevalent as a cause of undernutrition in that district/
cluster. Since there are infinite permutations and combinations possible within these
clusters, it is not humanly possible to pick the right ones up and process it. The data
miner enables us to perform this cluster analysis so as to focus on the most
important determinants and to prioritize them for selective policy-making and
intervention. The present study is undertaken to appreciate the utilization of
RapidMiner Studio in data analysis with special emphasis on the importance of
clusterization in the correct interpretation of results in a large set of data.

2 Literature Survey

2.1 Data Mining Methods

Data mining is a field which helps us to find unknown patterns in data which may
otherwise seem incoherent. The data mining methods that have been used are
clustering, regression, association, classification, followed by statistical analysis [4].
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2.2 Clustering

Clustering is a technique to group different parameters based on the similarities that
exist between them and their interrelationship with each other. It enables us to
understand how data is distributed and to understand the similar and dissimilar
objects in the data. There are many ways to implement this technique, the important
ones are

1. Centroid-Based Clustering 3. Distributed Clustering
2. Hierarchical Method 4. Density-Based Clustering

These help us to find clusters in our data following different approaches. The
algorithms which are popularly used are the k-means algorithm, fuzzy C means
method, hierarchical clustering and others alike, which are all used widely for
achieving similar goals [5]. In this paper. the k-means clustering algorithm and
hierarchical agglomerative clustering were implemented which are partition and
hierarchical algorithms for clustering, respectively. According to the k-means
algorithm, if we have a dataset having n objects, we can partition it into k different
partitions (or clusters) such that k ≤ n. We need to make sure that each data point
gets associated with a cluster [6]. The optimal value of k can be determined by the
Davies–Bouldin index.

According to this index, the most suitable value of k is decided by the smallest
Davies–Bouldin index which tells about the closeness of values within the cluster,
i.e. lesser the DB index, more optimal the value of k to be selected for further
analysis [7].

The k-means algorithm generates clusters based on the following pseudocode:

Procedure k-means
Set ai…ak be distinct randomly  selected 
inputs from xi … xk 

repeat 
for i=1…n do

yi j = 1 if j = argmin j

yi j = 0 otherwise
end for
for j=1…k do

nj =
aj =

end for
until convergence

end procedure
Return a1 … ak

The following expression is used 
during analysis of k means:

J = 

J = Objective function, 
k = number of clusters, 
n = number of cases, 
cj = centroid for cluster j, 
x = case number 
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The hierarchical agglomerative clustering algorithm was also applied to the
dataset to compare and contrast the results obtained with the k-means algorithm.
This algorithm uses a bottom-up clusterization approach, which leads to the cre-
ation of subclusters and repeatedly creates more of these. Clusters are generated
using the following steps:

(1) Each object is assigned to a
separate cluster

(4) The clusters with the shortest distance between
them are selected and removed from the matrix

(2) Respective distances between
various clusters formed is evaluated

(5) These are then merged into a single cluster

(3) A distance matrix is then created
using the values obtained

(6) The above process is repeated till the matrix is
left with a single element and further comparisons
are not possible

2.3 Davies–Bouldin Index

The k-means algorithm can be implemented for varying degrees of clusters
expressed by k. The optimal value of K can be found by considering the lowest
Davies–Bouldin Index which can be found using the expression shown hereunder:

DB=
1
N

∑
N

i=1
Di

Here, the count of clusters is shown by N, Di is the cluster distance ration such
that average distance between each point and its corresponding centroid in that
cluster are considered, for all the clusters in the dataset.

2.4 Pearson’s Correlation

The r value can be found using the Pearson’s
correlation formula:

r = ∑XY −∑X∑Y
N

∑X2 −
p
∑Y2 − ð∑YÞ2

N

� �1 ̸2

Correlation can be divided into four
categories:
0 < r < 0.25: Poor
0.25 < r < 0.50: Fair
0.50 < r < 0.75: Good
r > 0.75: Excellent
where r is the Pearson’s correlation
coefficient.
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3 Methodology

(1) Scope of Study: The present work is an in-depth district-level exploratory
analysis where information has been gathered applying the ‘Secondary data
collection’ approach. The data pertained to all the 38 districts of Bihar.
Twenty-seven potential determinants of malnutrition of economic, health,
medical, social and demographic categories were shortlisted and studied.
Correlations were studied for all variables and the significant ones were ana-
lyzed in depth.

(2) Period of Study: The present study was undertaken in late 2016, and results
were analyzed and interpreted in 2017.

(3) Data Sources: All requisite variables were not available at one place. Relevant
social, medical and malnutrition-related data were accessed primarily from
NFHS4. Demographic, social, medical and economic data were obtained from
Indian Census, RSOC and Economic Surveys.

(4) Data Extraction: The data with reference to Bihar was analyzed and the
pertinent variables were listed in an Excel sheet and further imported into the
RapidMiner Studio.

(5) Statistical Analysis and Interpretation: Data was analyzed using RapidMiner
Studio-7.2.003(rev: a8c41d-WIN64). This is an open-source tool which pro-
vides an environment for data mining, business analytics and other applications
alike. An in-depth analysis was undertaken using clustering algorithms, cor-
relation, regression, plotting, etc., to understand critical determinants of
malnutrition.

3.1 Steps Involved

(1) Obtaining the Data: The primary source for social and medical data was
NFHS4 of 2017, Government of India (GoI). The demographic data was
derived from Census of India, 2011 and the economic data from Economic
Survey of GoI [3].

(2) Data Cleaning: Data was cleaned and prepared before analysis. The few
missing entries were replaced with respective averages. Columns with no
significance to the study were not considered. All values were brought to
percentage form for uniformity and ease of analysis. Certain data which are
traditionally depicted as ‘per 1000’ (e.g. Sex Ratio) were also converted into
percent for the sake of uniformity in the analysis.

(3) Importing Data: Data was imported in .xlsx format (Excel file) and saved in
the Local Repository of the RapidMiner Studio, ready for analysis.

(4) K-means Clustering Algorithm: To proceed with the analysis, the data is
divided into clusters by using the k-means clustering algorithm.
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(5) Hierarchical Agglomerative Algorithm: The same data was run through the
hierarchical agglomerative algorithm to compare the results with that of
k-means, and selecting the most suitable approach.

(6) Davies–Bouldin Index: The k-means algorithm can be implemented for dif-
ferent counts of clusters denoted by k. The optimal value of k was found by
considering the smallest Davies–Bouldin index value obtained after calculating
it for different k values. The optimal k value was then selected.

(7) Correlation Analysis: Correlation is found out by using the Pearson’s corre-
lation coefficient (embedded in the software) to determine how strongly the
values are correlated with dependent variables (malnutrition) [8].

A flowchart has been shown alongside which shows the steps involved in the
process (Fig. 1).

3.2 Experimental Setup

The dependent variables for the study were Malnutrition indicators, i.e. Stunting,
Wasting, Severe Wasting and Underweight. These were analyzed against the
independent variables, i.e. Demographic, Education, Mother/Child Health and

Y

Y 

N 

Go to NFHS4 website, Census website, RCOS and Economic Surveys.

Compile data in an Excel File pertaining to Bihar.

Import data into Rapid Miner Studio

Setup the environment, perform k-means clustering

Data
consistent?

Perform Correlation to establish & understand significant patterns and analyze final 
output

Clean Data: Replace missing values, Convert 
values to percentages

Minimum DB   
Index?

N

Fig. 1 Flowchart showing steps involved
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Health Services-related factors. The important parameters have been described in
Table 1.

3.3 Model Structure

RapidMiner Studio was used for analyzing the data, running clustering and cor-
relation algorithms and to generate results. The Excel data sheet was imported and
saved in the local repository. It was then passed through a replace missing value
attribute, where the data fields with no values were fixed by replacing them with
average values.

Table 1 Attributes of dataset (The determinants of malnutrition have been highlighted in bold,
and we try to find out how the other independent factors––shown in white––affect them)

Parameter
(%)

Definition Parameter (%) Definition

Electricity Percentage of villages
with electricity

Exclusive
breastfed

Infants fed with only breast milk
till 6 months of age

Water source Percentage of villages
with clean water source

Full ANC
visits

Women who visited doctor 4 times
for check-up and took TT, iron
tablets during pregnancy

Sanitation Percentage of villages
with toilets at home

Full
immunization

Children receiving full course of
vaccination

Clean fuel Percentage of villages
with clean fuel

Women
BMI < 18.5%

Women with BMI < 18.5,
(malnourished)

Female
literacy

Women who could read/
write(Census)

Women
anaemic

Women with
Haemoglobin < 10 g%

Anaemia
children

Children with
haemoglobin < 10 g%

Women
married
before 18%

Women aged 19–45 years of age,
married before age of 18 years

Women 10th
class

Women who had passed
Class 10th or more

Adequate diet Infants getting adequate diet

Colostrum Newborns given the first
breast milk

Sex Ratio Number of women per 1000 men
in the district

Underweight Children falling below
standards for weight
for age criteria

Severely
underweight

Children falling below standards
for weight for age criteria
(<3SD)

Wasted Children falling below
standards for weight
for height (<2SD)

Severely
wasted

Children falling below standards
for weight for height criteria
(<3SD)

Stunted Children falling below
standards for height
for age (<2SD)

Severely
stunted

Children falling below standards
for height for age criteria(<3SD)
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This data was then plugged into a nominal to numerical filter. This was carried
out as the dataset comprised of alphanumeric and numeric entries and the algorithm
was not able to work on such datasets.

After cleaning and preparing the data, the k-means clustering algorithm was
applied to the dataset using the k-means clustering operator. The results generated
were fed into a cluster distance performance operator to analyze the cluster with
respect to centroid distance, Davies–Bouldin index, etc., to get a clearer under-
standing of the clustering carried out by the operators [9].

The same dataset was passed through a hierarchical agglomerative algorithm.
The flattening of clusters was used to limit the number of clusters to the most
appropriate value and a complete link mode was implemented, subsequently. To
determine the optimal value of k, the clustering algorithm was run for various
different values of k. Davies–Bouldin index was noted afterwards.

The optimal value of k was selected for the point at which the Davies–Bouldin
index was minimum. As seen in Table 2, the optimal k value was 3 and using this
value further results were obtained and analyzed.

4 Result and Analysis

4.1 Clusterization

K-means clustering was implemented on the dataset with k = 3 giving optimal
Davies–Bouldin index. The hierarchical agglomerative algorithm was also used,
with the flattening value set at 3 for most accurate results. It was observed that this
approach yielded the same results as the k-means algorithm. Hence, we could
conclude that the clusterization was carried out in an accurate manner, and the
results would be closest to the truth. However, in this paper, the k-means algorithm
was used for further analysis because it has a few advantages over the other, which
include more efficient performance, reduced time for execution, consistent perfor-
mance results even when dataset increases, which are not seen in the hierarchical
agglomerative algorithm [10].

Since the dataset contains a multitude of variables, with widely varying figures
over a large magnitude, the conventional analysis of this dataset as a whole, may
give fallacious results. For example, certain extreme values (very low or very high)
which are present as outliers do not give the correct interpretation of analysis. It is,
therefore, vital to segregate the dataset into clusters with relatively similar attri-
butes, for more meaningful analysis [11]. RapidMiner was used to make clusters,

Table 2 Optimal Davies–Bouldin index (shown in bold)

K = 3 K = 4 K = 5 K = 6 K = 10

DB
Index = −0.303

DB
Index = −0.399

DB
Index = −0.457

DB
Index = −0.350

DB
Index = −0.387
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applying k-means algorithm and the hierarchal agglomerative algorithm. The
clusters obtained in this dataset are as shown in Table 3.

To observe the relevance of results obtained after clusterization, a baseline
analysis was carried out on original data prior to clusterization as well. The results
have been tabulated in Table 4.

4.2 Correlations

Correlations were worked out between the dependent variables (i.e. the malnutrition
indicators, namely stunting, wasting, severe wasting and underweight with the
independent variables namely demographic, education, mother/child health and
health services-related factors. The important correlations are depicted in tables
below.

The results of statistical analysis, using RapidMiner Studio are summarized in
the subsequent tables. Table 4 depicts results before clusterization, from the orig-
inal data involving all 36 districts of Bihar

The data is segregated by RapidMiner Studio into clusters with similar attributes
for more efficient analysis with the objective of finding meaningful trends in the
dataset, and the results are depicted in Tables 5 and 6.

Cluster 1: District Patna, the most urban, economically and socially developed
district of Bihar was found to be an outlier with significantly differing parameters as
compared to other districts. Hence, it was segregated as just one object in that
cluster, so no correlations were possible and no tables could be drawn for it and
was, therefore, could not be analyzed further.

Cluster 2: This cluster contained 5 districts. Attributes are summarized in
Table 5.

Cluster 3: This cluster contained 30 districts/objects. Attributes are summarized
in Table 6.

Table 3 Clusters and corresponding number of objects

Cluster
number

Objects: (Districts)

Cluster 1 1 District: (Patna)
Cluster 2 5 Districts: (Begusarai, Bhagalpur, Munger, Muzzafarpur, Rohtas)
Cluster 3 30 Districts: (Araria, Arwal, Aurangabad, Banka, Bhojpur, Buxer, Darbhanga,

Gaya, Gopalganj, Jamui, Jehanabad, Kaimur, Kathiar, Khagaria, Kishanganj,
Lahisarai, Madhenpura, Madhubani, Nalanda, Nawada Pash, Champaran,
Purb, Champaran, Purnia, Saharsa, Samastipur, Saran, Sheikhpura, Sheohar,
Siwan, Sitamarhi)
Total = 36 districts
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5 Discussion

If the entire data collected is analyzed as a whole, as one dataset containing many
variables, with numbers and figures varying over large magnitude, it may end up
with erroneous results. For example, certain extreme values (very low or very high)
which are present as outliers do not give the correct interpretation of analysis. It is,
therefore, very important to segregate the dataset into clusters with relatively similar
attributes, for reaching closer to truth through meaningful analysis.

Inter-cluster Analysis

The data analysis has been oriented to appreciate this effect. It was, therefore,
decided to compare the correlations obtained in the original information set and the
three clusters generated, based on common attributes. This inter-cluster analysis

Table 4 Correlations before clusterization (36 districts): different variables and malnutrition

Capability deprivation
indicator

Stunting
(r value)

Wasting
(r value)

Severe wasting
(r value)

Underweight
(r value)

Demographic
• Sex ratio
• Women married < 18
years

−0.34 −0.20 −0.10 −0.37
0.48 0.06 −0.04 0.32

Education
• Female literacy
• Women studied till 10th

−0.31 0.17 0.15 −0.12
−0.28 −0.23 0.22 −0.09

Mother’s health
• Malnourishment
(BMI < 18.5)

• Anaemia

−0.49 0.21 0.90 0.51
0.09 0.24 0.12 0.23

Child health
• Episode of diarrhoea
• Episode of acute
respiratory infections

• Anaemia

−0.14 −0.53 0.42 −0.44
−0.31 −0.37 −0.35 −0.41
0.07 −0.11 0.08 0.01

Availability of health services
• AWW
• ASHA

0.15 −0.28 −0.20 −0.07
0.17 −0.16 −0.03 0.08

Utilization of health services
• ANC
• 4 ANC visits
• Immunization

−0.41 0.11 0.13 −0.25
0.26 0.25 0.31 0.21

Child feeding practices
• Breastfed in 1 h
• Exclusive breastfeeding
• Colostrum fed
• Adequate diet to infant

0.33 0.16 0.034 0.30
−0.30 −0.28 −0.17 −0.39
0.07 0.14 −0.01 0.23
0.03 −0.15 −0.17 0.01
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helps the researcher to get a more realistic effect of different independent variables
on the malnutrition indicators.

The effect of inter-cluster analysis is observed that for many attributes there are
wide variations in the correlations obtained for the original (un-clustered) dataset
and the two other clusters. For example, the correlation between sanitation and
severe wasting varies starkly for un-clustered data (minimal at r = −0.19) and for
clusters 2 and 3 at r = −0.90 and r = −0.05, respectively. This indicates that, had
we been interpreting this data merely using the traditional system of analyzing the
un-clustered original data, we would have found poor correlation between sanita-
tion and malnutrition as the Pearson’s correlation coefficient is found to only at
−0.19). This indicates that there is a negligible association between sanitation and
malnutrition in children.

But when the data is segregated into three clusters, the results are starkly dif-
ferent. The first cluster of one district (Patna), which had extreme values has been
left out of analysis as it will vitiate the results and give fallacious interpretations.
The other two clusters have been defined by the software using certain common

Table 5 Primary: Basic malnutrition outcome/dependent variables

Capability
deprivation indicator

Stunting
(r value)

Wasting
(r value)

Severe wasting
(r value)

Underweight
(r value)

Demographic
• Sex ratio −0.54 −0.55 −0.11 −0.86
Economic
• Per capita income −0.55 −0.30 −0.3 −0.13
• Ruralization 0.53 −0.64 0.02 0.04
Mother’s health
• Anaemia −0.19 0.74 0.24 0.30
Child health
• Acute respiratory
infections

• Anaemia

0.35 −0.59 −0.52 0.05
−0.36 0.85 0.83 −0.37

Availability of health services
• AWW
• ASHA

−0.32 −0.26 0.06 −0.75
0.25 −0.74 −0.13 0.08

Utilization of health services
• ANC −0.34 0.08 0.25 −0.15
Child feeding practices
• Breastfed in 1 h
• Colostrum fed
• Adequate diet to
infant

−0.30 0.05 −0.26 −0.39
0.89 −0.43 −0.30 0.82

−0.30 0.26 −0.31 −0.16

Health facilities
• Water
• Sanitation

0.18 −0.53 0.23 −0.26
−0.90 0.31 −0.15 −0.64
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attributes. Thus the remaining 35 districts (excluding Patna) have been segregated
into two clusters of 5 and 30 districts. Here the results are totally different. The
second cluster of five districts gives a very good Pearson’s correlation coefficient of
r = −0.90. This indicates a very strong association between sanitation and
malnutrition.

The third cluster, however, shows a result with correlation at r = −0.05. This
indicates a negligible correlation for the same—between sanitation and
malnutrition.

These varying correlation values have major implications for the prevention and
control of malnutrition. In case if the correlations are found to be ‘strong’, it
indicates that measures are required to be taken against that independent variable
(sanitation), and if there is poor/no correlation then the relative importance of that

Table 6 Basic malnutrition outcome (Cluster 3)

Capability
deprivation indicator

Stunting
(r value)

Wasting
(r value)

Severe wasting
(r value)

Underweight
(r value)

Demographic
• Sex ratio
• Female literacy
• Women 10th pass
• Woman married
before 18

−0.32 −0.32 −0.21 0.28
−0.22 0.14 0.17 −0.17
−0.22 0.10 0.18 −0.13
0.54 0.12 0.01 0.15

Economic
• Per capita income
• Below poverty line

−0.28 −0.01 −0.04 −0.06
0.09 0.35 0.28 −0.32

Mother’s health
• Anaemia
• Diarrhoea
• Women
BMI < 18.5

0.09 0.26 0.17 −0.16
−0.24 −0.54 −0.41 0.30
0.46 0.36 0.17 −0.10

Child health
• Anaemia −0.01 −0.04 0.21 0.12
Availability of health services
• AWW
• ASHA

0.16 −0.28 −0.24 0.20
0.02 0.03 0.20 −0.24

Utilization of health services
• ANC
• Four ANC Visits

−0.48 −0.33 −0.23 −0.01
−0.42 −0.09 −0.04 −0.04

Child feeding practices
• Exclusive
breastfeeding

−0.44 −0.28 −0.15 −0.04

Health facilities
• Water
• Clean fuel

0.07 −0.45 −0.27 0.14
−0.32 −0.22 −0.20 0.20
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determinant is negligible and it does not really need a modification, in order to
control malnutrition. To illustrate the present example, there was a minimal cor-
relation seen between sanitation and malnutrition when the entire (un-clustered)
data was analyzed (r = −0.19). This indicates that since sanitation has minimal
effect on malnutrition, no measures are required to be taken to improve malnutrition
in the state of Bihar.

However, when Cluster 2 was analyzed independently, it indicated a correlation
coefficient of –0.90, which depicts a very strong association, thus highlighting the
undisputed importance of sanitation in the improvement of malnutrition in this
cluster. Hence it is imperative that all measures must be taken to improve sanitation
in this cluster of districts, in order to improve malnutrition.

On the other hand in Cluster 3, where the r value was found to be minimal,
probably that much emphasis on sanitation is not needed.

It is inferred from the above discussion that clusterization not only orients the
data analysis in the correct direction, but also helps in the most prudent data
interpretation, as it is seen in the instant case that the correct data interpretation
would lead to correct policymaking, for malnutrition control (Fig. 2).

Fig. 2 Inter-cluster variability in correlation coefficients
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Table 7 mentions the clusters, the districts in them and the parameters to target
for curbing malnutrition in Bihar. This was the result obtained after the clusters
were formed, dividing Bihar into 3 clusters based on similarity in attributes.

Different parameters have thus been identified from the analysis above, and
special emphasis can be given to these specifically instead of targeting all and
giving them equal importance, which has not been very successful up till now.

6 Conclusion

The purpose of data collection and its statistical analysis is to reach (closest to) the
truth. While there might be many softwares available for basic data analysis, each
one has its own attributes and pros and cons. Analysis of the big dataset as a whole
has the limitation of having extremes in the data, which produces fallacious results
on analysis, thus deviating from the truth. The technique of clustering of a big
dataset into smaller groups based on common attributes and their subsequent
analysis helps overcome this limitation. In the present study, clustering enabled us
to understand the real correlations between various independent variables and
malnutrition. This would help the policymakers’ shortlist the most appropriate
factors contributing to malnutrition and take corrective action. Thus this technique
of data mining is unique and most appropriate in the given setting.

Table 7 Parameters to target for curbing malnutrition in Bihar

Cluster with districts Parameters to be targeted

Cluster 1
(Patna)

Patna, the most urban, economically and
socially developed district of Bihar was found
to be an outlier with no specific parameters to
be targeted

Cluster 2
(Begusarai, Bhagalpur, Munger,
Muzzafarpur, Rohtas)

Improving sanitation and water source,
adequate diet for infant, acute respiratory
problems, maintaining a balance of sex ratio,
preventing anaemia in women and children,
increasing Anganwadi workers’ presence

Cluster 3
(Araria, Arwal, Aurangabad, Banka, Bhojpur,
Buxer, Darbhanga, Gaya, Gopalganj, Jamui,
Jehanabad, Kaimur, Kathiar, Khagaria,
Kishanganj Lahisarai, Madhenpura,
Madhubani, Nalanda, Nawada Pash,
Champaran, Purb, Champaran, Purnia,
Saharsa, Samastipur, Saran, Shikhpura,
Sheohar, Siwan, Sitamarhi)

Improving clean fuel availability, water
facilities, breastfeeding to be continued for at
least the first 6 months of infant’s birth for
better health, curbing diarrhoea, providing
adequate diet for women and awareness should
be spread for women to get married only after
18

720 R. Gupta et al.



References

1. Gupta A, Gupta SK, Baridylne n. Integrated Child Development Scheme (ICDS): A journey
of 37 years. Indian J Community Health. Vol 25 (1) (2013)

2. Report of the Comptroller Auditor General on Performance audit of ICDS. Report No. 22.
New Delhi (2013)

3. National Family Health Survey 4, Government of India, http://rchiips.org/nfhs/nfhs4.shtml
4. Anwesha Mal, Prof (Dr)Bebo White “Analysis and Clustering of PingER Network Data”

IEEE Xplore Digital Library, https://doi.org/10.1109/confluence.2016.7508127 (2016)
5. Wagstaff, Kiri, et al. “Constrained k-means clustering with background knowledge.” ICML.

Vol. 1. (2001)
6. Jyoti Yadav, Monika Sharma, “A Review of K-means Algorithm”, International Journal of

Engineering Trends and Technology, Volume 4 (2013)
7. Jian Hua Yeh, Fei Jie Joung, Jia Chi Lin, “CDV Index: A Validity Index for Better Clustering

Quality Measurement”, Journal of Computer and Communications, 2014, 2, 163–171 (2014)
8. Chandan JS. Statistics for business and economics. Vikas Publishing House Pvt Ltd. New

Delhi. (2003)
9. McCallum, Andrew, Kamal Nigam, and Lyle H. Ungar. “Efficient clustering of

high-dimensional data sets with application to reference matching.” Proceedings of the sixth
ACM SIGKDD international conference on Knowledge discovery and data mining. ACM,
(2000)

10. Manpreet Kaur, Usvir Kaur, “Comparison between K-mean and Hierarchical Algorithm
Using Query Redirection”, Volume 3, Issue 7, July (2013)

11. Ngai, Eric WT, Li Xiu, and Dorothy CK Chau. “Application of data mining techniques in
customer relationship management: A literature review and classification.” Expert systems
with applications 36.2 2592–2602 (2009)

Statistical Analysis Using Data Mining … 721

http://rchiips.org/nfhs/nfhs4.shtml
http://dx.doi.org/10.1109/confluence.2016.7508127


Traversal-Based Ordering of Arc–Node
Topological Dataset of Sewer Network

Ankita Gupta, Vikram Singh and Gaurav Raj

Abstract Stream ordering and analysis of tree networks are necessary for under-
standing graph data structures. The idea of stream ordering finds its base in
hydrology and open networks. Large dataset representations of such networks are
difficult to process for analysis. In this paper, the stream ordering concept has been
extended to a general class of structures characterized by open network semantics.
A new algorithm has been proposed for analyzing tree networks and hierarchal
subdivision of network segments through traversal, with minimal and generic
computation over Arc–Node topological data sets. The algorithm has been imple-
mented as a case study for understanding the complexity and calculation of man-
hole invert levels of sewer network of wastewater utility in the capital city of Delhi.

Keywords Arc–node ⋅ Algorithm ⋅ GIS ⋅ Stream ordering
Traversal

1 Introduction

GIS literature is vast due to the broad variety of domains that utilize geographic
data. This data is collected through primary and secondary geographic data capture
techniques [1]. Arc–Node topology is a common model for analyzing geospatial
data for a system of networks. The captured data is voluminous and unintelligible
without mapping and analytical processing.
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GIS applications are quite large; apparently, most work is done in the field of
river basin hydrology and natural hydrology. Stream ordering approaches are used
to build, analyze and understand the complexity of such networks by stratification
into hierarchy of classes or orders [2]. Various strategies of ordering drainage
systems like Horton [3], Scheideggar, Shreve (1967) [4], and Strahler [5] have been
devised for this classification [6]. This paper deals with an approach inclined
towards developing an algorithm and analytical understanding of data sets dealing
with topographical networks by extending the principles of natural hydrology to
analyze general class of networks such as stormwater systems, wastewater net-
works, social networks, L-Systems. This generalized strategy may be applied for a
critical understanding of complexity and fault detection in any data set pertaining to
similar networks.

A case study data set is used to illustrate the network analysis using the
developed algorithm. A small abstract dataset pertaining to wastewater network
from the city of New Delhi is collected through primary geographic data capture
techniques and is modeled using ArcGIS software. The algorithm helps define to a
corollary between the hydrology streaming principles and manmade wastewater
networks. Computation of node-based values (e.g., invert levels of manholes)
becomes feasible through digital calculations and traversal methods.

2 Literature Review

Various implementations of stream ordering have been devised. Some common
methods include breadth-first search of tree structures and naming streams in post
order (implemented in QGIS, ArcGIS software [7]). Other methods include pruning
of networks to the parent nodes and assigning orders at each level of pruning.
Another approach devised by Gido Langen [2] that uses structured query language
for ordering prerequisites upstream/downstream data, thus limiting the application
to hydrology domain. While these approaches are suitable for small networks,
highly branched and sophisticated networks can reduce the efficiency of compu-
tation in terms of space and time complexity [8].

Algorithms that store tree structures using linked lists/adjacency matrices require
extrinsic data structures for computation which is unfeasible for large networks [9].
Spiral traversal-based system [10] implemented by Mohan P. Pradhan et al. focuses
on raster scanning of skeleton structure of the network. Thus arc–node topology
generalize the data for varied applications, hence a generalized algorithm for
complexity analysis can have varied uses too.
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3 Methodology

3.1 Prerequisites

Any network data serving as input data for this following algorithm implementation
should be fully structured and modeled in terms of topology. Each dataset entry
should be uniquely identified with Arc_ID, from_node, to_node along with other
related attributes. The network can be divergent whereas circular networks are not
permissible.

3.2 Dataset

Dataset must be composed of Arc Table (attributes: Arc_ID, from_node, to_node)
and Node Table (Node_Number) respectively. Dataset used here consists of
wastewater network comprising of pipelines and manholes in Excel format. Every
pipeline is denoted by an Arc and a unique Arc_ID, while every manhole is rep-
resented by a node identified by unique Node Number that connects one arc to
another (Fig. 1).

Other attributes corresponding to pipeline data set are diameter of every pipeline
(in millimeters) and length of every pipeline (in meters). In manhole dataset
(Node_Table) ground level, the manhole (calculated from mean sea level in meters)
is taken as one of the node attributes. Invert level of manholes will be computed
using the algorithm. The network is highly branched and spread over the entire
geographical area. The dataset can be manually collected and adjusted as per the
topological requirements. Here the data is exported from ArcGIS tool under the
prescribed format.

3.3 Data Structure Employed

The algorithm can be executed on Excel file itself with each cell serving a
numerical value for the computation. Apart from this, the entire data can be stored
in arrays for faster computation. No extrinsic data structures are used for this
method. The sample network is represented in two tables: Arc and Node (Table 1).

The stream order number is stored with incremental flag values of traversal for
different orders of the stream.

ARC_ID From_Node To_Node Node_Number

Fig. 1 Arc table and node table attributes respectively
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3.4 Conceptual Modeling

This algorithm uses iterative cycles of traversal from most branched endings of
network toward the parent source node. A parent source node is given as input to
the algorithm along with the data set. Each traversal cycle initiates from the den-
dritic end of the network and traces the upward path of stream to the closest
encountered junction in the network. The path so traversed is classified as lowest
order of stream. After traversal, the traversed paths can be neglected from the
network and new dendritic ends of the network are exposed for the next iteration of
procedure. With every iteration, the ordering of the traversed stream is incremented

Table 1 a Arc table and
b node table of dataset
respectively

a
Arc_ID From_Node To_Node Length Diameter

1 1 2 14.75 150
2 3 4 16.72 150
3 5 3 15.11 150
4 2 6 18.92 150
5 7 8 14.78 230
6 9 10 15.11 230
7 11 9 17.56 150
8 6 12 18.0 150
9 13 7 15.76 230
10 14 5 15.90 230
11 15 11 16.0 150

12 12 15 17.01 150
13 16 16 18.0 150
14 17 19 14.78 230
15 18 20 15.25 230
b
Node number Node count Ground level Invert level

1 1 217 0.0
2 1 217 0.0
3 1 217 0.0
4 2 217 0.0
5 2 218 0.0
6 2 217 0.0
7 1 218 0.0
8 1 217 0.0

10 2 217 0.0
11 2 217 0.0
12 2 218 0.0
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as per the stream ordering system employed. The process terminates when the
source parent node is encountered.

3.5 Automation Rules

The Arc and Node relationship defines the entire network and the location of
particular Arc and it semantics in respect to other segments depends on the location
of Node’s geographical coordinates. Hence, these semantics of Arc’s can be
translated onto the nodes that connect these arcs through an index defined as
Frequency/Count.

Frequency

The frequency of a particular node can be defined as the number of arcs that
connect to the given node. Theoretically, it can be calculated by counting the
segments that associate with a node by either originating or terminating at a par-
ticular node.

Any node can serve either of the two profiles to the network:

End Node—End nodes initiate an arc but no arc terminates at these nodes, in other
words, these are free ends of the network.

Junction Node—Junction nodes initiate a higher order arc as well as terminates a
lower order arc, in other words, these nodes are the bounded nodes of the network.

The frequency of each node can be associated with this profile by the following
rules.

Rule 1—For any iteration i, every corresponding End Node has frequency 1 and
for any iteration, the corresponding Junction node has frequency > 1.

If N = set of all nodes of node table
Ni = node with frequency i

for iteration i, ∀ End Node= n1; ∀ n ε N
for iteration i, ∀ Junction Node= nk; k> 1, ∀ n ε N

The frequency of a node can be experimentally calculated by finding the number
of occurrences of the node under from-node AND to-node columns. A separate
entry for the frequency is appended in the Node Table.

Rule 2—Every path defined starting from node with frequency 1 and terminating
at frequency > 2 forms a traversal stream.

Rule 2 is implemented iteratively where all the paths satisfying the given con-
ditions are traversed in a particular traversal. Hence, all these traversed paths have
same stream orders greater than the orders assigned in previous iterations. Also, this
traversal strategy allows calculation of node attributes that are cumulative and
dependent on previous node values (e.g., invert levels of a node in this case).
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Rule 3—After every traversal, frequency counts of visited nodes is decremented
to 0; while the terminating nodes are decremented by 1.

for iteration i, Nk →N0; ∀ ðNk ε NÞ∩ ði < = 2Þ
for iteration i, Nk →Nk− 1; ∀ ðNk ε NÞ∩ ði > 2Þ

This rule helps to eliminate the traversed network from consideration in further
traversals (Figs. 2, 3 and 4).

Rule 4—The number of iterations gives the order of network and the number of
Iterations terminates when a traversal stream encounters the source node.

Order of Network= number of iterations = i

This rule terminates the process of iterations and is also useful in the determi-
nation of faulty networks and hanging structures within the network.

Identification of Faulty Networks and Loops
Certain parts of the network can be disjoint from the majority part in which case a
traversal stream that initiates from the node with frequency 1 again encounters a
node with frequency 1. Such a structure can be identified with necessary high-
lighting in the network. The algorithm does not traverse loops, hence loops remain
part of un-traversed network at the end of execution of the algorithm.

Fig. 2 Frequency of end
node

Fig. 3 Frequency of junction
node

Fig. 4 A traversal stream from node 16 to node 19

728 A. Gupta et al.



4 Algorithm

The algorithm reads through to-node and from-node data values and the corre-
sponding frequency values from the node table to traverse the entire network.

A node N with frequency i is denoted as Ni. Ns is the parent source node of
network. Index[N] denotes the frequency of node N. The initial stream order for all
segments is 0. Every iteration generates a new set of Index denoted by New_Index
that serves for the next iteration. The pseudocode for the algorithm is given as
follows:

Order(Arc Table, Node Table, Ns)

i=1
Order: do
{ 

do{
Search for Node N1
{ N=N1 

New_Index[N]=0
do {  

Search  node N in Arc 
Table where stream order=0

if(N € to-Node)
{e=read corresponding 

from - Node Value}
else if(N € from-Node)

{e=read corresponding to-
Node Value}

Set stream order for N=i

N=e; 
if ( Index [e] ==1 && e!=Ns ) 
{ Network fault; highlight N,e;}

else if ( Index [e] ==2 ) 
{ New_Index [e] =0

else if (Index[e] > 2)
{ break;}

else
   { break Order; }           

} 
while ( Index [e] ==2 )

New_Index [e] =Index [e]-1
 } 
while( Node N1 exists)

i++; 
Index=New_Index; 

 } 

The algorithm does not account for closed loops in the networks as these loops
do not exist in tree structures. This traversal-cum-ordering approach focuses pri-
marily on the classification of the network instead of ordering. Since entire network
is traversed in any case, all ordering strategies (Strahler, Horton, and Shreve) can be
implemented using this algorithm irrespective of logic of stream ordering.

Complexity analysis

The above algorithm is certainly more efficient in terms of space complexity than
other algorithms involving breadth-first search, since it requires a declaration of
adjacency matrix as input parameter having space complexity equal to O(n2) [11].
For larger datasets, this amount of space is not feasible for computation. Further, it
is an enhancement over the method proposed by Gido Langen [2] as it does not
require flow direction for stream ordering.
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Since the input is in the form of number of nodes n, the complexity can be
analyzed in terms of n. Since tree networks are minimal graphs, for n number of
nodes there exists (n – 1) arcs in Arc Table. The searching algorithms employed in
traversal can be linear/binary search. The complexity of algorithm can be reduced
by using binary search for finding Ni item in Node table with n Nodes. Complexity
of Binary search for n inputs is given by

Time complexity of Binary Search=O log2nð Þ. ð1Þ

For searching items in Arc_Table with n – 1 items, we use linear search whose
complexity is given by

Time complexity of Linear Search=O n− 1ð Þ. ð2Þ

Since for traversal each node is searched and accessed once in the
Arc_Table and once in the node table. The search in the Arc_Table is linear search
since conditions checks all occurrences of a particular node in the table, while
searching the respective node in Node_Table is implemented by binary search since
node values are recorded in ascending order. For network with n nodes, the time
complexity can be given by

Time complexity=O n log n+ n− 1ð Þð Þð Þ
=O n ⋅ log n+ n2 − n

� �

=O n2
� �

.

5 Implementation

The data set comprises of about 1500 record sets in Arc Table relating to sewer
network of wastewater utility of capital city of Delhi.

5.1 Problem Statement

The efficiency of municipal sewer network can be ascertained by developing
hydraulic model of the network. The exercise becomes more complex in case of
evaluation for as-build networks since it requires mapping the pipe layout and
invert levels of the manholes.

The GIS tools are effectively utilized for the layout mappings. However, the
measurements of inverts levels by field surveys are not always feasible as the
opening of large numbers of manholes is a cumbersome exercise. There is a need to
identify other feasible approaches to determine invert levels by using graph
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computation theories. The sewer networks based on gravity flow are essentially
open networks comprising of tree structures. The data required for analysis and
modeling of the network can easily be generated by use of network traversal.

Each pipeline segment is laid at a particular slope with the horizontal ground that
depends on the diameter of the pipe segment. For instance, for a pipe segment of
diameter 250 mm the ratio of depth to length is 1:190. Using these calculated depth
values for each segment during traversal the invert levels of each manhole can be
calculated.

5.2 Implementation Process

The algorithm here is used for implementing Strahler Ordering of the network.
Implementation requires following steps (Fig. 5).

Fig. 5 Flowchart of process
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5.3 Observation

See Figs. 6 and 7.

Fig. 6 a Network traversal after first-level ordering. b Network traversal after second-level
ordering. c Network traversal after third-level ordering. d Network traversal after fourth-level
ordering. e Network traversal after fifth-level ordering
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5.4 Result

The network is analyzed for its complexity using the proposed algorithm and invert
levels are calculated as per the relationships between length and diameters of
pipeline segments. The subdivision of segments obtained is as follows (Table 2).

Figure 8 shows the distribution of manhole depths with calculated Strahler
orders. The graph shows a linear increase in the depths with increasing orders.

Fig. 7 Invert levels calculated for nodes. The invert levels of manholes are computed as below

Table 2 Distribution of
segments according to order

Order Number of segments Average depth (in meter)

1 972 1.320
2 355 2.326
3 121 2.377
4 84 3.193
5 18 3.685
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6 Future Work

The maintenance workload distribution for labor can be managed efficiently with
the categorization of manholes. Further analysis of network efficiency and the
probability of system failures and blockage can be predicted using this traversal as a
future scope.
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