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Abstract Typing pattern is a behavioral trait of user that is simple, less costly, and
workable at any place having only computing device. In this paper, n-graph typing
signature is built during user profiling based on keyboard usage pattern. The main
aim of this paper is to increase inclusion of number of typing features (both temporal
and global) during decision generation and to simplify the procedure of consid-
ering missing typing patterns (various monographs, digraphs, etc), which are not
enrolled before. A modular classification model collection–storage–analysis (CSA)
is designed to identify user. Typing signature becomes adaptive in nature through
learning from environment. Module 1 is used for pattern acquisition and process-
ing, and module 2 is used for storage, whereas module 3 is used for analysis. Final
decision is generated on the basis of evaluated match score and enrolled global
parameters. Proposed CSA model is capable to reduce space and time overhead in
terms of dynamic pattern acquisition and storage without using any approximation
method. A customized editor HCI is designed for physical key-based devices to build
our own data set. Proposed CSA model can classify typing signature of valid and
invalid user without incurring high overhead.
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1 Introduction

In order to control resource access effectively, reliable identity verification mecha-
nism needs to be used. User identity based on biometric features is more efficient
than use of only password. Biometric techniques provide a solution to ensure that
the desired services are accessed only by a legitimate user and no one else. The
main reason behind high reliability of biometric features to represent user’s identity
compared to many other traditional mechanisms is that it cannot be stolen like pass-
word. Trustworthiness of low cost password-based authentication can be increased
by analyzing typing pattern of users. It is a behavioral nature which can be captured
by the way individual types on a keyboard.

Several studies [1, 2] show that individual’s typing patterns are stored as template
and can be effectively used for identification. Timing vectors are mainly used to
classify patterns as valid or invalid.

Various features extracted from typing events can be divided into temporal features
and global features. Temporal features represent timing data for typing of specific
key. These features are calculated based on the time stamps when the key is pressed
and released. Global features refer to typing pattern of the user, such as frequency of
errors, frequency of using control keys such as caps lock, num lock, shift, alt (e.g.,
left or right), overall typing speed. It is cheaper to implement than other biometrics as
no additional pattern acquisition device is required. Typing pattern can be classified
as fixed [3] and free [4]. Fixed pattern is based on pre-defined content, which makes
it more prone to forgeries. On the other hand, free pattern [5] is based on random
typing on keyboard, which makes it more challenging for user profile creation.

This work is extended version of one of our previous works [6] on modular clas-
sification model to validate typing signature pattern [7]. This paper considers both
fixed and free and long and short patterns. The major contribution of this work is
to use the concept of wildcard character (‘*’) for n-graph (where n = 1, 2, 3,…, m)
creation during feature processing at module 1. Average key latencies are extracted
from frequently used n-graphs (grouped on the basis of wildcard character) to deal
with the n-graphswhich are not available during enrollment. Use of generalizedwild-
card character-based n-graph for used patterns (patterns which are frequently used)
enhances flexibility. Wildcard characters also reduce the sparse entries of template to
improve performance of a classification model. Here, several global features (typing
length, frequency, and count of using different types of patterns) are also considered
during decision generation as outer layer of pattern matching along with temporal
features (key time, typing duration, time per key pressed, typing speed for both fixed
and free patterns) to enhance accuracy of classification model. Here, typing patterns
are collected through HCI interface.
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The remaining part of this paper is structured as follows: Section 2 presents
a survey of some well-known research works on this domain. Section 3 presents
research gap analysis, Sect. 4 introduces proposed classification model to validate
typing signature for user identity verification, and Sect. 5 presents the analysis part.
Finally, Sect. 6 concludes the paper.

2 Literature Survey

In general, keystroke analysis [8–10] is based on the traditional statistical analysis
or pattern recognition techniques. Drawbacks of both neural networks and statisti-
cal methods in terms of search times are identified. It is claimed that performance
of keystroke-based authentication [11] is better than vein pattern recognition and is
similar to fingerprint and voice recognition for Internet-based authentication. Sev-
eral classifiers are used with the trade-off between computation and performance.
In this paper, only standard keyboard is considered for user data inputs as in the
works [10, 12, 13]. There are several works on keystroke authentication based on
either fixed text or free text. Users can be identified using either one-time verification
or multi-time verification (continuous or periodic mode). In [14], key press interval
is taken as a signature identifier. Implementation is platform-independent and does
not require excessive computational power. However, this logic deals with fixed text,
and data are statistically analyzed to determine keystroke patterns.

Ahmed et al. [5] proposed a free-text keystroke dynamics-based authentication,
where raw data (flight time for digraph, dwell time for monograph) are collected,
processed, and converted to digraph andmonograph formats by using approximation
method to consider missing patterns during enrollment. To illustrate the concept, we
have briefly presented the procedure of digraph approximation for missing digraph.

Average flight times are computed for the digraphs ending with given characters.
Digraph key orders are computed by sorting average flight times.
Missing digraphs are estimated using digraph key order and considered as input

of digraph neural network.
Outliers are removed from monograph and digraph sets during enrollment by

Pierce’s condition. After removing outlier, they are passed through sorting modules,
which process data and calculate mapping tables for future use as a part of the
signature. Missing digraphs need to be approximated by calculating average flight
times for all the digraphs in the provided sample. User behavior for monographs is a
2-D relation between key order and its dwell time. Weights of the trained networks
are also considered as a part of user’s signature.

Sometimes, nature of variations betweenmultiple valid keystroke entries contains
sufficient discriminatory information to improve keystroke authentication [9]. Varia-
tion in typing sequences is independent of typing proficiency unlike other parameters.
Variations in the event sequences decrease significantly, if users are familiar with typ-
ing of a specific string. Collected raw data including pressed key, time stamps of the
key events, IP address, browser type, date and time of submission are submitted to the
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back-end server. Any key can be typed for 12-character-long password having format
of “SUUDLLLLDUUS”, where S is any symbol, U stands for uppercase letters, L
stands for lowercase letters, and D stands for numeric digit. As for example, user
types string “HJealth”, instead of “Health”. One possible event sequence for this is
{RSdHduRSu, LSd, J, LSu, BKdu, edu, adu, ldu, tdu, hdu}. Here, use of either right
shift (RS) key or left shift (LS) key to type uppercase letters results into multiple
events. Sliding window technique is considered on each subject pair to calculate the
percentage of unique event sequences.

Users’ typing patterns are also continuously monitored for authentication [10].
To reduce dimensionality, a feature vector is extracted from each input stream of
keystrokes (session) and digraphs are clustered based on the temporal features.
Although digraphs and their corresponding interval times are analyzed, authors
claimed that it can work well with any n-graph and their temporal features as well
as with any classification algorithm. This clustering logic shows better performance
than k-means algorithm. Optimal number of n-graphs is required for cluster forma-
tion to show accuracy.

It is observed from the above study that larger sample size gives rise to better
accuracy in case of free-text authentication [15]. However, shorter enrollment period
is better suited for the security perspective. Major requirement of keystroke accuracy
is to include greater number of participants and collect multiple samples for a long
period of time. It is found that if users are unable to log in, or accepted at low rate, their
keystroke patterns are inconsistent in nature, which may increase false detection.

3 Research Gap Analysis

According to the literature survey [5, 8–10], a few generalized issues are identified
to draw more attention of the researchers.

Most of the keystroke-based authentication procedures consider only the temporal
parameters like dwell time and flight time from the users’ typing patterns, which
may vary with time and are not capable to produce accurate result. There are still
few works that also consider global parameters such as typing sequences, count
of errors during typing, habit of typing, stylometry to increase reliability of users’
typing profile. Accurate authentication is guaranteed through use of larger sample
size, which is not always available. Run-time verification of random typing patterns
still remains an open research issue.

Although there are several works which can be used as a base of future research,
we have found Ahmed et al.’s [5] work more interesting. It is considered as a base
of our research work from the perspective of dynamic pattern collection and storage
as they have provided a solution on:

How to match typing features of monographs and digraphs of a user during
verification, which were missing during enrollment?

A few issues addressed by Ahmed et al. are considered here as background of our
research work. In Ahmed et al. [5] work:
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• Limitations of enrollment process are removed by approximation technique known
as sorted time mapping (STM). Only flight time is considered for digraph approx-
imation, and dwell time is considered for monograph approximation. Missing
digraphs are approximated by calculating average flight times, and monographs
are considered as a 2-D relation between key order and its dwell time.

• Separate mapping tables need to be generated and stored, and separate neural
network classifier models need to be designed for each type of mapping table.

• Samples are passed through sorting modules before generation of mapping tables.
• Outliers are removed by Peirce’s criterion based on statistical analysis of the Gaus-
sian distribution without depending on collected samples.

Therefore, it can be said that Ahmed et al. proposed a flexible and adaptive logic,
which may give rise to computation-intensive procedures that need to be simplified.

3.1 Problem Statement

On the basis of background of ourwork,we can state our research problem as follows:
How to analyze random typing patterns without maintaining separate templates

and separate classification models for different graphs (digraphs, monographs, etc)
alongwithminimizing computational overhead in terms of space and time and reduc-
ing the probability of false detection of typing signature without using approximation
method?

3.2 Scope of Work

Scope of our research work can be summarized as follows:

• To consider generalized n-graph signature instead of considering monograph sig-
nature and digraph signature separately.

• To include more typing features (both temporal and global) of users.
• To reduce computational complexity in terms of space and time overhead for
pattern acquisition and storage.

• To increase reliability of outlier detection based on collected pattern.
• To include simple normalization procedure.
• To design efficient classifier to identify valid or invalid user based on typing sig-
nature patterns.
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4 Proposed Model

Our objective is to design a modular classification model, which can classify valid
and invalid typing signature of users based on random typing patterns [6, 16] to ensure
flexibility, reduce requirements of storage space and processing time. Thismodel uses
typing pattern as input and produces a decision based on pattern matching. Typing
signatures are created using temporal parameters of typing patterns and weight of
networkmodel used by classifier. Classificationmodel is activated during enrollment
phase and verification phase. Enrollment phase includes data acquisition, feature
extraction, template generation, storage, and learning. Verification phase is further
divided into pattern matching and decision making. Terminologies used in this paper
are presented in Table 1.

4.1 Typing Signature Classification Model

Typing signature classificationmodel CSA includes module 1 (C) for collecting data,
module 2 (S) for storage, andmodule 3(A) for analysis. CSAmodel is designed based
on both functional (F) and non-functional (NF) requirements. F has higher priority
compared to NF. F includes identity verification, whereas NF includes anomaly
detection (classification between human and bot to avoid synthetic forgeries [17]).
Identity verification includes two subclasses: distinction class (1: m verification,
where n = m) and authentication class (1: 2 verification, where n = 2). Outputs of

Table 1 Terminologies

Terminologies Meaning

Match score generator Considers classifier output, average deviation, threshold, biasness to
generate match score

Decision maker Checks match score and relevant temporal and global parameters to
check if claimed user is an authentic user or not

Pin Number of processing unit in input layer is set to number of selected
features of timing vectors

Pout Number of processing unit in output layer is set to 1, because the
output is known, i.e., either valid (1) or invalid (0)

Phi Number of processing unit in hidden layer is set to (Pin + Pout)/2

α learning_factor

� adjust_factor

wtdiff Difference in weight update

th_err threshold_error

th_success threshold_success

nodeinput Number of input nodes
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Fig. 1 Three modules of CSA model

classification model are categorized into two classes: valid class and invalid class.
Valid class is used to check whether user is claimed one or not (authentication needs
to check only profile of claimed user) and whether user is enrolled before or not (dis-
tinction needs to check all the profiles enrolled before). Invalid classmay include user
not possessing claimed identity (having no malicious intension), imposters (having
malicious intension), bots (valid user’s profile is generated to behave as valid user
artificially). Figure 1 represents three modules of CSA model.

Typing signature classification model includes two tuples: {key-
board_typing_signature, add_feature}. Reference signature includes user-id,
template vectors of frequently used typing patterns (used patterns), neural network
weight. Typing patterns can be updated with time based on feedback path of clas-
sification model. Network weights are updated through learning phase. add_feature
includes several temporal (which are not included for signature generation) and
global features required during decision generation. Typing pattern classification
is defined as a model having the following tuples: {fixed pattern, free pattern,
long pattern, short pattern, temporal features, global features}. It is the example of
multi-feature model. It is assumed that CSA model blocks any user for that time
after two consecutive invalid attempts. Modules of our classification model are
presented below.
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Fig. 2 Temporal data of keystroke for n-graph where n = 2

Module 1 is used for raw data collection, feature selection, and feature extraction.
Any character of the keyboard can be typed. Application collects and submits the
following information keys pressed and time stamps of the key events, date and
time of submission, device-id, IP address. Raw data include key code, time stamp,
time interval (KDKD (key-down, key-down), KUKU (key-up, key-up), KDKU (key-
down, key-up), KUKD (key-up, key-down)). Time interval data of keystroke analysis
(in milliseconds) are considered for n-graph. Figure 2 represents keystroke data for
n-graph where n = 2.

• KDKU—Time gap between key press and key release (dwell time).
• KUKD—Time gap between release of previous key and press of next key (flight
time).

• KDKD—Time gap between two successive key presses.
• KUKU—Time gap between two successive key releases.
• Key time—Time gap between key press of first key and key release of last key of
n-graph.

• Average key time—Average of key times of n-graph.
• Average key latency—Average of all average key times of all same categories
n-graph.

Typing patterns are classified into two categories: used patterns and rare patterns.
Used pattern includes alphabet keys, whereas numeric and special characters are
considered as rare patterns. Typing speed is calculated from the length of a string
divided by key latency. Other parameters are count of pressing backspace, probability
of using shift key or caps lock. It considers user’s habit to type a sequence of string
among all available possibilities; e.g., to type “Health”, one typing sequence is
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Table 2 Sample data during feature extraction

n-graphs (number of keys) From key code To key code Key latency (ms)

and (3) 97 100 40

A (1) 15 15 20

is (2) 105 115 33

Table 3 Processed sample data

From key code To key code n-graph Key time (ms)

97 100 a*d and (3)
around (1)
acid (4)

• T1
• T2
• T3

Table 4 Reduced sample data

From key code To key code String (n-graph) Average key time (ms)

97 100 a*d (T1 + T2 + T3)/3

<shiftdown, hdown, hup, shiftup, edown, eup, adown, aup, ldown, lup, tdown, tup,
hdown, hup>. There are various other combinations to type it. User’s sample feature
vector is presented in Table 2.

In the proposed logic, concept of wildcard character is used. n-graph-based logic
considers “from key” and “to key” of any string. As for example, average key latency
of A-A (monograph) and average key latency of a-d (digraph, n-graph) are consid-
ered. n-graph uses concept of wildcard character, i.e., where string is “a*d”, ‘*’ is
wildcard character, starting character is ‘a’, and ending character is ‘d’, and the key
time (kt) is calculated by considering time difference between first key and last key
of n-graph, divided by n number of strings included within “a*d”. Key latency (kl)
sums up all available average key time (akt) of a specific wildcard character-based
n-graph. Average key latency (akl) is used to reduce the size of the sample, which is
a major requirement to transmit data in client–server environment. The concept of
extracted feature is given in Tables 3 and 4.
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Module 2 is used for cluster formation from sample data, outlier detection (noisy
data removal), normalization, template generation, and storage. This module is used
for grouping filtered data to reduce sample size and to make searching faster. There
are two major differences of proposed cluster formation with k-means algorithm.
The first is that the number of clusters does not need to be specified in advance in this
approach. The second is that indexing is used to reduce time complexity of k-means
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[18] algorithm. Index database is used to search the location of a sample in a faster
way. Clusterization of user’s data is based on temporal information of used and rare
patterns. Each cluster is partitioned into subclusters according to number of typable
characters within a string. Intra-cluster difference (difference between a centroid
and the sample data) and inter-cluster difference (difference between centroids of
two clusters) are calculated to differentiate between valid and invalid data samples.
Intra is used to measure the compactness of the clusters. Inter is used to measure the
separation of the clusters. The logic of cluster formation is presented below.

Outliers of the extracted features are detected to remove noisy data during cluster
formation at module 2 by distant outlier detection logic presented below.
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Outlier set includes any pt, which is not included within any cluster, which is
included in more than one cluster, which is on the boundary of the cluster. Outlier
removal technique proposed in [8] is simplified here by using standard deviation
method to remove noisy data during cluster formation.

Template is generated from the clustered data. There are several clusters formed to
record user’s typing patterns. Template stores the keystroke signatures of a user. Tem-
poral data of used patterns of keystroke (alphabets) are normally used for template
generation. Single template for each user that enables proposed logic to distinguish
between legitimate user and impostor with minimum rate of error is considered. A
52× 52matrix is formed to represent time delay to press a key or time delay between
two keys. Both upper case and lower case characters are considered. Diagonal ele-
ments represent monographs, and non-diagonal elements represent digraphs. Sparse
entries are discarded to reduce template size, and frequently used n-graphs (mono-
graphs and digraphs) are considered during data normalization. kli,j represents here
average key latency for monographs, digraphs as well as n-graphs. Sample template
in matrix format is provided in Fig. 3.

Each cell of the template matrix contains key latency. In matrix, the common cell
between A and M includes average of all time latency of n-graphs whose starting
character is ‘A’ and ending character is ‘M’. Template is generated in such a way so
that size of the template is reduced. Data are normalized and changed into a form
recognizable by module 3 classifier. Data normalization logic is presented below
using MinMax [19] logic.
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Fig. 3 Template format

To reduce complexity, mean value of timing vectors is considered here within the
range of [0.0, 1.0]. For this reason, minvalnew is set to 0.0 and maxvalnew is set to 1.0.

Module 3 is used for training and testing of data sets. User’s reference signature
results from timing data of n-graph and theweights of the trained neural networkwith
backpropagation (N2BP). Training configuration includes number of layers (input,
hidden, output), activation function (sigmoid function), initial weight, termination
condition. N2BP is trained with normalized data generated from module 2. During
validation, collected input patterns are transmitted to pre-learned N2BP. Training
logic is presented below.
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Error data at the output layer are backpropagated to the earlier ones, allowing
incomingweights to be updated until all trainingdata havebeenused.Timingvector is
taken as an input, comparing the current outputwith the target output and adjusting the
weight values according to the backpropagation algorithm.Once the learning process
completes, testing phase is activated to check whether the input pattern matches with
previously stored template data of claimed user. N2BP model updates repeatedly
until error is reduced to negligible amount. The verification logic is presented below.
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N2BP model may not generate exactly 0 or 1 for using sigmoid function. If
allowable tolerance level of N2BP model <= 0.1, it is treated as 0, and if it is >=to
0.9, it is equal to 1. If testing of data for N2BP model results within 0 and 1, then
testing data is treated as valid (1); otherwise, it is treated as invalid (0). Match logic
evaluates score only on the basis of classification accuracy, average key latency,
average deviation, weight, and biasness of the network.

Average deviation [6, 16] for n-graph is calculated as follows:

�ngraph = difference (RSKLi, kli,N, 100)

where N is the total number of data set, kli is the key latency for the ith sample
in user’s session, RSKLi is resulting from claimed user’s n-graph neural network
model. Average deviation represents similarity in user’s behavior in a session to the
valid user’s behavior. Lower number represents high similarity to ensure that session
belongs to the same user. Match score is calculated as follows:

match_score = 1, if m is <= th,

where m = � × b, and bis biasness, this threshold

= 0 otherwise
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Table 5 Fixed pattern: .tie5Roanl (10-graph)

uid Session From
key
code

To key
code

n-
graph

Typing gap (in second) Character per second
(cps)

u1 s1 48 108 10 (Absolute value of KD
of ‘.’-KU of ‘l’)/10-3

Typing gap/number of
characters

Decision logic finally takes the decision based onmatch score and relevant features
including parameters such as rare data pattern, user nature of typing to verify claimed
identity.

5 Performance Analysis

Performance of proposedwork is analyzed inMATLABR2012b.At present, analysis
is done in laboratory environment [20–22].QWERTYkeyboard is considered for data
collection through Windows API. All the participants use same HP laptop (2.4 GHz
Pentium 4 processor, with 2 GB of RAM, and running Windows 7 (64 bits)).

In order to analyze the proposed method, data are collected locally through user-
friendly interface. Typing events are collected from QWERTY keyboard through
Windows API. Besides considering popularly used parameters like true acceptance
rate (TAR), true rejection rate (TRR), false acceptance rate (FAR), false rejection rate
(FRR), equal error rate (EER), and accuracy, we have considered here parameters
like failure to capture (FTC), average false acceptance, average false rejection.

5.1 Analysis of the Collected Data

Fixed texts are treated as a password. Two passwords can be used alternatively: (i)
.tie5Roanl (10-graph) and (ii) try4-mbs (8-graph). Another fixed pattern is used as
optional pass code:—a quick brown fox jumps over the lazy dog:—containing all 26
alphabets (used pattern). Free texts are collected from users as they type sample text
within 100–150 words. It can vary from user to user. Common texts are considered
to differentiate between two users (inter-variance), whereas uncommon texts are
considered to analyze typing pattern of the same user (intra-variance) (Tables 5 and
6).
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Table 6 Fixed pattern: try4-mbs (8-graph)

uid Session From
key
code

To key
code

n-
graph

Typing gap (in second) Character per second
(cps)

u1 s2 116 115 8 Absolute value of KD of
‘t’ -KU of ‘s’)/10-3

typing gap/number of
characters

Table 7 Temporal data of free text of uid AB for session starts at 1:24:31 AM

Key Key code Key event time (ms)

I 73 22746326.54

space 32 22746326.70

a 97 22746326.94

m 109 22746327.16

space 32 22746327.31

a 97 22746327.45

space 32 22746327.63

d 100 22746327.78

o 111 22746327.92

c 99 22746330.23

t 116 22746330.55

o 111 22746330.85

r 114 22746331.14

46 22746331.42

Table 8 Data of different users for fixed text and free text

uid Fixed text
typing
duration

Time
per key
pressed
for
fixed
text

Length
of free
text

Free-
text
typing
dura-
tion

Time per key pressed
for free text

Free-text typing speed

AB 14 1.4 69 93 1.34782608695652 0.741935483870968

PB 8 1 67 74 1.1044776119403 0.905405405405405

AD 5 0.625 85 69 0.811764705882353 1.23188405797101

MP 14 1.75 71 146 2.05633802816901 0.486301369863014

MB 16 1.6 68 192 2.82352941176471 0.354166666666667

Tables 7, 8, and 9 represent raw data collected from different users at module 1.
In typing signature analysis, there is a probability of failures during data acquisi-

tion. These failures are due to (i) users who want to type faster than their ability, (ii)
users who are disturbed by the environment, (iii) users who know that their typing
times are being saved, (iv) users who may not be familiar with using the keyboard.
Failure to capture (FTC) can be calculated from erroneous captures and a total num-
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Table 9 Typing patterns of different users (global parameters)

uid Used patterns Alphabets Shift Space Rare patterns

AB 53 53 4 13 3

PB 154 144 12 34 12

AD 147 139 13 33 16

MP 49 49 0 12 2

MB 199 181 19 45 20

Fig. 4 Total keystroke versus erroneous capture of keystroke

Table 10 Free-text sample entry

n-graph Common
string

From key
code

To key code Average key latency (ms)

User 1 User 2

3 AND 65 100 12.5 20.1

ber of keystrokes. FTC in the proposed work is low, as there is less requirement of
typing fixed text. It reduces the probability of mistakes. User can type text freely
and can use any key of the keyboard during entire session. Figure 4 represents plot
of total keystroke and erroneous capture. FTC for user 1 (erroneous capture1) is
found to be 0.2, whereas FTC for user 2 (erroneous capture2) and user 3 (erroneous
capture3) is 0.155 and 0.15, respectively. FTC of user 1 is analyzed for general fixed
text-based authentication, whereas FTC of user 2 and user 3 is analyzed according
to the proposed work. It shows that FTC rate is around 20% in general, whereas it is
around 15% for our proposed work. It proves that FTC rate is improved in proposed
work.

Sample size includes 35 users. Verification is done 10 times at each threshold
level. Table 10 represents free-text sample entry.

In Fig. 5, average key latency is plotted against five different users for typing the
same strings. Timing data of typing same n-graph vary for five different users.

Average false acceptance and average false rejection are calculated fromTables 11
and 12.

In Fig. 6, trade-off between average false acceptance and average false rejection
is plotted as average false detection against different threshold levels. It shows that
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Fig. 5 Plot of average key latency for same n-graphs

Table 11 Average false acceptance and false rejection

Threshold Number of invalid users accepted out
of total sample size at different sessions

Number of valid users rejected out of
total sample size at different sessions

5 <12,11,12,11,11,11,11,12,11,12> <0,0,0,0,0,0,0,0,0,0>

10 <10,11,10,9,11,11,10,11,11,11> <0,0,0,1,0,0,1,0,0,0>

15 <9,10,9,8,9,9,8,10,9,9> <0,0,2,1,0,2,0,1,0,0,>

20 <7,8,7,8,9,7,7,8,7,7> <0,0,2,1,2,1,0,0,2,0>

25 <7,7,6,7,6,7,7,6,7,8> <1,3,2,2,0,0,0,0,0,0>

30 <6,6,7,6,6,6,6,6,6,6> <3,0,0,2,3,0,0,0,0,0>

35 <5,5,6,7,5,6,4,5,5,5> <3,0,0,0,0,3,0,3,0,0>

40 <3,4,3,4,4,5,4,3,4,4> <1,3,2,1,0,0,0,2,0,0>

45 <2,3,3,4,2,3,3,3,4,3> <2,1,0,0,1,0,2,3,0,0>

50 <2,3,2,1,3,2,3,2,3,1> <2,0,0,2,0,4,0,0,1,0>

55 <1,2,1,1,2,3,0,1,2,2> <4,0,4,0,0,0,0,1,0,0>

60 <2,1,1,0,0,2,2,1,2,2> <3,2,1,0,0,0,3,0,0,0>

65 <1,0,1,1,0,1,1,2,0,1> <4,0,2,1,0,2,0,0,0,2>

70 <1,0,0,0,1,0,1,1,0,1> <1,3,0,0,4,0,0,2,1,0>

75 <1,0,0,1,1,0,0,0,0,0> <3,0,4,1,0,0,0,0,2,2>

80 <0,0,0,1,0,0,0,1,0,0> <4,2,0,3,0,0,0,3,2,1>

85 <0,0,0,0,0,0,0,0,0,0> <5,4,6,5,4,4,5,4,4,4>

90 <0,0,0,0,0,0,0,0,0,0> <8,9,7,7,8,7,7,7,7,8>

95 <0,0,0,0,0,0,0,0,0,0> <12,12,11,10,12,11,11,12,11,11>

FAR is high and FRR is low when the threshold level is low. However, reverse is true
when the threshold is high (Table 13).

Figure 7 represents comparative analysis of FAR and FRR of the proposed work
at different threshold levels along with FAR and FRR of Ahmed et al. work with
digraph approximation and without approximation method. According to analysis
result, it is seen that proposed model works far better than the work without using
any approximation method and is almost equivalent to approximation method with
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Table 12 Calculation of FAR and FRR

Threshold (%) Average false
acceptance

FAR (%) Average false
rejection

FRR (%)

5 11.26 75.1 0 0.0

10 10.5 70.0 0.15 1.0

15 9.0 60.0 0.6 4.0

20 7.5 50.0 0.75 5.0

25 6.78 45.2 0.752 5.0

30 6.06 40.4 0.768 5.1

35 5.28 35.2 0.918 6.1

40 3.78 25.2 0.927 6.2

45 3.01 20.1 0.93 6.2

50 2.25 15.0 0.966 6.4

55 1.51 10.1 0.976 6.5

60 1.26 8.4 0.982 6.5

65 0.768 5.1 1.07 7.1

70 0.468 3.1 1.08 7.2

75 0.33 2.2 1.22 8.1

80 0.163 1.1 1.5 10.0

85 0 0.0 4.5 30.0

90 0 0.0 7.5 50.0

95 0 0.0 11.26 75.1

Fig. 6 Average false
acceptance and average false
rejection trade-off with
threshold level

less overhead. Sometimes, proposed model even works better than the work using
approximation method.

5.2 Discussion

The proposed work is based on generalized concept of n-graph-based classification
model. Our classification enhances the flexibility compared to existing works [5,
8–10]. There is no requirement of maintaining mapping tables for monographs and
digraphs or modeling the neural network separately [5]. It reduces time and space
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Table 13 Comparative analysis of FAR and FRR

Threshold
(%)

Ahmed et al. (with
digraph approximation)

Ahmed et al. (without
digraph approximation)

Proposed work (without
digraph approximation)

FAR (%) FRR (%) FAR (%) FRR (%) FAR(%)
(approx.)

FRR(%)
(approx.)

5 71.671 0 98 0 75.1 0.0

10 68.443 0 96 0 70.0 1.0

15 56.184 0 84 5 60.0 4.0

20 52.201 0 80 6 50.0 5.0

25 48.291 0 78 8 45.2 5.0

30 44.093 0 65 10 40.4 5.1

35 38.149 0 60 10 35.2 6.1

40 29.021 0 45 10 25.2 6.2

45 19.428 0 35 15 20.1 6.2

50 16.09 0 25 15 15.0 6.4

55 12.162 0 15 30 10.1 6.5

60 7.308 0.082 10 40 8.4 6.5

65 3.851 1.711 9 50 5.1 7.1

70 0.92 1.711 8 50 3.1 7.2

75 0.92 4.82 5 60 2.2 8.1

80 0.0152 6.1 5 60 1.1 10.0

85 0.0152 12.82 3 70 0 30.0

90 0 48.6 2 80 0 50.0

95 0 91 2 90 0 75.1

Fig. 7 Comparative analysis of FAR and FRR at different threshold levels

overhead. As the proposed work is based on the adaptive model of user’s nature, it
updates dynamically according to iterative learning process and enhances the flexi-
bility. Feature extraction calculates average latency of n-graph in a very efficient way
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that reduces the feature set size. Simple clustering technique is used to group similar
data samples in a cluster, where indexing technique is used for each cluster to reduce
search time without enhancing the cost. Sparse entries in template are discarded to
avoid operational complexity of classifiers. It may be discarded when it has no use;
again, it can be added, according to the requirement, which consumes less resource.
Odd data are removed in the simplest way compared to the other existing methods
[5]. Data are normalized using a very simple logic. A reference typing signature of
the user in the proposed model is based on temporal feature vector of user and the
weight of network model, which can efficiently differentiate between two users. In
summary, analysis of proposed model reveals that

• No mapping tables or separate neural network models for monographs and
digraphs.

• Simple clustering technique groups similar data samples, where indexing tech-
nique is used for each cluster to reduce search time.

• Odd data are discarded based on intra-cluster and inter-cluster distance.
• Data are normalized using simple min-max logic.
• Both temporal and global features are considered for decision making.

6 Conclusions

The primary goal of the proposed model is to classify users accurately in a less
complexmanner. This does not introduce any additional costs and needs no additional
hardware except the keyboard that every computer is equippedwith. Dynamic pattern
analysis is still a challenging issue.Theproposedwork focuses on this direction.Here,
user’s typing nature is captured besides considering temporal data of typing patterns.
In module 1, typing patterns of users are recorded as they type short fixed patterns
as well as long free patterns. Thus, the variations in the typing styles of individual
users can be obtained easily. Sparse entries of user templates are reduced by using
the wildcard character, and user’s adaptability is enhanced by feedback path. This
reduces the complexity faced by the classifiers. In module 2, clusters of data samples
are formed and indexing is considered for each cluster for faster searching. Inmodule
3, classifier decision ismergedwith thematch score generator and decision generator,
which enhance the accuracy level.

At a glance, the features of proposed model are as follows:

• Classification model considers temporal as well as global features of both static
and dynamic patterns.

• Wildcard character (‘*’) is used to reduce the problem of matching patterns, which
are not collected before.

• Size of template is reduced, and sparse entries are discarded to avoid processing
overhead of classification model.

• Computation overhead is reduced along with maintaining accuracy for a limited
set of samples in laboratory environment.
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The authors believe that the proposed work could give better performance even in
remote applications such as remote health care. The work is on to study various chal-
lenges in this domain and adjust the solution accordingly, so that it can be considered
for further detailed processing and analysis.

Appendix

HCI User Interface
HCI Editor for Static Pattern Collection

HCI Editor for Dynamic Pattern Collection
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