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Preface

The Fourth International Doctoral Symposium on Applied Computation and
Security Systems (ACSS 2017) took place on March 17–19, 2017, in Patna, India.

University of Calcutta, along with Ca’ Foscari University of Venice, Bialystok
University of Technology, and Warsaw University of Technology collaborated to
make ACSS 2017 a grand success. Around 40 participants from a multitude of
institutions have taken part in a highly interactive discussion for 3 days, resulting in
a cumulative experience of research idea exchange.

The post-conference book series are indexed by ISI Web of Sciences. The
sincere effort of the program committee members coupled with ISI indexing has
drawn a large number of high-quality submissions from scholars all over India and
abroad. The Technical Program Committee for the symposium selected only 21
papers for publication out of 70 submissions.

The papers mainly covered the domains of computer vision and signal pro-
cessing, biometrics-based authentication, security for Internet of Things, analysis
and verification techniques, security in mobile and cloud scenarios, large-scale
networking, remote health care, distributed systems, software engineering, cloud
computing, privacy and confidentiality, access control, big data and data mining,
android security.

The technical program was organized into six topical sessions each day. The
sessions started with a keynote lecture on a pertinent research issue by an eminent
researcher/scientist. This was followed by short, to-the-point presentations of the
technical contributions. At the end of each session, the session chair handed over
the suggestions for improvement pertaining to each paper. The sessions also saw
lively discussions among the members of the audience and the presenters.

The post-conference book includes the presented papers in enhanced forms,
based on the suggestions of the session chairs and the discussions following the
presentations. Each of the accepted papers had undergone a double-blind review
process. During the presentation, every presented paper was evaluated by the
concerned session chair, an expert in the related domain. As a result of this process,
most of the papers were thoroughly revised and improved, so much so that we feel
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that this book has become much more than a mere post-workshop proceedings
volume.

We would like to take this opportunity to thank all the members of the Technical
Program Committee and the external reviewers for their excellent and time-bound
review works. We thank all the sponsors who have come forward toward the
organization of this symposium. These include Tata Consultancy Services (TCS),
Springer India, ACM India. We appreciate the initiative and support from
Mr. Aninda Bose and his colleagues in Springer for their strong support toward
publishing this post-symposium book in the series “Advances in Intelligent Systems
and Computing”. Last but not least we thank all the authors without whom the
symposium would not have reached up to this standard.

On behalf of the editorial team of ACSS 2017, we sincerely hope that this book
will be beneficial to all its readers and motivate them toward further research.

Kolkata, India Rituparna Chaki
Venice, Italy Agostino Cortesi
Bialystok, Poland Khalid Saeed
Kolkata, India Nabendu Chaki
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Hand Biometric Verification with Hand
Image-Based CAPTCHA

Asish Bera, Debotosh Bhattacharjee and Mita Nasipuri

Abstract An approach for hand biometric recognition with the hand image-based
CAPTCHA verification is presented in this paper. A new method for CAPTCHA
generation is implemented based on the genuine and fake hand images which are
embedded in a complex textured color background image. The HandCaptcha is
a useful application to differentiate between the human and automated scripts. The
first level of security is achieved by theHandCaptcha against the malicious threats
and attacks. After solving the HandCaptcha correctly, the identity of a person is
authenticated based on the contact-less hand geometric verification approach in the
second level. A set of 300 unique HandCaptcha is created randomly and solved
by at least 100 persons with the accuracy of 98.34%. Next, the left-hand images of
the legitimate users are normalized, and sixteen geometric features are computed
from every normalized hand. Experiments are conducted on the 200 subjects of the
Bosporus left-hand database. Classification accuracy of 99.5% has been achieved
using the kNN classifier, and the equal error rate is 3.93%.

Keywords CAPTCHA · HandCaptcha · Biometrics · Verification
Equal error rate
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1 Introduction

Biometrics is a convenient technology for secure human authentication in various
commercial, government, and forensic applications [1]. Biometrics is considered
as the reliable alternative to the password-based authentication from unauthorized
access through the Internet [2]. Furthermore, various types of multimedia contents
such as a photograph, audio, and video in social networkingWeb sites are increasing
which cause illegitimate access to the system [3]. The human hand is one such reliable
biometric trait that has been globally accepted for automated human recognition to
minimize security threats [4, 5]. Nowadays, handheld devices like a smartphone
with various potential biometric verification facilities are globally popular. In recent
years, Web-based applications are unavoidable in different circumstances. These
systems need to verify whether the user who wants to access a service is a person or
an intelligent computer system. Automated malicious program known as the ‘bots’
creates a fake identity of a human automatically for the identity theft [6]. Biometrics is
an efficient technique that essentially provides better security against machine-based
attacks.

Hand geometry is a viable alternative when less data storage is a requirement
for identity verification such as automated attendance system, or boarder control of
different nations [7]. Different attributes of hand and fingers are computed for indi-
vidualization of a legitimate person. Hand biometric systems are mainly accepted
for verification task. Geometric measurements [8] and shape-based [4, 9] features
are investigated in hand biometrics. Shape-based hand recognition approaches based
on the modified Hausdorff distance (MHD) and independent component analysis
(ICA) are described in [9]. The ICA tool has been applied on normalized binary
hand images to extract and summarize prototypical shape information. In another
verification approach, geometric features of four fingers from 100 subjects have been
used for experimentation [10]. Selection of useful features enhances the accuracy. A
feature selection scheme using the Genetic Algorithm (GA) and mutual information
is described in [11]. GAwith a fitness function is applied for selecting discriminative
hand features such as geometric and shape-based descriptors. Mutual information is
applied to find out the correlation between a pair of features and to eliminate redun-
dant features. A hand biometric-based verification method using the scale-invariant
feature transform (SIFT) is presented in [12]. The SIFT features are invariant to scale
changes, rotation, noise, and distortion. Research interests are also concentrating on
the 3-D hand geometry, a fusion of 2-D and 3-D hand features [13], and thermal
hand images [14] in the contact-free environment.

Completely Automated Public Turing Test to Tell Computers and Humans Apart,
or in the acronym,CAPTCHA is designed to distinguish between legitimate users and
automated scripts [15, 16]. The CAPTCHA is mainly used for Web-based, financial-
based services to provide security measures against unauthorized access. The main
objective of a CAPTCHA is to provide a testing method by which a human can
be discriminated from an automated program. The more difficulty and randomness
added to a CAPTCHA-based verification task, the more reliability can be expected to
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perform better against the bot attacks. The difficulty is addedmainly for the test based
on visualization, i.e., a normal human perception can identify the necessary objects
and solve in a simpler manner within a fewer seconds. The pattern generated by a
CAPTCHA should be sufficiently random so that an automated intelligent system
cannot solve very easily. The patterns are created for a CAPTCHA tool mainly based
on the following:

(i) Textual and numerical datawhich is primarily used in variousWeb-based appli-
cations. The reCAPTCHA is a popular tool based on text-CAPTCHA [17].

(ii) Different types of visual images such as nature, animal, human face, cartoons,
and other graphical objects.

(iii) Audio- and video-based CAPTCHA testing is an alternative approach. How-
ever, the necessary memory size and bandwidth are the primary limitations.

(iv) Simple visual CAPTCHA puzzle solving is another alternative solution.

Text-based CAPTCHA is very popular in various common applications and ser-
vices. Text-CAPTCHA is generated in the form of an image which is processed with
several transformation and distortion so that a human can identify as a randomly
generated sequence of the case-sensitive alphabets, numerical digits, and special
symbols. More than hundred millions of text-CAPTCHAs are solved worldwide per
day [18]. However, due to language dependency in text-CAPTCHA is not useful
for every circumstance. On the other side, image-based CAPTCHA is a valuable
tool for testing a human. The image-based methods based on the human faces are
implemented in [15, 16]. It is a robust solution against malicious attacks. Several
transformations and distortionmethods are followed to generate the face-CAPTCHA
and face-DCAPTCHA. However, biometric characteristics of the face have not been
investigated in these works. According to our study, no work exists in the literature
for biometric authentication scheme that incorporates the benefits of any type of
CAPTCHA.

In this work, a new HandCaptcha verification method has been implemented
that is based on the hand images. It enables a human to solve a CAPTCHA based
on several images of hand which is generated automatically using a randomized
combination of two real and other fake hand images. It also identifies the user is
a human or not. Unlike only two different distortions are applied consecutively in
[16], some transformation and distortion methods are successively applied to design
the HandCaptcha. After successfully solving the HandCaptcha, the person is
authenticated based on hand biometric verification approach in an unconstrained
environment. The system offers two levels of stringent security for correct verifica-
tion of a person by avoiding unauthorized access mechanism through the intelligent
computer programs. The main contributions of this work are as follows:

(a) A hand biometric system with the additional advantages of hand image-based
CAPTCHA.

(b) Various transformation and distortion methods are successively applied to
enhance the robustness of the HandCaptcha. Additionally, new transforma-
tion method is also implemented.
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Fig. 1 Hand biometric verification methodology using HandCaptcha

(c) Handbiometric verification is performedbased on the normalized pose-invariant
geometric features of the hand.

The rest of this paper is organized as follows: Sect. 2 describes the methods to
generate the HandCaptcha. Section 3 presents the steps of image preprocessing
for hand normalization and feature definition. In Sect. 4, experimental results of
HandCaptcha verification and hand biometric authentication are described. The
conclusion is drawn in Sect. 5.

2 HandCaptcha Processing and Verification Scheme

The proposed framework for hand biometric verification is given in Fig. 1. It consists
ofmainly two parts. Firstly, theHandCaptcha is generated and verified by a person.
Secondly, the identity verification of a legitimate user is performed with the hand
biometric verification method.

(i) HandCaptcha preprocessing

Initially, the datasets are categorized into three types, namely background database
(BG database, DBG), genuine hand database (GH database, DGH ), and fake hand
database (FH database, DFH ). These three datasets are combined to generate a
HandCaptcha image. After preprocessing the background image (IBG), succes-
sive steps are followed for processing the genuine hand images (IGH ) and overlaid
on IBG image. The formation of superimposed image by overlaying a hand image
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Fig. 2 Background image processing for HandCaptcha creation

over the IBG image is denoted by⊕ symbol in Fig. 1. Similarly, the fake hand images
(IFH ) are processed and placed over the processed IBG and IGH images.

(a) Background image preprocessing

The dimension of HandCaptcha output image (IHC), in terms of width (x_size)
and height (y_size), is selected as 460 × 460 pixels. However, it can be set to any
dimension in which device this application is used for verification. Similarly, image
IBG is fixed to the same size of IHC, i.e., 460 × 460 pixels. The total number of
IBG images is denoted by NBG. Firstly, one IBG image is selected from the dataset
of background images, DBG. All the IBG images are assigned to a unique label. A
random number N is chosen which lies within NBG and N ∈ {1,NBG}. Now, N is
considered as the label index, based onwhich theNth image IBG is selected. Similarly,
the IGH and IFH images are selected according to the randomly generated label index.

Now, IBG undergoes few different operations with randomized values of various
parameters. These are arbitrary pixel positions, size, shape, opacity, and fill color.
Then, a set of 300 different pixel positions p(x_pos, y_pos) is selected. Different
object shapesmainly circle, star, and rectanglewith the various sizes up to amaximum
of 30 pixels are chosen automatically. RGB colors with intensities {0–255, 0–255,
0–255} and opacity {0, 1} are selected randomly. Now, these shapes LCircle, LRect

are placed on those random pixel positions. In this case, overlapping of two different
shapes is allowed to avoid unnecessary complexity. Also, the morphological opening
is also performed with a maximum disk size of 10, and it is also varied randomly.
Finally, the salt and pepper noise with density 0.05 is added in the processed image
I’BG. In Algorithm 1, steps 1–8 are followed for processing the background image,
and it results in I’BG (Fig. 2).



8 A. Bera et al.

Algorithm 1: HANDCAPTCHA Generation
Input: total number of images (NT), background image (IBG), number of genuine hand images 

(NGH), number of fake hand images (NFH).
Output: HANDCAPTCHA image: IHC
1. Initialize: NT =NGH +NFH=2+7=9; x_size= y_size=460 pixels.
2.    IBG ← Random(label_index ,1, x_size, y_size, DBG ) //*   background image processing *// 
3.    LCircle ← Random(150, x_pos, y_pos)
4.    LRect ← Random(150, x_pos, y_pos)
5. I’BG ←  IBG + Random (LCircle , size, RGB color, opacity)
6. I’BG ← I’BG + Random (LRect , size, RGB color, opacity)
7. I’BG ← MorphologicalOpen(I’BG , disk, disk_radius) 
8. I’BG ← AddNoise(I’BG , “salt and peeper”, noise_density) 
9.    IHC ← I’BG
10. For  i=1:2 //*   genuine hand image processing *//
11.   IGH ← Random(class label_index, i, GH x_size, GH y_size, DGH )  
12. LG ← Random( x_pos, y_pos, length, width) 
13. θ(i) ← Random(Rotation , ± angle) 
14. I’GH ← Rotate(IGH, θ(i))
15. IHC ←  IHC ⊕ PositionMapping(I’GH , LG) 
16. End for
17. For i=1:7 //*   fake hand image processing *//
18.   IFH ← Random( label_index, i, FHx_size, FHy_size, DFH ) 
19.   LF ← Random( x_pos, y_pos, length, width) 
20. θ(i) ← Random(Rotation , ± angle) 
21. I’GH ← Rotate(IFH, θ(i))
22.   IHC ←  IHC ⊕ PositionMapping(I’GH , LF) 
23. End for
24. IHC ← AlphaBlend(IHC, I’BG , opacity) 
25.    Return IHC
26. End 

(b) Genuine and fake hand image preprocessing

After processing I’BG image, two hand images (IGH ) of a genuine person and maxi-
mum seven different fake hand images (IFH ) are chosen and placed over I’BG image
at random spatial locations. Image I’BG is divided into nine blocks, i.e., 3× 3 blocks,
and a label is assigned to each block where the IGH and IFH hand images are mapped
and placed. The label is assigned vertically, according to the column-major order in
the I’BG. Now, any image of either IGH or IFH is put on any block. In the case of
every IGH , the following steps are followed.

The class label of IGH is chosen from the databaseDGH along with the dimension,
i.e.,GHx_size ×GHy_size. The size, i.e., length×width of every image is also variable,
and it should not exceed 150× 150 pixels. Now, IGH is rotatedwith an arbitrary angle
±θ in either clockwise (−θ) or counterclockwise (θ) direction. In the case of IGH , the
real hand area is segmented from the darker background based on intensity variation
at the hand boundary region. For this purpose, the region of interest (ROI) of the
hand is selected, and the background is neglected. After selecting the ROI, image
IGH is mapped to the respective positional block and placed over the I’BG according
to its length and width. Mapping is required to maintain the spaces between any
two hand images. Moreover, mapping also maintains a least amount of area around
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(a) Five fake hand images, α =0.5 (b) 6 fake hand images, α =0.25 (c) 7 fake hand images, α =0.25 

Fig. 3 Sample outcomes of the HandCaptcha with different NFH � 5, 6, and 7

the boundary that should not be covered by any hand image. For genuine image
processing steps, 10–16 of Algorithm 1 are followed. Similar operations are followed
by the IFH images from steps 17–23.

At last, the alpha-blending is applied on the resultant images IHC and I’BG with
a variable amount of opacity (α) to make a combined HandCaptcha image. The
time complexity of the algorithm depends on the dimension of IHC, and it can be
represented asO(x_size× y_size). Sample outputs of theHandCaptcha are shown
in Fig. 3. It can be observed that the value of α is higher in Fig. 3a, whereas in the
two other cases it is kept lower because higher value of α creates visualization error
in some cases. Finally, a challenging IHC image is ready for collecting user response.

(c) HandCaptcha verification method

The user is asked to solve the HandCaptcha image, IHC . The user has to find out
two hand images which are collected from the same person and are genuine, i.e.,
IGH . This can be solved by observing IHC image and finding out the two similar
IGH images by mentioning their positions in a text field provided in a GUI-based
application containing IHC . Here, the text field is used to collect the user responses.
If a user can identify the two IGH images successfully, then he/she is allowed for hand
biometric verificationmethod, otherwise not. Every unsuccessful attempt implies the
user is rejected. The experimental details are described in Sect. 4.

3 Hand Image Normalization and Feature Definition

Hand image normalization is the most important stage for defining the hand template
in a contact-less image acquisition environment. The preprocessing of a color hand
image follows successive sub-steps specifically, the darker background elimination,
rotation of the main hand contour component, removal of wrist irregularities, and fin-
ger tip–valley localization. The major outcomes of the subsequent steps are depicted
in Fig. 4.
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Fig. 4 a Color image, b grayscale image after rotation, c binary image, d normalized image with
wrist removal

(a) Basic preprocessing of hand image

Firstly, a color hand image HC is converted into the grayscale image HG. Then,
segmentation is applied to HG according to optimal gray-level thresholding by the
Otsumethod [19], and amedianfilter is applied to eliminate the noise effect.Next,HG

is converted into a binary image, and hand contour is determined by theCanny’s edge
detector, HB. The hand contour image includes either the main contour component
as a single connected component or the main contour component along with few
minor components due to hand accessories like wristwatch. Thus, the largest binary
hand component HL is selected, and all smaller components are eliminated. Now,
the hand region is cropped to extract real hand area, denoted by HR. The hand
regionHR is determined by considering the minimum bounding rectangle around its
boundary. Now, rotation with an angle±θ degree is applied onHR so that it becomes
perpendicular with the Cartesian x-axis. For this purpose, an ellipse is fitted over the
hand contour so that its major axis passes through the centroid of the hand contour.
The centroid is defined as

(xc, yc) � (
m1,0/m0,0,m0,1/m0,0

)
(1)
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The angle (±θ) between the coordinate y-axis and the major axis of the fitted
ellipse is considered for rotating the HR image. Consequently, rotation causes the
distortion and intensity variation in hand shapewhich has been avoided by the bilinear
interpolation. Morphological operators are applied to smooth the contour image. The
resultant image is denoted by HM . The angle of rotation is given as

θ � 0.5 tan−1

(
2m1,1

m2,0 − m0,2

)
, (2)

where mi,j is the moment of the image.
In the wrist region of the main hand component, some geometrical irregularities

exist which change from person to person and degrade the accuracy of feature com-
putation. Smoothing is a technique which eliminates this type of irregularity. For this
purpose, a reference line at a distance dh is considered whose lower portion contains
the lower palm and wrist region. The value of dh is determined approximately as the
1/5th of the total length of the main component. The leftmost (P1) and rightmost (P2)
nonzero pixels are the two endpoints of the reference line P1P2, shown in Fig. 4d.

(b) Fingertips and valleys localization

Localization of finger tip and valley points is an important task for geometric feature
computation. The radial distance method is used for finding extreme points of fingers
on the middle point (PMid) of the reference line P1P2. At first, identify the point that is
the maximum distance apart from PMid. Based on the normal human hand anatomic
structure, this point is considered as the tip of the middle finger according to the
radial distance. Now, based on the tip of the middle finger, the extreme points of the
other fingers are located. In the case of the left hand, the left side of middle finger
contains the tips of thumb and index fingers along with their associated valleys. The
right side of middle finger consists of the tips and valleys of ring and little fingers
of the left hand. For the right-hand tips and valleys, the reverse scenario takes place.
The tips and valleys of other fingers are located based on the radial distance map,
particularly the maximum Euclidean distances from PMid and the angles formed with
the reference line. A detailed description of locating the extreme points using the
radial distance basis is presented in [9]. Finally, the features are computed with these
finger tip–valley points.

(c) Feature extraction

Geometric features are easier to compute and require less memory to store the feature
template in the database. Most of the features are computed based on the Euclidean
distances from the centroid of the normalized hand. It should be noted that tip of the
thumb is avoided for feature computation. As the thumb is the most flexible finger,
its distance varies mainly due to inter-finger spacing conditions. The features are
pictorially shown in Fig. 5.

Now, the feature set F includes 16 different features F � {fi}16i�1, and the mag-
nitudes of the features are in various scale. It causes a feature fi with higher value
to dominate over another feature fj. For example, the area of a hand is in the range
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Fig. 5 Feature
representation with labels

Feature definition

Altogether 16 different features are defined as
• The distances from the centroid (xc, yc) to ten different extreme points on hand contour are
calculated as Di � sqrt[ (xc – xi)2 + (yc – yi)2], where (xi, yi) is the ith extreme point on the hand
contour.
• Length and width of normalized hand shape.

• The area of the normalized hand, major-axis length, and minor-axis length of the ellipse fitted
over the hand, equivalent diameter of a circle with the same area as the hand, computed as (4
× Area/π )1/2

of thousand and the centroidal distance is in the range of hundred. It implies that
the area feature can dominate on the centroidal distance. As a result, other features
become insignificant to determine the identity of a person. Therefore, all the features
fi ∈ F are normalized to f̂i → {0, 1}. The features are normalized as

f̂i,j � (
fi,j − min(fi)

)/
(max(fi) − min(fi)) (3)

where fi,j represents the ith feature of the jth subject, max(fi) and min(fi) represent
the maximum and minimum values of the ith feature in F, respectively. Now, the

feature set F
∧

�
{
f̂i
}16

i�1
is experimented.
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4 Experimental Description

The experimental methods are twofold. In the first case, the HandCaptcha images
are solved to discriminate whether the user is a human or an automated system. In
the next experiment, authentication of the user is performed.

(a) HandCaptcha generation dataset

The HandCaptcha creation method requires three different sets of images.

(i) About 400 IBG images are collected from the Internet. It includes various types
of high-quality images such as of texture, natural scenes, flowers, art, and other
objects.

(ii) The genuine hand image dataset DGH includes 200 subjects with two hand
images per subject of the Bosphorus hand database. The genuine dataset con-
tains the hand images of 100 left-hand and 100 right-hand subjects. Two images
of the same hand are called genuine because both of the images are captured
using the same sensor device and the properties of the images like image dimen-
sion, background variations are similar. Therefore, the entropies of IGH images
are similar.

(iii) Altogether 350 fake hand images with different characteristics are collected
from the Internet and social media with sufficient variations. The fake hand
dataset DFH includes the images of celebrity, colorful design printed on hand,
prosthetic hand, dorsal hand, carton, emoticons, hand with gloves, baby hand-
print, 3-D and infrared hand images, robotic arm, and stylish hands of women
with different design and tattoos, and conventional 2-D fake hand images.
These are called fake images because the properties of every image are dif-
ferent. Therefore, the entropies of IFH images are dissimilar, and variations of
entropy are significant.

Utmost nine hand images are considered in every HandCaptcha image. Two
genuine images of the same person and five to seven fake images are selected ran-
domly. At first, the volunteers are trained how to solve the HandCaptcha problem.
For this purpose,mainly ten undergraduate student volunteers are selected and trained
how to choose the correct IGH images and how to label according to their positions
in the IHC image. Based on the responses and comments, the HandCaptcha gen-
eration algorithm has been modified accordingly. For example, variation between
the background and foreground images should be high. In some challenging cases,
horizontal or vertical stripes in IHC can cause visualization problem because the IFH
images are also very identical to the IGH images. As a result, those operations are
not tried out further and neglected. Initially, during learning phase to solve the first
HandCaptcha, a bit of more time typically within 3–7 s is required. Afterward,
the users can solve the problem within 2 s. In the training phase, more than 50 num-
bers of IHC images are given to the volunteer users to solve. The performance of
the HandCaptcha is calculated regarding the accuracy to solve it correctly. The
accuracy of the HandCaptcha is based on human responses and is defined as
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Table 1 Performance evaluation of HandCaptcha based on human responses

Phase Unique IHC Users Responses per
user

Total
responses

Accuracy (%)

Training 20 10 5 50 94

Testing 300 100 6 600 98.34

Accuracy(%) � (total number of correct responses / total number of responses) × 100
(4)

Based on the responses, the accuracy is found as 94% in the training phase.
During the testing phase, 300 unique IHC images are created. Responses from 100

undergraduate students are collected by the trained volunteers. Each student member
is given a set of six unique IHC images to solve. Every set includes at least one IHC
image with NFH � 5, 6, and 7. Therefore, altogether 600 responses are collected,
based on which the accuracy is calculated.

The users have correctly found out the locations of the two IGH images, not only
by the similarity in the hand structure, size, sex, skin color, and left or right hand but
also followed the resemblance in the patterns of the major palm lines. Any special
hand accessories like ring or bracelet are also an important factor to identify the IGH
images. This visualization and perception capability of the human eye provides the
sensitivity to correctly recognize the genuine hands which are not easily possible
with an automated script.

Ten responses are found wrong out of total 600 responses. The main reason is
identifying the positions incorrectly where the IGH images are located. It happens
mainlywhen one or two positions are blank, i.e.,NFH <7.Onemore reason is the high
value of alpha-blending and opacity that causes difficulties in the visualization of the
user. In three cases during theHandCaptcha generation, noise has been associated
which causes an abrupt change in the intensities of the pixels which results in the
change of color in the palm and boundary region. Moreover, it can also damage the
IGH image in IHC . Hence, during preprocessing the clarity of IGH images should not
be lowered or damaged (Table 1).

(b) Probability estimation of a random guess and attack

Let the size (SHC) of IHC image is X × Y pixels, and size (SGH ) of every IGH
image is m × n pixels. The probability of selecting any one of two IGH images by
random guess is p1 � 2×SGH /SHC . Now, the second IGH should be chosen from
remaining pixels SU � SHC − SGH � (X × Y − m × n) pixels. Next, the probability
of selecting the other IGH image is p2 � SGH /SU . Therefore, the total probability of
solving the HandCaptcha image by random guess by a user or program is given
as P � p1 × p2. Here, SHC is fixed to 460 × 460 pixels, and the SGH has been
varied from 100 × 100 to 150 × 150 pixels. Thus, the minimum and maximum
probabilities of a solution by arbitrary responses are Pmin � 0.004688 and Pmax

� 0.025304, respectively. It implies that a given IHC with a fixed higher dimension
and the IGH images with a lower dimension provide better security regarding lower
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Fig. 6 Probability estimation with different genuine hand image dimension

probability to solve theHandCaptcha by an attack with a random guess. However,
during execution, the dimensions of both IGH images may differ. Therefore, for any
practical situation, the probabilityPc satisfiesPmin ≤Pc ≤Pmax. TheHandCaptcha
generation algorithm is dynamic and scalable in all aspects. Different types of images
with various dimensions can be included in the fake dataset, and other transformations
and distortion methods can be incorporated. The probability will increase if the
dimension of IGH increases and it is evident in Fig. 6.

(c) Hand biometric verification

Verification experiments are conducted on the Bosphorus hand database, created
at the Bogazici University [4]. Three images per hand at various sessions have
been acquired using a low-resolution HP Scanjet flatbed scanner with 383 × 526
pixels at 45 dpi. Description of the database is mentioned in [4]. The left-hand
images of 200 subjects are experimented to assess the performance and reliability
of the present method. Based on the three hand images, two images are selected for
training, and remaining one image is used for testing. Identification experiments are
performed using the kNN classifier with k� 3. The kNN classifier is commonly used
in pattern recognition due to its algorithmic simplicity and lower time complexity. In
the verification, the performance is evaluated regarding the equal error rate (EER).
A test feature set has been compared to his/her stored templates on a given distance
threshold. Distances between a claimer and the enrolled featurematrix are calculated.
If the differences are within the threshold, then a person is accepted as genuine,
otherwise rejected as an imposter. The distance threshold (th) is defined as

the,g �
16∑

i�1

[
abs

(
f̂e,i − bg,i

)/
mean

(
f̂i
)]

(5)

where f̂e,i represents the ith feature of the e registered user, and bg,i means the ith

test feature of a claimant g. The mean value of the ith feature is calculated over the
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Table 2 Performance evaluation of hand geometric authentication

Subjects (%) 100 200

kNN accuracy 100 99.5

EER 3.50 3.93

Fig. 7 ROC curve a the FAR versus GAR represented in logarithmic scale; b the FRR versus FAR
to estimate the EER through the diagonal line

training dataset. Different parameters for verification with 200 genuine subjects are
given as

Training set � 2 × 200; test set � 200; total comparison � 400 × 200; genuine
comparison � 400; and imposter comparison � 79600 (Table 2).

The receiver operating characteristic (ROC) curve is plotted in Fig. 7 to justify
the genuine acceptance rate (GAR) with the false acceptance rate (FAR).

(d) Performance comparison

The probability estimation for a random guess attack in face-CAPTCHA [15] to
locate the genuine face images with size 100 × 100 pixels is 0.00688, and the
accuracy to solve by the human is 98%. In contrast, the probability of random guess
attack inHandCaptcha for the same image dimension is 0.004688, and the accuracy
of solving by a person is 98.34%. Similarly, the probability of random guess attack
considering two genuine face images in face-DCAPTCHA [16] with dimension of
400 × 300 pixels and tolerance of 80 × 80 pixels is 0.00598. On the other hand, the
probability of the proposed work for the same experimental constraint is 0.00188.
Therefore, the proposed system is lesser vulnerable to attack.

On the other hand, a quantitative performance comparison with few established
contact-free hand biometric systems over theBosphorus hand database is presented in
Table 3. However, the preprocessing technique, feature set definition with extraction
method, and other experimental setup are dissimilar in different works. The proposed
method is comparable to the approaches based on the same database, mentioned in
Table 3.
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Table 3 Performance comparison of hand biometrics

Author Approach Subjects Identification (%) Verification (%)

Yörük et al. [9] ICA 100 98.81 GAR: 98.21

Dutağaci et al. [4] Geometric with
LDA

200 98.22 Not reported

Proposed Geometric 200 99.5 EER: 3.93

5 Conclusion

A new approach for hand biometric recognition with HandCaptcha verification
method is presented. The image-based HandCaptcha method is competitive over
the traditional text-based and face image-based CAPTCHA. This system is also
advantageous over the password-based authentication scheme andmalicious attacks.
The probability of random guess attack by an automated script is encouraging in this
work. The main advantage of HandCaptcha is to enhance the security and reli-
ability of hand biometric system in a challenging environment. The scalability of
HandCaptcha algorithm offers its suitability to be incorporated in Web-based
applications and other handheld smaller devices like a smartphone. As a future
enhancement, responses from more people should be collected to measure its accu-
racy. Moreover, another automated algorithm should be implemented to verify its
performance and robustness against different spam attacks. In addition, the present
hand biometric verification should be tested with new features and more subjects to
enhance its potential and applicability in a high-security environment.

All the datasets used in this paper all are freely available from the Internet. The
Bosphorus hand database is available freely for research, and has been collected from
Prof. B. Sankur with maintaining the ethics.
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New Approach to Smartwatch in Human
Recognition

Paweł Kobojek, Albert Wolant and Khalid Saeed

Abstract Nowadays, personal IoT devices andwearable electronics are taking inter-
national markets by storm. Each of these devices is equipped with a variety of dif-
ferent sensors. Throughout the wide range of specific models, one of these sensors
is accelerometer. Presented work aims to study the possibility of employing onboard
accelerometers of smartwatches to perform owners recognition. We introduce a way
of checking the time as a behavioral biometric feature. As a part of this effort, ded-
icated dataset was created. Then classification algorithms were adjusted and tested.
Additionally, comparison was done, between above-mentioned method and more
traditional approach, which included computer vision.

1 Introduction

Inmodernworld, theway people interact with their environment ismostly dominated
by usage of computers and personal electronic devices. Users spend much of their
time operating them and generate amounts of data never seen in the history before.
Such data-rich and dense world is a great place to introduce and study behavioral
biometric features.

During last years, we have witnessed wearable electronics transition from being
prototypes and concepts to becoming everyday items with high accessibility. Espe-
cially, smartwatches and smartbands became very popular. Because of that, we
decided to study possible ways of harvesting the data generated by those devices
in task of user verification. As mentioned devices are wrist operated, we are focusing
on the most natural way they are used, namely checking the time or more generally
checking the smartwatch screen.
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Successful method of verification would make real-life applications possible,
such as unlocking smartwatch screen, only when it is looked at by the owner. Since
more traditional verification methods, like PIN numbers, are very inconvenient for
smartwtach users, we believe that our work might significantly impact the way these
devices are used.

2 Related Work

Significant effort has been made in the field of behavioral biometrics throughout the
years. Below we present only handful of research papers published and discuss how
they correspond to our work.

In [1], authors proposed criteria of a good behavioral biometrics. These criteria
are as follows: universality, uniqueness, permanence, collectability, performance,
acceptability, circumvention. Let us discuss how our work relate to those criteria.

Obviously, our method is relevant only to smartwatch owners. In this group,
checking the screen of the watch is highly universal and easy to collect. Since mea-
surement happens without any special input from the user and collected data is not
very sensitive, we cannot see any problems regarding acceptability. As for now, any
kind of circumvention also seems unlikely, since it would requiremoving smartwatch
exactly in the same way as the owner. Although it might be possible to do that, based
on stolen information of previous users movements, providing that this sensitive data
is protected, randomly getting accurate movement should be difficult. The aim of
this work is to determine uniqueness and performance of this behavioral biometric
feature. Question about permanence stays open. On one side, gesture of checking
the time is well trained and intuitively known for each individual. On the other side,
it might change due to aging and other external factors, such as different weight of
new watch, intensive upper body training, or broken arm bones.

In [2], authors took upon themselves task of comprehensive summary of modern
behavioral biometrics. They present results from multitude of different sources and
concerning variety of behavioral features, fromways that users interact with comput-
ers on multiple levels, to more natural ones, like gait. They also created taxonomy of
features categorizing them into five classes as follows: authorship-based biometrics,
human–computer interaction (HCI)-based biometrics, indirect HCI-based biomet-
rics, motor-skills biometrics, and purely behavioral biometrics. In this system, the
presented method should be classified as a purely behavioral biometrics alongside
the way person walks, types or grasps a tool.

Topic of purely behavioral biometric features is one of the most exciting and
explored avenues of research these days. For example in [3], authors used a tailored
version of kNN algorithm to tackle keystroke dynamics problem. As our solutions
also use kNN, we found their work helpful.

The idea of using accelerometer in biometrics has already been tried in a few
different applications. One of themwas described in [4]. Authors used accelerometer
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data to distinguish between activities such as walking, vacuuming, or doing sit-ups.
Results they presented showed that their methods yield satisfying results.

As smartwatches became popular, the idea of employing them for biometrics
usage emerged in research aswell. In [5], authors studied possibility of authenticating
users based on accelerometer and gyroscope data. Their premise was to analyze the
movement of people arms as they walk and used this data to distinguish between
users. They compared multiple methods of classification and concluded that it is
feasible approach.

Other teams tried using hand gestures as source of unique movement tracking
data. In [6], authors proposed algorithm in which each user picks up his or her own
gesture, then practices it multiple times, and then is tracked while doing it. Although
the idea seems interesting and results were promising, the notion of creating own
gestures makes it less convenient for the users. Other works, like [7–9] emphasized
the concept of predefined gestures for all the users.

3 Data Acquisition

As presented concept is quite novel and no existing sets of example data were avail-
able to us, first part of the project was to collect proper data.

Device used to gather it was first-generation Apple Watch. Since it is one of the
most popular devices in personal IoT segment, the assumption was it will represent
the category well, in terms of possible onboard sensors and their performance.

Each of the 36 participants of the study was asked to check the time on provided
watch several times. Person started gesture on sign given by the operator conducting
the experiment. When subject felt satisfied with the checking, signaled the operator
to stop capturing process. This way, we gathered data of only first phase of the
movement. It is critical for the seamless use of finished product, since the verification
suppose to unlock the screen of the smartwatch. As observed, the average time of
checking the time was around 2s. During this period, around 20 data points were
collected.

Apple Watch is equipped with multiple sensors. For purpose of this work, we
collected data from several of them. Firstly, data from accelerometer was recorded.
It shows proper acceleration values in each of the three axes. This gives general idea
of how the watch was moved during the experiment. It would be possible to build
models of watch movement based on such data and might be fruitful avenue of future
research.

Apple Watch API makes it easy to use data from other sensors as well. Device,
beyond accelerometer, has onboard gyroscope, for orientation measurement, and
magnetometer, for measurement of direction and strength of Earth’s magnetic field.
Data from all of those is combined into easy to use structures.

Attitude represents the orientation of a body relative to a given frame of reference.
Rotation rate structure contains data specifying the device’s rate of rotation around the
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axis. It is constructed based on the gyroscope measurements. Gravity shows gravity
acceleration expressed in the device’s reference frame.Magnetic field structure yields
the magnetic field vector with respect to the device.

Fig. 1 Example of accelerometer data. Each plot shows measurements in different axes. Samples
of the same color are collected from the same person

Fig. 2 Example of attitude data. Each plot shows measurements in different dimension. Samples
of the same color are collected from the same person
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Fig. 3 Example of user relative acceleration data. Each plot shows measurements in different axes.
Samples of the same color are collected from the same person

Fig. 4 Example of gravity data. Each plot shows measurements in different axes. Samples of the
same color are collected from the same person
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Fig. 5 Example of rotation rate data. Each plot shows measurements in different axes. Samples of
the same color are collected from the same person

Examples of collected data are present on Figs. 1, 2, 3, 4, and 5. Each line rep-
resents data series. Different colors mark different subjects. Although on the stage
of data collection it cannot be stated yet, visual inspection of data showed promises
that proposed idea might be viable.

Table 1 Frames captured during data gathering
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While recording each data point, subjects were recorded using standard 1080p
camera. Example of captured frames is shown in Table 1. People were facing camera
directly, as shown in the pictures.

4 Previous Algorithm

Feature selection and extraction

Raw accelerometer and Device Motion data are the basis of our method. However,
not everything which is gathered by those sensors is a viable metric for our system.
For the most obvious example, magnetic field three-dimensional vector (x , y, z)
values were always equal to 0 across whole dataset, so it was first to be removed. By
plotting the graphs depicting how each value changes with time, one can spot that
some of them are not viable to use for further classification.

Raw data with selected features were then subjected to feature extraction proce-
dure. As it was stated before, for each subject, we have collected over a dozen of
samples. Each such sample is a sequence of accelerometer ormultiple DeviceMotion
recordings. In order to create feature vectors out of this data, we have employed a
simple and already used in classification based on accelerometer data technique [4].
For each acceleration coordinate, as well as for each Device Motion value, we have
computed a mean and standard deviation from every corresponding value of the sam-
ple sequence. In case of accelerometer, which has three coordinates, it resulted in
six values per sample, and when it comes to device motion data, which has total of
13 different values it resulted in 26 dimensional vector.

Preliminary results

In order to test our hypothesis that smartwatch sensors are viable for user verification,
we have employed a simple k- nearest neighbors (kNN) algorithm formulticlass clas-
sification. We have tested multiple parameters—13 different distance measures and
4k values, which means total of 52 settings. What is more, we performed tests using
different sets of features. First test was performed using only accelerometer data,
second involved only device motion data, and third test used all the data combined.
After cleaning of the data, total dataset consisted of 430 samples from 36 subjects.
Each subject in this experiment was assigned to a separate class. The dataset was
split into train and test set (80% and 20% of original data size, respectively). It is
worth noting that subjects do not have an equal count of samples. Selected results
are shown in Table2. The numbers in bold are best accuracy for the subset.
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Table 2 Accuracy values for selected kNN parameters on different subsets of gathered data

(k, distance) Accelerometer (%) Device motion (%) Both (%)

(1, max) 71 23 45

(1, braycurtis) 64 56 57

(1, manhattan) 65 55 60

The distance functions shown in the table are computed according to Eqs. 1, 2,
and 3. x and y are the two vectors between which we compute the distance.

D = max
i
(|xi − yi |) (1)

D =
∑

i |xi − yi |
∑

i |xi + yi | (2)

D =
∑

i

|xi − yi | (3)

The resulting accuracy achieved by a very simple algorithm (kNN) gives a premise
that there truly is a significant signal in the data we gathered. It can be seen that
using only accelerometer data results in better accuracy. This is because Device
Motion data contains values which are similar between subjects. Either better feature
selection/extraction or using more sophisticated classifiers would probably improve
this.

5 The Modified Algorithm

The previous algorithm used Device Motion and/or accelerometer data and simple
kNN as a classifier. In this section, we will describe a similar algorithm which uses a
more powerful model—support vector machines. Also, we have tested a kNN clas-
sifier on video data which was gathered as well.

Support Vector Machine as the classifier

Support vector machines [10] are widely used and well-known classifiers. We have
used them as a replacement for less sophisticated k Nearest Neighbors. Results of
applying SVMs on our dataset are shown in Table3. The table shows results for four
different SVM kernels. As it was expected, the accuracies are significantly higher
than corresponding ones for kNN. The best we managed to achieve was the result of
fourth degree polynomial kernel.
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Table 3 Accuracy values for selected SVM kernels on different subsets of gathered data

kernel Accelerometer (%) Device motion (%) Both (%)

rbf 100 91 92

sigmoid 100 97 97

poly (3th deg.) 100 98 98

poly (4th deg.) 100 98 100

Table 4 Accuracy values for best performing kNN settings on video frames

(k, distance) Accelerometer (%)

(1, manhattan) 99

(1, braycurtis) 99

(1, canberra) 99

(1, cosine) 98

Usage of videos

As a measure of comparison, we also took videos of subjects while they were check-
ing the time. Then we used motion tracking algorithms to construct model of each
person moving and check how the accuracy of verification obtained this way will
be comparable to the accuracy of method presented above. For motion tracking, we
used standard approach of calculating optical flow for each frame. As a base of the
model, we used generated focal points. The 2D points were then flattened to 1D
vector of x-coordinate and y-coordinate alternately and padded with zeros to have
equal length. Such vectors were input to the same kNN algorithm as before. Table4
shows best achieved accuracies. The dataset was again split into train and test set
(80% and 20% of original data size, respectively).

Distance functions shown inTable4 are computed according toEqs. 2 (braycurtis),
3 (manhattan), 4, and 5. x · y is a dot product of x and y. ||x ||2 is a second norm of
x .

D = 1− x · y
||x ||2||y||2 (4)

D =
∑

i

|xi − yi |
|xi | + |yi | (5)
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6 Conclusions

In this paper, we introduced behavioral biometric feature and layed the groundwork
for its further research. We created and presented dataset gathered to study the way
of checking the time on smartwatch as biometric feature. Using data analysis tools
we showed that differences between people can be observed and measured and are
distinctive enough for classification. We have shown that the way a human checks
the time on a watch can be a novel and viable behavioral biometric feature. It is
also worth noting that the valuable signal is seen despite relatively low frequency
(10Hz) of gathered data and using the simplest methods of feature extraction. Fur-
thermore, we have tested an application of popular SVM classifiers for this problem
which resulted in very high (more than 90%) accuracy, which is significantly higher
than k Nearest Neighbors. SVM with 4h degree polynomial kernel classification
accuracy was especially high—it has achieved 100% on accelerometer only data and
on accelerometer and Device Motion data combined. However, a reader should be
aware that this high performance is achieved on a relatively small dataset. We also
showed that using videos of a subject, checking the time is also a useful feature
for recognition. Accuracies were high here as well, but size of the dataset was also
relatively small.

7 Further Work

We are currently investigating the possibility of creating a tailored algorithm to per-
form user verification based on data presented in above-mentioned dataset. Also, we
are assessing which parameters of measured motion are the most important ones in
regard to applications in biometric. Since data from camera turns out to be a useful
metric as well, we are working onmerging both accelerometer and/or DeviceMotion
data with signal from camera. As it was described in Sect. 3, video was recorded
simultaneously with accelerometer and Device Motion data gathering. Thus, both
these inputs may be easily combined to form a promising description of the recog-
nized user. We also want to extend our dataset to have a better insight on classifiers
performance. Another important plan for future is to employ an online verification
of a user based on data we have gathered. This could be useful for real- life applica-
tions, i.e., ongoing verification in which the user is prompted for PIN if an algorithm
decides the way he or she checks time is not matching the pattern.

The authors declare that both the subject and the idea of its realization are new
and the dataset is ours. Nothing was taken from any other reference.

Acknowledgements This work was supported by Białystok University of Technology andWarsaw
University of Technology.
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Retina Tomography and Optical Coherence
Tomography in Eye Diagnostic System

Maciej Szymkowski, Emil Saeed and Khalid Saeed

Abstract Eye diagnostic, two-step method based on retina color image and Optical
Coherence Tomography is presented in this paper. A new robust algorithm, by which
various eye diseases can be diagnosed, was implemented as an essential part of the
work. The approach comprises two steps. The first one deals with the analysis of
retina color image. In this stage, an algorithm was implemented to especially search
hard exudates. If the algorithm returns positive, it means at least one hard exudate
was found. Moreover, it may return hesitant results in the case of changes that look
like hard exudates. During the second step, additional analysis of Optical Coherence
Tomography image is done. In this stage, the algorithm is looking for confirmation
of hard exudates, which were found during the first step. The authors’ approach gives
more confidence in the cases of small exudates or initial stages for eye diseases.

Keywords Image analysis · Retina in slit lamp examination · Optical Coherence
Tomography · Eye diseases · Automated diagnosis

1 Introduction

Today, hard exudates are one of the most common pathology changes in the course
of different eye diseases. For instance, these changes could appear as a part of
diabetic retinopathy. Moreover, if they are detected at the proper time, treatment to
prevent macular edema and advanced stage of diabetic retinopathy can be applied.
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This remedy is essential for patients to preserve their vision. Ophthalmologists
can detect these changes by the usage of retina in slit lamp examination or Optical
Coherence Tomography. A few interesting approaches to retina and OCT processing
are introduced here. At the beginning, the thought-provoking idea of Eadgahi and
Pourezza [1] is described. Authors of this publication have prepared a method
based on morphological operations on a retina color image. As the first step, vessel
elimination and extraction of bright components were done. Both aims are obtained
with the usage of a few morphological operations, like closing or opening, and
image subtraction. The second step of this algorithm is to detect the optical disk
on retina image. It is done by usage of entropy calculation. After this operation,
the next step is performed. It uses Sobel operator by which all edges are detected.
Detection of exudates is done as the last step after edge detection. Authors for this
paper claimed their approach gave about 78% of average sensitivity on exudates.

In [2], an interesting approach that consists of four steps was presented. At the
beginning, authors proposed image preprocessing. This step is based on filtering
operations, like Gaussian Filter or Median Filter, and changing image colors with
the usage of only green channel values. Then fovea localization is mentioned as the
second step. In this case, authors used a few geometric transformations to perform
this operation. As the third one, detection of hard exudates is proposed. This idea
is based on image segmentation and adaptive thresholding. At the end of the whole
procedure, the authors proceed with the detection of exudates by classifying with a
medical polar coordinate system. The authors claim this approach gave a recognition
rate of about 98%.

Another method within the state of the art is what the authors of [3] had worked
out. They presented a simple method that gave interesting results. At the beginning,
they use Contrast Limited Adaptive Histogram Equalization method. This step is
done due to the fact that it increases the contrast between exudates and other parts of
the retina. Then, the segmentation takes place. In this case, authors used Contextual
Clustering to divide image into two parts—background and alternative class in which
exudates could be visible. As the last step, feature vector generation is created. It is
based on those features that describe all of the regions that may probably show the
possibility of exudates existence.

An interesting approach was given in [4]. The algorithm that was described in this
paper consists of seven steps in which the authors make simple image operations as
changing all pixel channels to green channel value or color normalization and Haar
wavelet decomposition and reconstruction. The authors of this paper mentioned that
theyused four databases of fundus images. Their approachgives nomore than22.48%
of accuracy level. They also claimed that this paper was the initial step of their work
under hard exudate detection and it could be used by ophthalmologists only in early
detection of non-proliferative diabetic retinopathy.

Authors of [5] also take into consideration diabetic retinopathy as the disease
that has to be detected. At the beginning of their algorithm, also extraction of green
channel is done and then morphological dilation is used. As another step, clustering
wasmentioned.Within this step, the authors use two different algorithms: Linde–Bu-
zo–Gray and k-means algorithms. On the basis of the obtained results, one clustering
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algorithm is selected. At the end of the whole method, post-processing is applied.
This step consists of the detection and elimination of the optical disk. Authors claim
that their database consists of 89 pictures. Moreover, in the work, the accuracy of
the proposed approach is no greater than 76%.

In the case of OCT processing, there are not as much approaches as it is in
the case of retina in slit lamp examination. In [6], authors prepared a comparison
between different noise reduction algorithms that could be used in OCT images.
Tested algorithms included different filtering methods, anisotropic diffusion, soft
wavelet thresholding andmultiframewavelet thresholding. Precision of the denoising
process was evaluated on the basis of automated retina layer segmentation results.
Experiments were conducted with a set of 10 healthy scans and 10 samples with
vitreoretinal pathologies. Authors claimed that anisotropic diffusion and wavelet
thresholding give the best results and allow for better retina segmentation for both
of sets. Interesting results were obtained with multiframe wavelet thresholding, but
this approach provided significant improvement only for retinas with pathological
changes.

Authors of [7] proposed a numerical algorithm based on a small-angle approx-
imation of the radiative transfer equation. This idea was developed to reconstruct
scattering characteristics of biological tissues from OCT images. Proposed solution
describes biological tissue as a layered random medium with a set of scattering
parameters in each layer. This set fully describes Optical Coherence Tomography
signal behavior versus probing depth. Reconstruction of scattering parameters is per-
formed by a genetic algorithm that was proposed by the authors. The possibility of
estimation of these parameters was also studied for various regimes of OCT signal
decay.

In [8], authors take into consideration the sensitivity ofOptical Coherence Tomog-
raphy images. This approach consists of identification of retinal tissue morphology
characterized by early neural loss from normal healthy eyes. This process is based
on calculation of structural information and fractal dimension. Authors’ database
consists of 74 healthy eyes and 43 eyes with mild diabetic retinopathy.

Another interesting idea was presented in [9]. In this case, authors prepared only
preliminary algorithm which localizes the macular edemas. There was no presenta-
tion of any kind of classification methods in that work.

Another interesting approach was presented in [10]. Authors claimed that in the
case ofAMDorDME, their algorithmgives 100%of correctly identified pathological
changes and about 86% in normal subject case. At the beginning, OCT image is
denoised with BM3D denoising method. In the paper, it was claimed that this step
is done due to the fact that noise always exists on the OCT images. Then, as the
second step, retinal curvature flattering is discussed. This operation has to reduce the
effects of the perceived retinal curvature during OCT image classification procedure.
Next, image is cropped. By this step, the proper region of interest is selected. Then,
feature vector is created. In their work, the authors used HOG descriptors. As the
last operation, the feature vector classification is applied.

In most of the cases analyzed in [1–10], small hard exudates were not taken into
consideration. However, sometimes pathological changes of this size can appear
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on retina color image or Optical Coherence Tomography images. It is essential to
detect them so that the ophthalmologist can treat the patient and protect them against
the advanced stage of diabetic retinopathy or vision loss. Due to this problem, the
authors of this paper started their research in the direction of finding a solution to this
important problem. They started accordingly to make use of some already worked
out filters and algorithms to apply on the retina images. The most practical approach
seemed to be the work on OCT images. In this paper, a new solution that combines
the results from retina in slit lamp examination and Optical Coherence Tomography
is introduced and discussed.

2 Proposed Methodology

This section presents the proposed algorithm used for detection of hard exudates on
the basis of retina color image and Optical Coherence Tomography image. Samples
present hard exudates in images obtained from color retina and Optical Coherence
Tomography are shown respectively in Figs. 1 and 2.

All steps of retina processing algorithm are shown in Fig. 3. The figure shows
the necessary steps from image acquisition to preprocessing and then morphological
filtering to end with the extracted pathological changes.

Fig. 1 Retina in slit lamp examination that contains hard exudates
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Fig. 2 Image obtained from Optical Coherence Tomography that contains hard exudates

Fig. 3 Block diagram of retina color image processing algorithm

2.1 Retina Color Image Processing Algorithm

In this section, the worked out processing algorithm for retina color image is
described. Authors’ algorithm starts with cropping input image by 10% from the
left or the right sight. The site is chosen on the basis of whether the image presents
the left or the right eye. By this step, the optical disk is removed from the under
processing image. In the second step, the values of all channels for each pixel are
set to the green channel pixel value. One can easily observe that this step changes
the image into grayscale. Green channel was chosen due to the fact that only in the
case of exudates it has a different value. This means that the rest of the processed
retina image has a similar value of green channel. The resulted image after this step
is shown in Fig. 4b.

Third and fourth steps are combined with binarization [11] and morphological
operation on the image. The first of them was used to change the color of exudates to
white. This step was done with manual thresholding. Authors tried different types of
binarization methods that were described in [9]. The best results were obtained in the
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Fig. 4 Image after cropping operation a and changing to grayscale b

Fig. 5 Image after binarization a and after color inversion and morphological closing b

case of threshold that was a kind of interval between 80 and 90.After this procedure, a
fewpixels thatwere not pathological changeswere alsomarkedwhite.Morphological
opening was also used in the processed picture. Before that, the image was inverted
so that the white pixels were marked black and vice versa. This operation was done
due to the fact that in the case of morphological opening—foreground pixels were
marked white and objects pixels were black. The resulting image after all of these
operations is shown in Fig. 5.
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Fig. 6 Pathological changes (hard exudates) detection. The image is enlarged to show the seg-
mented parts clearly

The last step in this procedure showed the pathological changes on the input
image. In authors’ approach, these changes were marked in blue. All of them are
shown in Fig. 6.

2.2 Optical Coherence Tomography Processing Algorithm

In this section, the processing algorithm for Optical Coherence Tomography image is
presented. In the case of OCT image processing, the authors used their own approach
and their algorithm worked out for this aim.

Themain idea of this approach is to detect clearly visible exudates. These changes
have a huge influence on human sight and his scope of the visibility. Authors of this
idea proposed a method for retinal disorders diagnosing using Optical Coherence
Tomography. Sick eyes are picked up automatically by the algorithm.Only significant
lesions were taken into consideration. In the case of small pathological changes, the
proposed approach has to be modified. Authors prepared a few additional steps for
the algorithm that were added because the region of interest in the case of small
pathological changes is completely different from the other considered large ones.
It has been noticed by the authors that the small changes need a special treatment.
And although the obtained results are promising, the authors are still improving their
algorithm to detect the smallest possible changes.

The additionalmodificationswere as follows. Thefirstwas to leave only red pixels.
This is connectedwith the fact that exudates can be visible in red color onOCT image.
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The second was introducing another step, after the morphological closing operation.
Authors tried the addition of median filter to remove the unnecessary pixels. After
these operations, changes that could be classified as probable pathological changes
are surrounded by yellow circles. Now, and after these modifications, the authors’
modified algorithm could easily be used to detect hard exudates that are visible in
Optical Coherence Tomography image.

The results obtained with the use of the authors’ modified approach are shown in
Fig. 7.

On the basis of the images shown in Fig. 7, one can easily observe that provided
modifications detect not only clearly visible hard exudate but also a few areas that
could be classified as “probable” pathological changes. It is significant to detect such
very small changes in their initial stages as they can develop into a future pathological
change.

3 Comparison with Other Solutions

Theauthors compared their resultswith other recently presented solutions of theprob-
lem of hard exudates detection in pictures from retina under slit lamp examination.

The first comparison was done with the method in [1]. The results obtained with
the usage of both algorithms are shown in Fig. 8.

On the basis of the images shown in Fig. 8, one can conclude that the results are
comparable. Both methods can detect hard exudates that are clearly visible. It can
also be seen that the exudates are placed in the center of the image. Both methods can
detect small pathological changes that can indicate the initial stage of eye disease.

However, authors’ method could also detect the small exudates nearby the veins,
which was not found by the algorithm of the authors in [1]. From the other side, their
algorithm successfully detected exudates nearby optical disk.

The second comparison was done with the method in [4]. The results obtained
with the usage of both algorithms are shown in Fig. 9. On the basis of both algorithms,
the results presented in Fig. 9 show that the method proposed in [4] does not detect
hard exudate (observed in the upper part of Fig. 9a).

Authors’ method detected this pathological change. Actually, the authors’ algo-
rithm detected more small changes that can probably indicate initial stage of eye
disease. The algorithm described in [4] does not detect exudates nearby large lesions
either. Only large pathological changes can be found by their algorithm. This might
lead to a conclusion that the work in [4] was designed to detect larger exudates.

4 Conclusions

In this work, an approach to combine two methods of hard exudate detection was
presented. Only processing algorithms were discussed. The main aim of the study
is to work out an algorithm that detects different pathological changes, not only
exudates.
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Fig. 7 Original Optical Coherence Tomography image a hard exudates detection b, Optical Coher-
ence Tomography image with marked probable hard exudates c

As was discussed and observed in the case of retina color image, the authors
focused on small hard exudates that often cannot be seen by the ophthalmologists.
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Fig. 8 Original retina image a that was used for comparison. Results of segmentation: b authors’
method, c the algorithm described in [1]

The described method can successfully be used to detect some small characteristic
changes. The methodology used in the work for Optical Coherence Tomography was
based on a solution worked out by the authors that gave satisfying and promising
results. The presented modifications can assure hard exudate detection with satisfac-
tory certainty level.

As expected, authors’ method does not detect hard exudates nearby optical disk.
These pathological changes are not detected because they are not in the region of
interest established by the cropping image. However, small lesions and pathological
changes nearby the large ones and within the region of interest are correctly detected.
Clearly, visible large lesions in the region of interest are also indicated.

Themethods described in [1, 4] aremore complicated than the algorithmdescribed
in this work. However, the results obtained with the algorithm described in [1] and
the algorithm presented in this work are close to each other concerning the detection
of small pathological changes and large exudates that are in the region of interest
established in authors’ algorithm. Moreover, in general, such cases, the authors’
approach established no worse results than the one in [4]. As a matter of closer
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Fig. 9 Original retina image a that was used for comparison. Results of segmentation: b authors’
method, c the algorithm described in [4]

comparison, the authors’ algorithm gives better results in the initial stages of eye
diseases than the algorithm presented in [4]. Besides, the solution proposed in [4]
cannot detect small changes and lesions nearby large exudates, whereas authors’
method can detect pathological changes in both of these situations.

Authors’ database is continuously expanding. In the near future, the authors are
planning to take into consideration lesions nearby optical disk and improve the accu-
racy of small exudates detection.
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in Poland.
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Typing Signature Classification Model
for User Identity Verification

Tapalina Bhattasali, Rituparna Chaki, Khalid Saeed and Nabendu Chaki

Abstract Typing pattern is a behavioral trait of user that is simple, less costly, and
workable at any place having only computing device. In this paper, n-graph typing
signature is built during user profiling based on keyboard usage pattern. The main
aim of this paper is to increase inclusion of number of typing features (both temporal
and global) during decision generation and to simplify the procedure of consid-
ering missing typing patterns (various monographs, digraphs, etc), which are not
enrolled before. A modular classification model collection–storage–analysis (CSA)
is designed to identify user. Typing signature becomes adaptive in nature through
learning from environment. Module 1 is used for pattern acquisition and process-
ing, and module 2 is used for storage, whereas module 3 is used for analysis. Final
decision is generated on the basis of evaluated match score and enrolled global
parameters. Proposed CSA model is capable to reduce space and time overhead in
terms of dynamic pattern acquisition and storage without using any approximation
method. A customized editor HCI is designed for physical key-based devices to build
our own data set. Proposed CSA model can classify typing signature of valid and
invalid user without incurring high overhead.

Keywords Classification model · Typing signature · n-graph
Wildcard character · Identity verification

T. Bhattasali (B) · R. Chaki · N. Chaki
University of Calcutta, Kolkata, India
e-mail: tapalina@ieee.org

R. Chaki
e-mail: rchaki@ieee.org

N. Chaki
e-mail: nabendu@ieee.org

K. Saeed
Bialystok University of Technology, Bialystok, Poland
e-mail: k.saeed@pb.edu.pl

© Springer Nature Singapore Pte Ltd. 2018
R. Chaki et al. (eds.), Advanced Computing and Systems for Security,
Advances in Intelligent Systems and Computing 666,
https://doi.org/10.1007/978-981-10-8180-4_4

43



44 T. Bhattasali et al.

1 Introduction

In order to control resource access effectively, reliable identity verification mecha-
nism needs to be used. User identity based on biometric features is more efficient
than use of only password. Biometric techniques provide a solution to ensure that
the desired services are accessed only by a legitimate user and no one else. The
main reason behind high reliability of biometric features to represent user’s identity
compared to many other traditional mechanisms is that it cannot be stolen like pass-
word. Trustworthiness of low cost password-based authentication can be increased
by analyzing typing pattern of users. It is a behavioral nature which can be captured
by the way individual types on a keyboard.

Several studies [1, 2] show that individual’s typing patterns are stored as template
and can be effectively used for identification. Timing vectors are mainly used to
classify patterns as valid or invalid.

Various features extracted from typing events can be divided into temporal features
and global features. Temporal features represent timing data for typing of specific
key. These features are calculated based on the time stamps when the key is pressed
and released. Global features refer to typing pattern of the user, such as frequency of
errors, frequency of using control keys such as caps lock, num lock, shift, alt (e.g.,
left or right), overall typing speed. It is cheaper to implement than other biometrics as
no additional pattern acquisition device is required. Typing pattern can be classified
as fixed [3] and free [4]. Fixed pattern is based on pre-defined content, which makes
it more prone to forgeries. On the other hand, free pattern [5] is based on random
typing on keyboard, which makes it more challenging for user profile creation.

This work is extended version of one of our previous works [6] on modular clas-
sification model to validate typing signature pattern [7]. This paper considers both
fixed and free and long and short patterns. The major contribution of this work is
to use the concept of wildcard character (‘*’) for n-graph (where n = 1, 2, 3,…, m)
creation during feature processing at module 1. Average key latencies are extracted
from frequently used n-graphs (grouped on the basis of wildcard character) to deal
with the n-graphswhich are not available during enrollment. Use of generalizedwild-
card character-based n-graph for used patterns (patterns which are frequently used)
enhances flexibility. Wildcard characters also reduce the sparse entries of template to
improve performance of a classification model. Here, several global features (typing
length, frequency, and count of using different types of patterns) are also considered
during decision generation as outer layer of pattern matching along with temporal
features (key time, typing duration, time per key pressed, typing speed for both fixed
and free patterns) to enhance accuracy of classification model. Here, typing patterns
are collected through HCI interface.
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The remaining part of this paper is structured as follows: Section 2 presents
a survey of some well-known research works on this domain. Section 3 presents
research gap analysis, Sect. 4 introduces proposed classification model to validate
typing signature for user identity verification, and Sect. 5 presents the analysis part.
Finally, Sect. 6 concludes the paper.

2 Literature Survey

In general, keystroke analysis [8–10] is based on the traditional statistical analysis
or pattern recognition techniques. Drawbacks of both neural networks and statisti-
cal methods in terms of search times are identified. It is claimed that performance
of keystroke-based authentication [11] is better than vein pattern recognition and is
similar to fingerprint and voice recognition for Internet-based authentication. Sev-
eral classifiers are used with the trade-off between computation and performance.
In this paper, only standard keyboard is considered for user data inputs as in the
works [10, 12, 13]. There are several works on keystroke authentication based on
either fixed text or free text. Users can be identified using either one-time verification
or multi-time verification (continuous or periodic mode). In [14], key press interval
is taken as a signature identifier. Implementation is platform-independent and does
not require excessive computational power. However, this logic deals with fixed text,
and data are statistically analyzed to determine keystroke patterns.

Ahmed et al. [5] proposed a free-text keystroke dynamics-based authentication,
where raw data (flight time for digraph, dwell time for monograph) are collected,
processed, and converted to digraph andmonograph formats by using approximation
method to consider missing patterns during enrollment. To illustrate the concept, we
have briefly presented the procedure of digraph approximation for missing digraph.

Average flight times are computed for the digraphs ending with given characters.
Digraph key orders are computed by sorting average flight times.
Missing digraphs are estimated using digraph key order and considered as input

of digraph neural network.
Outliers are removed from monograph and digraph sets during enrollment by

Pierce’s condition. After removing outlier, they are passed through sorting modules,
which process data and calculate mapping tables for future use as a part of the
signature. Missing digraphs need to be approximated by calculating average flight
times for all the digraphs in the provided sample. User behavior for monographs is a
2-D relation between key order and its dwell time. Weights of the trained networks
are also considered as a part of user’s signature.

Sometimes, nature of variations betweenmultiple valid keystroke entries contains
sufficient discriminatory information to improve keystroke authentication [9]. Varia-
tion in typing sequences is independent of typing proficiency unlike other parameters.
Variations in the event sequences decrease significantly, if users are familiar with typ-
ing of a specific string. Collected raw data including pressed key, time stamps of the
key events, IP address, browser type, date and time of submission are submitted to the
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back-end server. Any key can be typed for 12-character-long password having format
of “SUUDLLLLDUUS”, where S is any symbol, U stands for uppercase letters, L
stands for lowercase letters, and D stands for numeric digit. As for example, user
types string “HJealth”, instead of “Health”. One possible event sequence for this is
{RSdHduRSu, LSd, J, LSu, BKdu, edu, adu, ldu, tdu, hdu}. Here, use of either right
shift (RS) key or left shift (LS) key to type uppercase letters results into multiple
events. Sliding window technique is considered on each subject pair to calculate the
percentage of unique event sequences.

Users’ typing patterns are also continuously monitored for authentication [10].
To reduce dimensionality, a feature vector is extracted from each input stream of
keystrokes (session) and digraphs are clustered based on the temporal features.
Although digraphs and their corresponding interval times are analyzed, authors
claimed that it can work well with any n-graph and their temporal features as well
as with any classification algorithm. This clustering logic shows better performance
than k-means algorithm. Optimal number of n-graphs is required for cluster forma-
tion to show accuracy.

It is observed from the above study that larger sample size gives rise to better
accuracy in case of free-text authentication [15]. However, shorter enrollment period
is better suited for the security perspective. Major requirement of keystroke accuracy
is to include greater number of participants and collect multiple samples for a long
period of time. It is found that if users are unable to log in, or accepted at low rate, their
keystroke patterns are inconsistent in nature, which may increase false detection.

3 Research Gap Analysis

According to the literature survey [5, 8–10], a few generalized issues are identified
to draw more attention of the researchers.

Most of the keystroke-based authentication procedures consider only the temporal
parameters like dwell time and flight time from the users’ typing patterns, which
may vary with time and are not capable to produce accurate result. There are still
few works that also consider global parameters such as typing sequences, count
of errors during typing, habit of typing, stylometry to increase reliability of users’
typing profile. Accurate authentication is guaranteed through use of larger sample
size, which is not always available. Run-time verification of random typing patterns
still remains an open research issue.

Although there are several works which can be used as a base of future research,
we have found Ahmed et al.’s [5] work more interesting. It is considered as a base
of our research work from the perspective of dynamic pattern collection and storage
as they have provided a solution on:

How to match typing features of monographs and digraphs of a user during
verification, which were missing during enrollment?

A few issues addressed by Ahmed et al. are considered here as background of our
research work. In Ahmed et al. [5] work:
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• Limitations of enrollment process are removed by approximation technique known
as sorted time mapping (STM). Only flight time is considered for digraph approx-
imation, and dwell time is considered for monograph approximation. Missing
digraphs are approximated by calculating average flight times, and monographs
are considered as a 2-D relation between key order and its dwell time.

• Separate mapping tables need to be generated and stored, and separate neural
network classifier models need to be designed for each type of mapping table.

• Samples are passed through sorting modules before generation of mapping tables.
• Outliers are removed by Peirce’s criterion based on statistical analysis of the Gaus-
sian distribution without depending on collected samples.

Therefore, it can be said that Ahmed et al. proposed a flexible and adaptive logic,
which may give rise to computation-intensive procedures that need to be simplified.

3.1 Problem Statement

On the basis of background of ourwork,we can state our research problem as follows:
How to analyze random typing patterns without maintaining separate templates

and separate classification models for different graphs (digraphs, monographs, etc)
alongwithminimizing computational overhead in terms of space and time and reduc-
ing the probability of false detection of typing signature without using approximation
method?

3.2 Scope of Work

Scope of our research work can be summarized as follows:

• To consider generalized n-graph signature instead of considering monograph sig-
nature and digraph signature separately.

• To include more typing features (both temporal and global) of users.
• To reduce computational complexity in terms of space and time overhead for
pattern acquisition and storage.

• To increase reliability of outlier detection based on collected pattern.
• To include simple normalization procedure.
• To design efficient classifier to identify valid or invalid user based on typing sig-
nature patterns.
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4 Proposed Model

Our objective is to design a modular classification model, which can classify valid
and invalid typing signature of users based on random typing patterns [6, 16] to ensure
flexibility, reduce requirements of storage space and processing time. Thismodel uses
typing pattern as input and produces a decision based on pattern matching. Typing
signatures are created using temporal parameters of typing patterns and weight of
networkmodel used by classifier. Classificationmodel is activated during enrollment
phase and verification phase. Enrollment phase includes data acquisition, feature
extraction, template generation, storage, and learning. Verification phase is further
divided into pattern matching and decision making. Terminologies used in this paper
are presented in Table 1.

4.1 Typing Signature Classification Model

Typing signature classificationmodel CSA includes module 1 (C) for collecting data,
module 2 (S) for storage, andmodule 3(A) for analysis. CSAmodel is designed based
on both functional (F) and non-functional (NF) requirements. F has higher priority
compared to NF. F includes identity verification, whereas NF includes anomaly
detection (classification between human and bot to avoid synthetic forgeries [17]).
Identity verification includes two subclasses: distinction class (1: m verification,
where n = m) and authentication class (1: 2 verification, where n = 2). Outputs of

Table 1 Terminologies

Terminologies Meaning

Match score generator Considers classifier output, average deviation, threshold, biasness to
generate match score

Decision maker Checks match score and relevant temporal and global parameters to
check if claimed user is an authentic user or not

Pin Number of processing unit in input layer is set to number of selected
features of timing vectors

Pout Number of processing unit in output layer is set to 1, because the
output is known, i.e., either valid (1) or invalid (0)

Phi Number of processing unit in hidden layer is set to (Pin + Pout)/2

α learning_factor

� adjust_factor

wtdiff Difference in weight update

th_err threshold_error

th_success threshold_success

nodeinput Number of input nodes
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Fig. 1 Three modules of CSA model

classification model are categorized into two classes: valid class and invalid class.
Valid class is used to check whether user is claimed one or not (authentication needs
to check only profile of claimed user) and whether user is enrolled before or not (dis-
tinction needs to check all the profiles enrolled before). Invalid classmay include user
not possessing claimed identity (having no malicious intension), imposters (having
malicious intension), bots (valid user’s profile is generated to behave as valid user
artificially). Figure 1 represents three modules of CSA model.

Typing signature classification model includes two tuples: {key-
board_typing_signature, add_feature}. Reference signature includes user-id,
template vectors of frequently used typing patterns (used patterns), neural network
weight. Typing patterns can be updated with time based on feedback path of clas-
sification model. Network weights are updated through learning phase. add_feature
includes several temporal (which are not included for signature generation) and
global features required during decision generation. Typing pattern classification
is defined as a model having the following tuples: {fixed pattern, free pattern,
long pattern, short pattern, temporal features, global features}. It is the example of
multi-feature model. It is assumed that CSA model blocks any user for that time
after two consecutive invalid attempts. Modules of our classification model are
presented below.
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Fig. 2 Temporal data of keystroke for n-graph where n = 2

Module 1 is used for raw data collection, feature selection, and feature extraction.
Any character of the keyboard can be typed. Application collects and submits the
following information keys pressed and time stamps of the key events, date and
time of submission, device-id, IP address. Raw data include key code, time stamp,
time interval (KDKD (key-down, key-down), KUKU (key-up, key-up), KDKU (key-
down, key-up), KUKD (key-up, key-down)). Time interval data of keystroke analysis
(in milliseconds) are considered for n-graph. Figure 2 represents keystroke data for
n-graph where n = 2.

• KDKU—Time gap between key press and key release (dwell time).
• KUKD—Time gap between release of previous key and press of next key (flight
time).

• KDKD—Time gap between two successive key presses.
• KUKU—Time gap between two successive key releases.
• Key time—Time gap between key press of first key and key release of last key of
n-graph.

• Average key time—Average of key times of n-graph.
• Average key latency—Average of all average key times of all same categories
n-graph.

Typing patterns are classified into two categories: used patterns and rare patterns.
Used pattern includes alphabet keys, whereas numeric and special characters are
considered as rare patterns. Typing speed is calculated from the length of a string
divided by key latency. Other parameters are count of pressing backspace, probability
of using shift key or caps lock. It considers user’s habit to type a sequence of string
among all available possibilities; e.g., to type “Health”, one typing sequence is
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Table 2 Sample data during feature extraction

n-graphs (number of keys) From key code To key code Key latency (ms)

and (3) 97 100 40

A (1) 15 15 20

is (2) 105 115 33

Table 3 Processed sample data

From key code To key code n-graph Key time (ms)

97 100 a*d and (3)
around (1)
acid (4)

• T1
• T2
• T3

Table 4 Reduced sample data

From key code To key code String (n-graph) Average key time (ms)

97 100 a*d (T1 + T2 + T3)/3

<shiftdown, hdown, hup, shiftup, edown, eup, adown, aup, ldown, lup, tdown, tup,
hdown, hup>. There are various other combinations to type it. User’s sample feature
vector is presented in Table 2.

In the proposed logic, concept of wildcard character is used. n-graph-based logic
considers “from key” and “to key” of any string. As for example, average key latency
of A-A (monograph) and average key latency of a-d (digraph, n-graph) are consid-
ered. n-graph uses concept of wildcard character, i.e., where string is “a*d”, ‘*’ is
wildcard character, starting character is ‘a’, and ending character is ‘d’, and the key
time (kt) is calculated by considering time difference between first key and last key
of n-graph, divided by n number of strings included within “a*d”. Key latency (kl)
sums up all available average key time (akt) of a specific wildcard character-based
n-graph. Average key latency (akl) is used to reduce the size of the sample, which is
a major requirement to transmit data in client–server environment. The concept of
extracted feature is given in Tables 3 and 4.
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Module 2 is used for cluster formation from sample data, outlier detection (noisy
data removal), normalization, template generation, and storage. This module is used
for grouping filtered data to reduce sample size and to make searching faster. There
are two major differences of proposed cluster formation with k-means algorithm.
The first is that the number of clusters does not need to be specified in advance in this
approach. The second is that indexing is used to reduce time complexity of k-means
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[18] algorithm. Index database is used to search the location of a sample in a faster
way. Clusterization of user’s data is based on temporal information of used and rare
patterns. Each cluster is partitioned into subclusters according to number of typable
characters within a string. Intra-cluster difference (difference between a centroid
and the sample data) and inter-cluster difference (difference between centroids of
two clusters) are calculated to differentiate between valid and invalid data samples.
Intra is used to measure the compactness of the clusters. Inter is used to measure the
separation of the clusters. The logic of cluster formation is presented below.

Outliers of the extracted features are detected to remove noisy data during cluster
formation at module 2 by distant outlier detection logic presented below.



54 T. Bhattasali et al.

Outlier set includes any pt, which is not included within any cluster, which is
included in more than one cluster, which is on the boundary of the cluster. Outlier
removal technique proposed in [8] is simplified here by using standard deviation
method to remove noisy data during cluster formation.

Template is generated from the clustered data. There are several clusters formed to
record user’s typing patterns. Template stores the keystroke signatures of a user. Tem-
poral data of used patterns of keystroke (alphabets) are normally used for template
generation. Single template for each user that enables proposed logic to distinguish
between legitimate user and impostor with minimum rate of error is considered. A
52× 52matrix is formed to represent time delay to press a key or time delay between
two keys. Both upper case and lower case characters are considered. Diagonal ele-
ments represent monographs, and non-diagonal elements represent digraphs. Sparse
entries are discarded to reduce template size, and frequently used n-graphs (mono-
graphs and digraphs) are considered during data normalization. kli,j represents here
average key latency for monographs, digraphs as well as n-graphs. Sample template
in matrix format is provided in Fig. 3.

Each cell of the template matrix contains key latency. In matrix, the common cell
between A and M includes average of all time latency of n-graphs whose starting
character is ‘A’ and ending character is ‘M’. Template is generated in such a way so
that size of the template is reduced. Data are normalized and changed into a form
recognizable by module 3 classifier. Data normalization logic is presented below
using MinMax [19] logic.
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Fig. 3 Template format

To reduce complexity, mean value of timing vectors is considered here within the
range of [0.0, 1.0]. For this reason, minvalnew is set to 0.0 and maxvalnew is set to 1.0.

Module 3 is used for training and testing of data sets. User’s reference signature
results from timing data of n-graph and theweights of the trained neural networkwith
backpropagation (N2BP). Training configuration includes number of layers (input,
hidden, output), activation function (sigmoid function), initial weight, termination
condition. N2BP is trained with normalized data generated from module 2. During
validation, collected input patterns are transmitted to pre-learned N2BP. Training
logic is presented below.
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Error data at the output layer are backpropagated to the earlier ones, allowing
incomingweights to be updated until all trainingdata havebeenused.Timingvector is
taken as an input, comparing the current outputwith the target output and adjusting the
weight values according to the backpropagation algorithm.Once the learning process
completes, testing phase is activated to check whether the input pattern matches with
previously stored template data of claimed user. N2BP model updates repeatedly
until error is reduced to negligible amount. The verification logic is presented below.
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N2BP model may not generate exactly 0 or 1 for using sigmoid function. If
allowable tolerance level of N2BP model <= 0.1, it is treated as 0, and if it is >=to
0.9, it is equal to 1. If testing of data for N2BP model results within 0 and 1, then
testing data is treated as valid (1); otherwise, it is treated as invalid (0). Match logic
evaluates score only on the basis of classification accuracy, average key latency,
average deviation, weight, and biasness of the network.

Average deviation [6, 16] for n-graph is calculated as follows:

�ngraph = difference (RSKLi, kli,N, 100)

where N is the total number of data set, kli is the key latency for the ith sample
in user’s session, RSKLi is resulting from claimed user’s n-graph neural network
model. Average deviation represents similarity in user’s behavior in a session to the
valid user’s behavior. Lower number represents high similarity to ensure that session
belongs to the same user. Match score is calculated as follows:

match_score = 1, if m is <= th,

where m = � × b, and bis biasness, this threshold

= 0 otherwise
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Table 5 Fixed pattern: .tie5Roanl (10-graph)

uid Session From
key
code

To key
code

n-
graph

Typing gap (in second) Character per second
(cps)

u1 s1 48 108 10 (Absolute value of KD
of ‘.’-KU of ‘l’)/10-3

Typing gap/number of
characters

Decision logic finally takes the decision based onmatch score and relevant features
including parameters such as rare data pattern, user nature of typing to verify claimed
identity.

5 Performance Analysis

Performance of proposedwork is analyzed inMATLABR2012b.At present, analysis
is done in laboratory environment [20–22].QWERTYkeyboard is considered for data
collection through Windows API. All the participants use same HP laptop (2.4 GHz
Pentium 4 processor, with 2 GB of RAM, and running Windows 7 (64 bits)).

In order to analyze the proposed method, data are collected locally through user-
friendly interface. Typing events are collected from QWERTY keyboard through
Windows API. Besides considering popularly used parameters like true acceptance
rate (TAR), true rejection rate (TRR), false acceptance rate (FAR), false rejection rate
(FRR), equal error rate (EER), and accuracy, we have considered here parameters
like failure to capture (FTC), average false acceptance, average false rejection.

5.1 Analysis of the Collected Data

Fixed texts are treated as a password. Two passwords can be used alternatively: (i)
.tie5Roanl (10-graph) and (ii) try4-mbs (8-graph). Another fixed pattern is used as
optional pass code:—a quick brown fox jumps over the lazy dog:—containing all 26
alphabets (used pattern). Free texts are collected from users as they type sample text
within 100–150 words. It can vary from user to user. Common texts are considered
to differentiate between two users (inter-variance), whereas uncommon texts are
considered to analyze typing pattern of the same user (intra-variance) (Tables 5 and
6).
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Table 6 Fixed pattern: try4-mbs (8-graph)

uid Session From
key
code

To key
code

n-
graph

Typing gap (in second) Character per second
(cps)

u1 s2 116 115 8 Absolute value of KD of
‘t’ -KU of ‘s’)/10-3

typing gap/number of
characters

Table 7 Temporal data of free text of uid AB for session starts at 1:24:31 AM

Key Key code Key event time (ms)

I 73 22746326.54

space 32 22746326.70

a 97 22746326.94

m 109 22746327.16

space 32 22746327.31

a 97 22746327.45

space 32 22746327.63

d 100 22746327.78

o 111 22746327.92

c 99 22746330.23

t 116 22746330.55

o 111 22746330.85

r 114 22746331.14

46 22746331.42

Table 8 Data of different users for fixed text and free text

uid Fixed text
typing
duration

Time
per key
pressed
for
fixed
text

Length
of free
text

Free-
text
typing
dura-
tion

Time per key pressed
for free text

Free-text typing speed

AB 14 1.4 69 93 1.34782608695652 0.741935483870968

PB 8 1 67 74 1.1044776119403 0.905405405405405

AD 5 0.625 85 69 0.811764705882353 1.23188405797101

MP 14 1.75 71 146 2.05633802816901 0.486301369863014

MB 16 1.6 68 192 2.82352941176471 0.354166666666667

Tables 7, 8, and 9 represent raw data collected from different users at module 1.
In typing signature analysis, there is a probability of failures during data acquisi-

tion. These failures are due to (i) users who want to type faster than their ability, (ii)
users who are disturbed by the environment, (iii) users who know that their typing
times are being saved, (iv) users who may not be familiar with using the keyboard.
Failure to capture (FTC) can be calculated from erroneous captures and a total num-
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Table 9 Typing patterns of different users (global parameters)

uid Used patterns Alphabets Shift Space Rare patterns

AB 53 53 4 13 3

PB 154 144 12 34 12

AD 147 139 13 33 16

MP 49 49 0 12 2

MB 199 181 19 45 20

Fig. 4 Total keystroke versus erroneous capture of keystroke

Table 10 Free-text sample entry

n-graph Common
string

From key
code

To key code Average key latency (ms)

User 1 User 2

3 AND 65 100 12.5 20.1

ber of keystrokes. FTC in the proposed work is low, as there is less requirement of
typing fixed text. It reduces the probability of mistakes. User can type text freely
and can use any key of the keyboard during entire session. Figure 4 represents plot
of total keystroke and erroneous capture. FTC for user 1 (erroneous capture1) is
found to be 0.2, whereas FTC for user 2 (erroneous capture2) and user 3 (erroneous
capture3) is 0.155 and 0.15, respectively. FTC of user 1 is analyzed for general fixed
text-based authentication, whereas FTC of user 2 and user 3 is analyzed according
to the proposed work. It shows that FTC rate is around 20% in general, whereas it is
around 15% for our proposed work. It proves that FTC rate is improved in proposed
work.

Sample size includes 35 users. Verification is done 10 times at each threshold
level. Table 10 represents free-text sample entry.

In Fig. 5, average key latency is plotted against five different users for typing the
same strings. Timing data of typing same n-graph vary for five different users.

Average false acceptance and average false rejection are calculated fromTables 11
and 12.

In Fig. 6, trade-off between average false acceptance and average false rejection
is plotted as average false detection against different threshold levels. It shows that
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Fig. 5 Plot of average key latency for same n-graphs

Table 11 Average false acceptance and false rejection

Threshold Number of invalid users accepted out
of total sample size at different sessions

Number of valid users rejected out of
total sample size at different sessions

5 <12,11,12,11,11,11,11,12,11,12> <0,0,0,0,0,0,0,0,0,0>

10 <10,11,10,9,11,11,10,11,11,11> <0,0,0,1,0,0,1,0,0,0>

15 <9,10,9,8,9,9,8,10,9,9> <0,0,2,1,0,2,0,1,0,0,>

20 <7,8,7,8,9,7,7,8,7,7> <0,0,2,1,2,1,0,0,2,0>

25 <7,7,6,7,6,7,7,6,7,8> <1,3,2,2,0,0,0,0,0,0>

30 <6,6,7,6,6,6,6,6,6,6> <3,0,0,2,3,0,0,0,0,0>

35 <5,5,6,7,5,6,4,5,5,5> <3,0,0,0,0,3,0,3,0,0>

40 <3,4,3,4,4,5,4,3,4,4> <1,3,2,1,0,0,0,2,0,0>

45 <2,3,3,4,2,3,3,3,4,3> <2,1,0,0,1,0,2,3,0,0>

50 <2,3,2,1,3,2,3,2,3,1> <2,0,0,2,0,4,0,0,1,0>

55 <1,2,1,1,2,3,0,1,2,2> <4,0,4,0,0,0,0,1,0,0>

60 <2,1,1,0,0,2,2,1,2,2> <3,2,1,0,0,0,3,0,0,0>

65 <1,0,1,1,0,1,1,2,0,1> <4,0,2,1,0,2,0,0,0,2>

70 <1,0,0,0,1,0,1,1,0,1> <1,3,0,0,4,0,0,2,1,0>

75 <1,0,0,1,1,0,0,0,0,0> <3,0,4,1,0,0,0,0,2,2>

80 <0,0,0,1,0,0,0,1,0,0> <4,2,0,3,0,0,0,3,2,1>

85 <0,0,0,0,0,0,0,0,0,0> <5,4,6,5,4,4,5,4,4,4>

90 <0,0,0,0,0,0,0,0,0,0> <8,9,7,7,8,7,7,7,7,8>

95 <0,0,0,0,0,0,0,0,0,0> <12,12,11,10,12,11,11,12,11,11>

FAR is high and FRR is low when the threshold level is low. However, reverse is true
when the threshold is high (Table 13).

Figure 7 represents comparative analysis of FAR and FRR of the proposed work
at different threshold levels along with FAR and FRR of Ahmed et al. work with
digraph approximation and without approximation method. According to analysis
result, it is seen that proposed model works far better than the work without using
any approximation method and is almost equivalent to approximation method with
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Table 12 Calculation of FAR and FRR

Threshold (%) Average false
acceptance

FAR (%) Average false
rejection

FRR (%)

5 11.26 75.1 0 0.0

10 10.5 70.0 0.15 1.0

15 9.0 60.0 0.6 4.0

20 7.5 50.0 0.75 5.0

25 6.78 45.2 0.752 5.0

30 6.06 40.4 0.768 5.1

35 5.28 35.2 0.918 6.1

40 3.78 25.2 0.927 6.2

45 3.01 20.1 0.93 6.2

50 2.25 15.0 0.966 6.4

55 1.51 10.1 0.976 6.5

60 1.26 8.4 0.982 6.5

65 0.768 5.1 1.07 7.1

70 0.468 3.1 1.08 7.2

75 0.33 2.2 1.22 8.1

80 0.163 1.1 1.5 10.0

85 0 0.0 4.5 30.0

90 0 0.0 7.5 50.0

95 0 0.0 11.26 75.1

Fig. 6 Average false
acceptance and average false
rejection trade-off with
threshold level

less overhead. Sometimes, proposed model even works better than the work using
approximation method.

5.2 Discussion

The proposed work is based on generalized concept of n-graph-based classification
model. Our classification enhances the flexibility compared to existing works [5,
8–10]. There is no requirement of maintaining mapping tables for monographs and
digraphs or modeling the neural network separately [5]. It reduces time and space
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Table 13 Comparative analysis of FAR and FRR

Threshold
(%)

Ahmed et al. (with
digraph approximation)

Ahmed et al. (without
digraph approximation)

Proposed work (without
digraph approximation)

FAR (%) FRR (%) FAR (%) FRR (%) FAR(%)
(approx.)

FRR(%)
(approx.)

5 71.671 0 98 0 75.1 0.0

10 68.443 0 96 0 70.0 1.0

15 56.184 0 84 5 60.0 4.0

20 52.201 0 80 6 50.0 5.0

25 48.291 0 78 8 45.2 5.0

30 44.093 0 65 10 40.4 5.1

35 38.149 0 60 10 35.2 6.1

40 29.021 0 45 10 25.2 6.2

45 19.428 0 35 15 20.1 6.2

50 16.09 0 25 15 15.0 6.4

55 12.162 0 15 30 10.1 6.5

60 7.308 0.082 10 40 8.4 6.5

65 3.851 1.711 9 50 5.1 7.1

70 0.92 1.711 8 50 3.1 7.2

75 0.92 4.82 5 60 2.2 8.1

80 0.0152 6.1 5 60 1.1 10.0

85 0.0152 12.82 3 70 0 30.0

90 0 48.6 2 80 0 50.0

95 0 91 2 90 0 75.1

Fig. 7 Comparative analysis of FAR and FRR at different threshold levels

overhead. As the proposed work is based on the adaptive model of user’s nature, it
updates dynamically according to iterative learning process and enhances the flexi-
bility. Feature extraction calculates average latency of n-graph in a very efficient way
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that reduces the feature set size. Simple clustering technique is used to group similar
data samples in a cluster, where indexing technique is used for each cluster to reduce
search time without enhancing the cost. Sparse entries in template are discarded to
avoid operational complexity of classifiers. It may be discarded when it has no use;
again, it can be added, according to the requirement, which consumes less resource.
Odd data are removed in the simplest way compared to the other existing methods
[5]. Data are normalized using a very simple logic. A reference typing signature of
the user in the proposed model is based on temporal feature vector of user and the
weight of network model, which can efficiently differentiate between two users. In
summary, analysis of proposed model reveals that

• No mapping tables or separate neural network models for monographs and
digraphs.

• Simple clustering technique groups similar data samples, where indexing tech-
nique is used for each cluster to reduce search time.

• Odd data are discarded based on intra-cluster and inter-cluster distance.
• Data are normalized using simple min-max logic.
• Both temporal and global features are considered for decision making.

6 Conclusions

The primary goal of the proposed model is to classify users accurately in a less
complexmanner. This does not introduce any additional costs and needs no additional
hardware except the keyboard that every computer is equippedwith. Dynamic pattern
analysis is still a challenging issue.Theproposedwork focuses on this direction.Here,
user’s typing nature is captured besides considering temporal data of typing patterns.
In module 1, typing patterns of users are recorded as they type short fixed patterns
as well as long free patterns. Thus, the variations in the typing styles of individual
users can be obtained easily. Sparse entries of user templates are reduced by using
the wildcard character, and user’s adaptability is enhanced by feedback path. This
reduces the complexity faced by the classifiers. In module 2, clusters of data samples
are formed and indexing is considered for each cluster for faster searching. Inmodule
3, classifier decision ismergedwith thematch score generator and decision generator,
which enhance the accuracy level.

At a glance, the features of proposed model are as follows:

• Classification model considers temporal as well as global features of both static
and dynamic patterns.

• Wildcard character (‘*’) is used to reduce the problem of matching patterns, which
are not collected before.

• Size of template is reduced, and sparse entries are discarded to avoid processing
overhead of classification model.

• Computation overhead is reduced along with maintaining accuracy for a limited
set of samples in laboratory environment.
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The authors believe that the proposed work could give better performance even in
remote applications such as remote health care. The work is on to study various chal-
lenges in this domain and adjust the solution accordingly, so that it can be considered
for further detailed processing and analysis.

Appendix

HCI User Interface
HCI Editor for Static Pattern Collection

HCI Editor for Dynamic Pattern Collection
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A Novel Technique for Contrast
Enhancement of Chest X-Ray Images
Based on Bio-Inspired Meta-Heuristics

Jhilam Mukherjee, Bishwadeep Sikdar, Amlan Chakrabarti,
Madhuchanda Kar and Sayan Das

Abstract Chest radiography is considered as one of the most important radiological
tools in pulmonary disease diagnosis. Due to the generation of low contrast images of
X-raymachines, the detection of the lesions is a difficult issue and prone to error for a
radiologist. Hence, a contrast enhancement algorithm is an obvious choice to enhance
the contrast of the image, thus increasing the accuracy of detection of the lesions.
This paper not only proposes a new algorithm for contrast enhancement of digital
chest X-ray images using particle swarm optimization (PSO), but it also introduces
a benchmark dataset of digital chest radiographs to justify the supremacy of our
proposed algorithm over that of state-of-the-art contrast enhancement algorithms.
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1 Introduction

Lung cancer has become a serious health issue in recent days. Nearly 91% affected
Indians are suffering death due to this disease [1]. The survival rate is increased if it
is detected at an early stage. With the advancement of medical imaging technology,
computer-aided diagnostic systems take amajor role to predict this disease at an early
stage. Although computed tomography (CT) images efficiently detect this disease
at an early stage, this technology is not available throughout this country. Chest
radiographs may become an alternative solution for this disease. Lung cancer is
generally initiated by pulmonary nodules having a small white spot, visible in the
lung parenchyma. Often these lesions are hindered by chest ribs. Besides, most of the
X-ray scanners generate images that are of low contrast due to the presence of water
in the human body, which makes interpretation of lesions a tedious job not only for
a radiologist but also for a computer-aided diagnosis system. Although the increase
in X-ray tube current can enhance the quality of the radiographs, it can also generate
adverse effects on the human body. Hence, an appropriate contrast enhancement
algorithm is required to enhance the image at a desired level.

In this paper, we have introduced a new chest X-ray dataset “Swash” for detection
and prediction of malignancy in pulmonary nodules. Besides the dataset, we have
also proposed a new methodology based on PSO for contrast enhancement of digital
chest radiographs.

The rest of the paper is organized as follows: Sect. 2 discusses on the literature
review in this domain. Algorithm and functions responsible for enhancement are
illustrated in Sect. 4. Section5 exhibits the result of this study. Finally, conclusions
are drawn in Sect. 6.

2 Related Work

Adigital medical image databasewas first introduced in digital mammograms known
as digital database for screening mammography, which contains 2620 four-view
screening digital mammograms [2]. A chest X-ray database of 247 scans of solitary
pulmonary nodules has been proposed by Japanese Society of Radiological Tech-
nology (JSRT) [3]. Contrast enhancement increases the dynamic range of the image.
There are many algorithms that can increase the contrast of an image to some extent.
Histogram equalization (HE) [4] and linear contrast stretching (LCS) [5] are widely
acceptable as they are very simple method to implement; however, these two are
global contrast enhancement methods which have a tendency to incorporate noise in
it. According to Chen andRamli [6], HE increases the contrast using themiddle value
of the gray scale but not using the mean intensity value. This leads to a brightness
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preservation problem of histogram equalization. The above-mentioned problems can
be overcome by adaptive histogram equalization (AHE) technique where the inten-
sity value is increased based on the local properties of the histogram [7]. In another
modified algorithm of HE, fuzzy histogram is used to overcome the inconsistency
present in the gray level of brightness preserving dynamic histogram preceded by
a smoothing procedure using Gaussian kernel, and finally, the gray level value is
increased dynamically. Based on clipping histogram equalization technique, a novel
contrast enhancement method is proposed in [8], where a clipping histogram is per-
formed by mean and the median value of the histogram intensity adaptively. Using a
region-based image enhancement technique, the contrast of the radiographs has been
[9] increased by selecting the seed point and then intensity is enhanced adaptively.
Another novel contrast enhancement methodology has been sketched out in [10],
where benchmark images and low contrast digital mammograms are enhanced using
shearlet domain. Computing the local statistical value of the input images, adap-
tive histogram enhancement technique is proposed in [11] to increase the quality of
radiographs. Based on the local bihistogram equalization technique, an adaptive con-
trast enhancement methodology has been sketched out [12] to enhance the contrast
of the MRI images. Using genetic algorithm (GA), a novel contrast enhancement
methodology has been proposed in [13] to enhance the contrast of natural source
images as it has more dynamic range, and the authors claim that GA can increase it
to some extent. Using particle swarm optimization (PSO) technique, a novel contrast
enhancement methodology has been sketched out in [14].

3 Data Description

Our target dataset images are described in Sect. 3.1. Presently, 120 chest X-ray of
Swash dataset are available on (http://www.cu-coe.in/samples/X-ray/Data.zip). All
the images are collected from Peerless Hospital fromMarch 2015 to November 2016
for those patients who come for their routine check for lung cancer diagnosis. While
collecting the patient data, we have taken those data that are confirmed through
biopsy or cytology test. The patient edge lies between 30–75 in both male and
female patients. Among 120 patients, 77 patients are male and rest are female. In
conventional X-ray imaging procedure, the X-ray beam passes through the human
body to project the shadow of hard tissue to project as shadow on the film. This film is
then processed and printed to get the picture of the organ. In this study, we have used
CR type of digital X-ray images where a sensor is placed behind the patient instead
of placing X-ray films in conventional radiography. This sensor is next attached to
the computer to create the digital radiography.

http://www.cu-coe.in/samples/X-ray/Data.zip
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3.1 Sample Size Calculation

The size of the sample can be calculated as

n = z2 ∗ se(1 − se)

d2 p
(1)

At 95% confidence level, z = 1.96, Se is the sensitivity; here, we considered it as
80%. d is the precession 20%, and p is the prevalence considered as 10%. Hence,
the sample size of the dataset is 307 (Figs. 1 and 2).

3.2 Description of the Chest X-Ray Images

• Size: A pulmonary nodule with size < 3mm is clearly benign. However, all the
pulmonary nodules larger than this specified size do not have same chances of
malignancy.

– A lung nodule with size ≤ 4 mm has 0% chance of malignancy.
– A lung nodule with size ≤ 7 mm has 1% chance of malignancy.

Fig. 1 Chest radiographs
with nodule
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Fig. 2 Chest radiographs
without nodule

– A lung nodule with size ≤ 1 cm has 15% chance of malignancy.
– A lung nodule with size ≤ 2 cm has 40% chance of malignancy.

• Shape: The shape of pulmonary nodule is categorized into six groups, namely
round, oval, lobulated, speculated, irregular, and ragged. The pulmonary nodule
with shape round, oval are benign and speculated, irregular and ragged are clearly
malignant where as pulmonary nodules with shape lobulated is belongs to any
group depending upon another features.

• Margin: The outline pulmonary nodule is categorized into four groups, namely
smooth, lobulation, speculation, and irregular. The first two indicate benignity,
and rest two are malignant.

• Presence and pattern of calcification: Calcification is a process in which calcium
is deposited in living cell. If the nature of calcification of a nodule is either central
or popcorn or laminated, it is a sign of benign lung nodule, whereas if its nature is
speckled or eccentric, it is malignant one.

• State of Abnormality

– Truly benign: The histopathology report clearly shows that it has no chances of
cancer.

– Probably benign: According to radiological features, the pulmonary nodules
have very few chances of malignancy.

– Probably malignant: According to radiological features, the pulmonary nodules
have chances of malignancy.

– Malignant: All the reports clearly reveal that it has cancer.
Adenocarcinoma: This type of lung cancer generates due to abnormal growth
of adeno cell of human body.
Squamous cell carcinoma: This cancer arises due to abnormal growth of
squamous cell.
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– Metastatic lung cancer: This type of cancer is generally initiated from other
cancerous organs.

• Gender
• Position of the nodule: Human lung consists of five lobes. This confirm the local-
ization of nodule on human lung.

• Coordinate position of the nodule:
• Types of Nodules

Obvious
Relatively Obvious
Subtle
Very Subtle
Extremely Subtle

• Clinical Features

Patient Age
History of Malignancy
Smoking History
Hemoptysis

3.3 Annotation Process

In order to annotate the region of interest, we have designed a graphical user interface
tool inMATLAB. Each radiologist marked on each subjects according to their exper-
tise and visual interpretation considering a standard protocol of marking using this
GUI tool through computer interface. All the radiologists mark on region of interest
with a 5-mm interval on the boundary. This reduces inconsistency inmarking. All the
marks performed by each radiologist are stored in XML file along with slice number
and its size. Each nodule candidate is assigned a unique identity number. They are
assigned the number in increasing order from top left position to right bottom posi-
tion. Each identification number remains the same in each slice in which it belongs.
This procedure yields a single separate XML file for each subject.

3.4 Database Access Procedure

The original anonymized patient images in DICOM format along with its annotated
image files of all subjects along with associated XML files and radiologists marked
images of each patient have been uploaded to the following link (http://www.cu-
coe.in/samples/X-ray/Data.zip) to download publicly and freely from the same link.

http://www.cu-coe.in/samples/X-ray/Data.zip
http://www.cu-coe.in/samples/X-ray/Data.zip
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A registration procedure must be performed by each of the users before the sign-
in process using users institutional email id. A unique password is automatically
resent to the user’s email id after verifying his/her affiliations and requirements. This
password is valid for 15 days. The user is allowed to download a sample dataset
without registration to check if it fulfills the, before going for a complete download
after registration.

4 Methodology

In this section, we have described the way PSO is used to enhance the contrast
enhancement of an image. Figure3 illustrates the flow of the study.

4.1 Transformation Function

A lowcontrast image reveals that it has low intensity value.A transformation function
can be applied on a low contrast image to enhance the gray value of the image.

Let us consider a grayscale image with size M × N whose intensity value can be
enhanced by a transformation function T based on both global and local enhancement
methodology. The enhanced image matrix can be defined as:

x(i, j) = T [y(i, j)] (2)

where y(i, j) is the intensity value of the input image at position (i, j) and x(i, j) is
the intensity value of enhanced image at same position [14].

Local transformation function is applied on a user-defined window size n × n
which can be defined as

x(i, j) = S(i, j)[y(i, j) − c × p(i, j)] + p(i, j)a (3)

where n is the local mean and defined as

p(i, j) = 1

n × n

n−1∑

i=0

n−1∑

j=0

y(i, j) (4)

Fig. 3 Workflow
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K (i, j) is the enhancement function and defined as

S(i, j) = k.D

σ(i, j) + b
(5)

σ(i, j) is the standard deviation of the window with size n × n and defined as

σ(i, j) =
√√√√ 1

n × n
(

n∑

i=0

n∑

j=0

y(i, j) − p(i, j)2 (6)

D is the global mean and defined as

R = 1

n × n

M−1∑

i=0

N−1∑

j=0

y(i, j) (7)

Finally, the transformation function is defined as

x(i, j) = k.R

σ(i, j) + b
[y(i, j) − c × p(i, j)] + p(i, j)a (8)

The value of the four parameters (a, b, c, k) are being optimized through parameter
tuning are described in Sects. 4.2 and 4.3.

4.2 Objective Function

It is a measurement of quality of an image without any human intervention. While
constructing the objective function, we have considered three properties of the
enhanced images:

• A good contrast enhanced image has more number of edges than the original input
image.

• An enhanced image has more intensity value than its edge.
• Entropy: This reveals the information content of an image. If the intensity distri-
bution of the image is uniform, it should have high.

Hence, the objective function for this purpose is

F(Ie) = log(log E(Is)) × nedgles × H(Ie) (9)
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where Ie, Is are the enhanced image and edge detected image, respectively. E(Is)
is the sum of pixel intensity of edge detected image Is . nedgles is the number of
edge pixels that have intensity value more than threshold value used in Sobel edge
detector; in this case, we have used Otsu’s global thresholding technique. Entropy
of the image is calculated as

H(Ie) = −
255∑

i=0

ei (10)

ei = hi log2 hi if hi �= 0; otherwise, ei = 0. hi is the probability of a intensity value
to be in the image. Ie is the enhanced image of an input image I .Is is the edge image
that can be defined using the kernel function described in Eqs. 12 and 13 and can be
defined as

Is =
√

δmIe(i, j)2 + δnIe(i, j)2 (11)

δmIe = gIe(i + 1, j − 1) + 2gIe(i + 1, j) + gIe(i + 1, j + 1) − gIe(i − 1, j − 1) − 2gIe(i − 1, j) − gIe(i − 1, j + 1)

(12)

δnIe = gIe(i − 1, j + 1) + 2gIe(i, j + 1) + gIe(i + 1, j + 1) − gIe(i − 1, j − 1) − 2gIe(i, j − 1) − gIe(i + 1, j − 1)

(13)

4.3 Particle Swarm Optimization

In this study, we have used PSO to obtain the optimal intensity value of the enhanced
image. This technique is implemented based on the principle of swarm intelligence
family. There are numerous techniques in swarm intelligence umbrella like genetic
algorithm (GA), artificial bee colony (ABC), ant colony optimization (ACO), etc.
GA computes the optimal solution using crossover and mutation. ACO and artificial
bee colony (ABC) compute the optimal solution using food searching behavior of ant
and bee swarm, respectively, whereas in PSO, it works based on the swarm behavior
of bird [15]. In this study, we have used PSO to enhance the contrast of the image. The
results clearly show that in case of X-ray image enhancement, PSO behaves better
than the other members of swarm family. Each solution in this algorithm is known as
particle. These particles are moved through the problem iteratively. Considering both
local and global information of a low contrast image, the transformation function is
used to enhance the gray value of the image using the objective functions. a, b, c, k
are four parameters that are responsible to get the optimum result using fitness value,
which is a parameter of good quality images. These values are computed through
PSO mechanism. For a P number of particles, the four parameters are initialized
within a range and equivalent to random velocities calculated as
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vt+1
i = wtvti + c1r1(pbest

t
i − Xt

i ) + c2r2(gbest
t − Xt

i ) (14)

Xt+1
i = Xt

i + vt+1
i (15)

where Xt
i and v

t
i are the positions and velocity at time t , andWt is the inertia weight

which can be defined as

Wt = Wmax
Wmax − Wmin

tmax
× t. (16)

Each vector for each particle has four components a, b, c, k. From this fitness value,
the gbest and pbest known as local and global best values are calculated to direct the
particle in a proper direction to obtain optimum solutions. Hence, new positions of
particle lead to a better enhanced image of the histogram.

The contrast of the image is enhanced through the transformation function, which
involves both global and local intensity values of the image. For each particle N , the
four parameters represent the four components of the position vector. The parameter
ranges defined in Sect. 4.3 represent the random velocity. This section described
about the optimized velocity required in contrast enhancement. The quality of the
image is measured through the objective function which is none other than the fitness
of the particle. The gbest and pbest values help to move the particle toward the best
position. In each iteration, a set of new particles have been generated along with
its gbest and pbest values using the objective functions. The process is terminated
when the image is enhanced through its gbest value.

4.3.1 Parameter Tuning

PSO is a parameter-dependent algorithm. Gray value enhancement of benchmark
imageusingPSO is introduced in [14], and theyhaveused the value of four parameters
used in this PSO-based enhancement method which lies between a ∈ [0, 1.5], b ∈
[0, 0.5], c ∈ [0, 1], k ∈ [0.5, 1.5].

However, there are some differences in properties of normal images with those of
themedical images. All the images generated from sameX-ray scannermachine have
the same intensity property. Hence, to calculate the optimal value of each parameters,
we have executed Algorithm1, which yields the fitness value described in Eq.9 in
a range of a ∈ [0, 2], b ∈ [0, 1.2], c ∈ [0, 2], k ∈ [0, 2]. The value of b changes the
output image drastically and is extremely sensitive. Figure6 clearly shows that with
very high and very low value of the above-mentioned parameter b generates a binary
image. The plots shown in Fig. 4a, b, c are three-dimensional line plots, where fitness
value is plotted against any two variables keeping the third variable constant. These
three plots yield a pair of value for each of the variables. Finally, the optimum values
for the variables are calculated by averaging it.
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Algorithm 1 PSO in Contrast Enhancement
Input: Low Contrast Image
Output: Contrast Enhanced Image

1: Define N number of particles with m dimension
2: values of parameter a,b,c,k are initialized
3: for Each Particle i = 1 to N do
4: gbest and pbest of each particles are calculated using Equation9.
5: The inertia weight (W) is calculated as

Wt = Wmax − Wmax − Wmin

tmax
× t. (17)

6: while (gbest �= pbest)& Wt > Wmin do
7: Calculate fitness value using the objective function described in 9
8: if T (Ie)i < T (pbesti ) then
9: pbesti = Ni
10: end if
11: if T (Ie)i > T (gbesti ) then
12: gbesti = Ni
13: end if
14: Update velocity and position using Equation 14 and 15
15:
16: Enhanced Image is generated using Equation 8
17: end while
18: end for

Figure4a shows that value of (a, k) is (0.7, 0.9)
Figure4b shows that value of (k, c) is (0.7, 0.8)
Figure4c shows that value of (a, c) is (0.9, 0.9)
Hence, a = 0.8, k = 0.85, c = 0.9. The window size is determined according to

the base exposure of the image. Higher the window size, the enhanced image will
be more smoother, i.e., more articulation will be there in the output image. Lesser
the window size, the output image produced will be toward a binary image, and is
used in case of moderate exposure images. The window size needs to be optimized to
enhance any presence of any abnormal entity. However, in case of any low exposure
image, the window size needs to be large, to enhance the image and to provide more
accurate estimation of any presence of any external entity and also to provide a better
fitness value of the enhanced image. Figure5 shows that at n ≤ 30 and n ≥ 50 yields
a binary image.
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Fig. 4 3D Plot for
parameter tuning

(a) variation of Fitness function with respect to a,k

(b) variation of Fitness function with respect to k,c

(c) variation of Fitness function with respect to a,c
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(a) Input Image (b) n 25 (c) n 35

(d) n 55

Fig. 5 Output based on window size

(a) Input Image (b) b 0.2 (c) b 0.7

(d) b 1.2

Fig. 6 Result of parameter tuning for variable b
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5 Results and Discussion

In this section, we display the result of our contrast enhancement algorithm over
digital X-ray images. To establish the performance of PSO-based contrast enhance-
ment algorithm, we have analyzed the performance of PSO over some standard con-
trast enhancement techniques like histogram equalization (HE) [16], linear contrast
stretching (LCS), adaptive histogram equalization (AHE) [7], adjustment function
[16], median-mean-based sub-image-clipped histogram equalization (MNSICHE)
[9], BPFDHE [11], nonparametric modified histogram equalization (NHMC) [8]
using some standard metric described in Sect. 5.3. We have executed our algorithm
over all images of the dataset, however results of 5 randomly chosen images are
shown below among them, Image ID 1–3 are high contrast and 4 and 5 are low
contrast images.

5.1 Dataset

We have used 220 chest X-ray images collected from Peerless Hospital from March
2015 to March 2017 for those patients who came for their routine check up with
different types of lung diseases for contrast enhancement [17]. The patient edge lies
between 30–75which consists of bothmale and female patients. Among 220 patients,
157 patients are male and rest are female. In conventional X-ray imaging procedure,
the X-ray beam passes through the human body the shadow of hard tissue as shadow
on the film. This film is then processed and printed to get the picture of the organ. In
this study, we have used CR type of digital X-ray images where a sensor is placed
behind the patient instead of placing X-ray films in conventional radiography. This
sensor is next attached to the computer to create the digital radiography [18].

5.2 Result of Annotation Process

Three experienced radiologist have been found 300 abnormalities from 120 chest
radiographs, among them, 257 cases aremarked as nodule by at least one radiologists
and 227 cases marked as nodule by all radiologists. Although, Biopsy and cytology
report says that there present 252 nodules and among them 193 cases are malignant
rest are benign among all the malignant cases 70 are responsible for metastatic lung
cancer.

The type of nodule is further categorized into five classes, namely obvious, rela-
tively obvious, subtle, very subtle, and extremely subtle. There are 86 nodules that
are very subtle, 31 nodules are extremely subtle, 48 nodules are subtle, 64 nodules
are obvious, and the rest of 33 nodules are relatively obvious.
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Anatomy of human lung reveals that there are five lobes and generation in different
positions has different chances of malignancy. There are 88 nodules that are in left
lower lobe, 72 nodules are in left upper lobe, 10 nodules are in the right middle lobe,
56 nodules are in right lower lobe, and 26 nodules are in right upper lobe.

5.3 Evaluation Metrics

• Peak signal-to-noise ratio(PSNR): PSNR can be defined as the ratio between the
maximum power of the signal and the power of the corrupting noise, which mea-
sures the peak error. Higher the PSNR value indicates the higher quality of images.
Mathematically, PSN R can be defined as:

PSN R = 20 log10(
255

RMSE
) (18)

• Mean square error:

MSE =
√√√√1

n

n∑

i=1

(x − y)2 (19)

where x is the output image and y is the reference image.
• Mean absolute brightness error (MABE): It is the measurement of absolute inten-
sity value difference between input image and enhanced image

D = ‖μA − μB‖. (20)

An algorithm generating less value is considered as good one.
• Detailed variance:
• Background variance:

Figure7 exhibits the visual verification result of input chest X-ray images. The
input image in Fig. 7 is much lower in contrast than that of the input images of
Fig. 8. The output of these figures along with their histogram clearly shows that
PSO works better in case of comparatively very low contrast X-ray images even it
suppresses the ribs which are not our region of interest. However in comparatively
high contrast images, it does not score very high. Tables2, 4, 1 clearly show that
PSO-based image enhancement algorithm works better than the modified histogram
equalization methods. However, the visual verification result always does not give
the guarantee of perfect results (Figs. 9 and 10).

According to the definitions of fitness value, PSNR, Detailed Variance, Back-
ground Variance and MABE, MSE a good contrast image has higher fitness value,
PSNR, detailed variance and background variance and least value in case of MABE
andMSE. The comparative analysis of this metric is described in Tables1, 2, 3, 4, 5, 6
and Figs. 9, 8, 11, 12, 13, 14.
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Fig. 7 Visual verification of
PSO over other algorithm for
low contrast image

(a) Input Image (b) HE

(c) Adjust Function (d) AHE

(e) BPFDHE (f) LCS

(g) MMSICHE (h) NHMC

(i) PSO (j) GA

(k) ABC (l) ACO
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(a) Input Image (b) HE

(c) Adjust Function (d) AHE

(e) BPFDHE (f) LCS

(g) MMSICHE

(h) NHMC (i) PSO (j) GA

(k) ABC (l) ACO

Fig. 8 Visual verification of PSO over other algorithm for high contrast images
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Fig. 9 Background variance

Fig. 10 Comparison of
fitness value

Table 1 Fitness function value of different algorithms
Image HE Adjust LCS BPFDHE AHE MNSICHE NHMC PSO GA ACO ABC

ID1 0.138 0.192 0.192 0.210 0.197 0.229 0.250 0.269 0.201 0.198 0.215

ID2 0.210 0.208 0.182 0.199 0.182 0.201 0.214 0.234 0.205 0.187 0.123

ID3 0.227 0.255 0.272 0.289 0.257 0.297 0.342 0.379 0.209 0.258 0.245

ID4 0.195 0.189 0.207 0.239 0.214 0.288 0.315 0.350 0.279 0.269 0.255

ID5 0.220 0.215 0.265 0.310 0.294 0.3347 0.393 0.419 0.289 0.269 0.247
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Table 2 Comparison of background variance
Image HE Adjust LCS BPFDHE AHE MNSICHE NHMC PSO GA ACO ABC

ID1 2.97 2.28 3.27 3.99 3.32 4.27 4.92 5.27 2.46 3.25 3.94

ID2 2.89 2.36 3.15 3.92 3.45 4.29 4.96 5.32 3.21 3.91 3.49

ID3 2.94 2.34 3.19 3.89 3.52 4.31 5.02 5.29 3.25 3.94 3.37

ID4 3.02 2.32 3.21 3.91 3.49 4.11 4.89 5.41 3.15 3.92 3.45

ID5 3.05 2.46 3.25 3.94 3.37 4.13 5.06 5.39 3.27 3.99 3.32

Table 3 Detailed variance generated by different algorithms
Image HE Adjust LCS BPDHE AHE MNSICHE NHMC PSO GA ACO ABC

ID1 0.1873 0.1507 0.2030 0.2870 0.2507 0.3005 0.3220 0.3350 0.2356 0.2545 0.2356

ID2 0.1806 0.1512 0.2005 0.2805 0.2520 0.2997 0.3216 0.3370 0.1245 0.1986 0.2109

ID3 0.1897 0.1577 0.2078 0.2890 0.2594 0.3047 0.3205 0.3397 0.2589 0.2548 0.2989

ID4 0.1809 0.1502 0.2009 0.2820 0.2509 0.3020 0.3195 0.3398 0.2256 0.2548 0.2378

ID5 0.1825 0.1508 0.2083 0.2837 0.2610 0.3017 0.3189 0.3390 0.2356 0.2454 0.2545

Table 4 Mean absolute brightness error
Image HE Adjust LCS BPFDHE AHE MNSICHE NHMC PSO GA ACO ABC

ID1 22.17 27.33 24.67 16.23 20.13 15.51 12.72 9.44 10.23 11.89 12.56

ID2 22.52 27.45 23.78 15.52 19.89 1.23 13.23 10.15 10.02 11.89 12.56

ID3 22.12 28.06 23.52 16.09 20.05 15.21 12.99 9.74 12.23 11.56 12.89

ID4 21.86 27.96 24.26 15.89 19.97 15.04 12.85 9.56 13.26 15.30 11.56

ID5 22.05 27.69 23.56 15.75 19.56 15.53 12.89 9.45 13.02 12.56 15.23

Table 5 Peak signal-to-noise ratio
Image HE Adjust LCS BPFDHE AHE MNSICHE NHMC PSO GA ACO ABC

ID1 42.17 47.33 54.67 46.23 50.13 45.51 42.72 59.14 54.12 55.45 57.89

ID2 42.52 47.45 53.78 45.52 49.89 4.23 43.23 60.25 53.93 55.01 56.89

ID3 42.12 48.06 53.52 46.09 50.05 45.21 42.99 63.74 54.21 54.69 56.05

ID4 41.86 47.96 54.26 45.89 49.97 45.04 42.85 62.56 54.01 55.23 57.09

ID5 42.05 47.69 53.56 45.75 49.56 45.53 42.89 59.45 53.22 54.95 57.22

Table 6 Mean square error
Image HE Adjust LCS BPFDHE AHE MNSICHE NHMC PSO GA ACO ABC

ID1 61.23 65.12 60.23 66.23 55.13 41.51 42.72 19.14 54.12 25.45 37.89

ID2 62.78 65.45 60.56 65.52 55.89 41.23 43.23 19.25 53.93 25.01 36.89

ID3 61.95 65.89 60.45 66.09 56.05 42.21 42.99 20.74 54.21 24.69 36.05

ID4 62.12 64.89 60.78 65.89 56.97 43.04 42.85 19.56 54.01 25.23 37.09

ID5 63.12 67.23 60.12 65.75 56.56 42.53 42.89 19.45 23.22 54.95 37.22
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Fig. 11 Comparison of
PSNR

Fig. 12 Comparison of
entropy

Table 7 Result of cross-validation

ID FitnessValue BV DV PSNR MSE MABE

Image1 0.269 5.27 0.3350 98.56 0 0

Image2 0.234 5.32 0.3370 98.78 0 0

Image3 0.379 5.29 0.3397 98.95 0 0

Image4 0.350 5.41 0.3398 99.23 0 0

Image5 0.419 5.39 0.3390 99.04 0 0

To ensure that the output enhanced images are optimized, we have passed the
output image as input image in algorithm to calculate difference metrics as described
in Sect. 5.3. The evaluated metric values are shown in Table7.
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Fig. 13 Comparison of
mean square error

Fig. 14 Comparison of
detailed variance

6 Conclusion

Contrast enhancement ofmedical images is quite a challenging task inmedical image
analysis. In this paper, we have applied particle swarm optimization over digital X-
ray images. The results in comparison with the other existing techniques are quite
satisfactory. In future, we will apply more accurate objective function and/or any
other bio-inspired meta-heuristic techniques rather than swarm intelligence to get
better enhanced images.
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Ultrasound Medical Image Deblurring
and Denoising Method Using Variational
Model on CUDA

Biswajit Biswas, Biplab Kanti Sen and Kashi Nath Dey

Abstract This paper introduces a new variational model on CUDA platform for
the restoration (deblurring and denoising) of ultrasound image degraded by additive
Gaussian noise and blur effect. In the deblurring step, we apply an inverse algo-
rithm with the fast transform approach. In the denoising step, a total variational
model (TVM) using second-order partial anisotropic diffusion equations is used.
A unique and stable solution for the proposed model is presented in terms of the
Euler–Lagrange equation. Later, an accurate numerical approximation is constituted
by the finite-difference-based discretization technique and the parameter dependence
of the proposed model is also described. To achieve better acceleration with satisfac-
tory performance, the proposed algorithm is properly devised on the CUDAGPU and
compared with a sequential execution of the multicore CPU system. Experimental
results and quantitative analysis show that our algorithm is efficient to restore the
ultrasound image compared to the state-of-the-art restoration methods.

Keywords Ultrasound image denoising · Partial differential equation
Total variation · Euler–Lagrange equation · Computation Unified Device
Architecture (CUDA) · Graphics Processing Units (GPU) · Signal-to-noise ratio

1 Introduction

In the last two decades, advancement in ultrasonic medical technology
effectively generated a number of imaging techniques that are extensively practiced
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by both researchers and clinicians for diagnostic ultrasound analysis. Each ultrasonic
image sequence describes detailed anatomical and functional information about the
anatomy of living tissues [1, 2]. Performance and efficiency of sonogram diagnos-
tics, such as pixel-based tissue classification, extraction of organic shape, location,
and tissue boundaries, are influenced by the amount of noise exists at the acquisition
phase. The main cause of this kind of degradation is random thermal noise inject-
ing into the sonogram data at the time of image acquisition [3, 4]. In recent, many
researchers have addressed about some special random noise, such as multiplicative
noise, impulse noise, and Poisson noise [1, 2, 4] in medical image processing. In this
work, we are dealing with the restoring issue under the additive Gaussian noise with
TVM. The image restoration problem under the additive noise like multiplicative
noise is a challenging task. However, several approaches have been suggested to
address the additive noise removal problem, for example, variational methods [2, 5,
12], filtering techniques [1, 2], and statistical method [1, 2]. Among the variational
methods, total variation (TV)-based models are considerably effective and efficient
for restoring the noisy image and better ability to preserve image details (e.g., edges,
textures) [1, 2, 6]. Typically, image restoration is the process of restoring the image
information around the noisy zone [1–3, 7]. Mostly, those restoration techniques
use the partial differential equation (PDE) and total variational functional (TVF)
[1, 2, 8]. A simple variational approach for image restoration method based on the
Mumford-Shah functional has been developed in [2, 9], and another method using
the Mumford-Shah algorithm found in [1, 2, 4], which solves restoration problem
by means of level lines with minimal curvature in the image plane. An effective
variational model for image restoring was introduced in [1, 3, 10] where the total
variation (TV) restorationmodelwas proposed. Thosemodels use anEuler–Lagrange
equation and anisotropic diffusion, based on the strength of the isophotes [1, 3, 11].
Recently, the TV restoration model has been extended and considerably improved
the reconstruction methods, such as TV restoration with Split Bregman [4, 10, 12].
Similarly, we found other state-of-the-art variational restoration models based on
TV regularization [2, 7, 11] and wavelet restoration TV [1, 3, 4] in the literature. In
addition, a number of powerful image restoration models are recently developed by
using the kriging interpolation approach [1, 2, 8]. Many research works have been
published which are more efficient for noise removal [1, 10, 12]. Most popular tech-
niques, such as bilateral filtering for denoising [2, 3], wavelet-based denoising [1, 2],
and TV-based variational [10, 11] approaches, are successfully practiced in digital
image processing. The first total variation-based noise removal model based on the
constrained optimization approach with two Lagrange multipliers was introduced in
[11, 12]. To overcome the drawback, the total generalized variation (TGV) regular-
izer integrated with an additional term known as the data fidelity term [1, 6–8]. From
all the fact, all the different TVM designed for large-scale images, the restoration
process is found to be computationally expensive with higher execution cost.

A lot of image processing algorithms (e.g., image denoising) has been successfully
implemented in many accelerators, such as graphics processing units (GPUs) [1, 2,
13], field programmable gate arrays [1, 2], and cell broadband engines [1, 13]. The
GPU is one of the most powerful hardware devices among them and extensively used
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in high computational tasks,where it contains an extensive highermemory bandwidth
than the CPU. For instance, the latest Maxwell architecture provides 336 GB/s of
memory bandwidth which is higher than the double data rate of the latest generation
memory system. Both memory-bound and compute-bound algorithms have been
efficiently accelerated as parallel to GPUs [13, 14]. Image restoration is a memory-
bound operation as well as a compute-bound operation since we consider that the
GPU is a perfect accelerator for the large-scale image restoration problems [13, 14].

This paper proposes a novel partial differential equation (PDE) based on total
variation (TV) for image restoration. The proposed restoration scheme is derived on
the basis of an anisotropic diffusion PDE-based variational model that efficiently
denoises and deblurs the degraded sonogram images. In our nonlinear diffusive PDE
model, we have used trigonometric function that deals with the anisotropic proper-
ties of an image (edge, corners, texture, etc.) and measure the orientation of those
properties which helps to produce more detailed image rather than the state-of-the-
art methods. It also performs deblurring and denoising simultaneously, which is
also a unique contribution of our work. A unique and uniform solution to the pro-
posed variational model is formed in terms of the Euler–Lagrange equation. Later,
an accurate numerical approximationmethod is developed by finite-difference-based
discretization approach and the parameter dependence of the proposed model is also
investigated. Next, the implementation of the proposedmodel is done on theNVIDIA
Quadro K-420. Experimental results show that the proposed model is outstanding
with compared to the state-of-the-art restoration methods in terms of both quality
and quantity.

The rest of this paper is organized as follows: The proposed variationalmodel with
the nonlinear diffusion scheme is described in Sect. 2. A stable numerical approxima-
tion scheme is introduced in Sect. 3. Section 4 presents the CUDA implementation in
detail. Section 5 describes the experimental results in short. Finally, the concluding
remarks are summarized in Sect. 6.

2 The Proposed Algorithm

The minimization of TV with an adaptive novel energy functional E is designed for
the proposedmodel. Hence, the enhanced restored image denotes as ur is constructed
as an outcome ofminimization of theE [1, 2, 4, 6–8]. Let u be the original image, and
it should be restored from the observed image u0. For a given image u ∈ L2 (Ω),
with Ω ⊂ R2 an open and bounded domain, the TV-based models are uniformly
written as follows [1, 2, 4, 6–8]:

ur � argmin
u

∫
Ω

(
β

2
‖Hu − u0‖22 +

λ

2
‖u − u0‖22 + α ‖∇u‖1

)
∂Ω (1)
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where the first term is the blurring components of u, on the other hand, ‖u − u0‖22 is
the data fidelity terms, theα ‖∇u‖1 is total variation, andβ, λ, α are the regularization
parameters. Matrix H is a blur matrix that contains Fourier basis.

TVM of the energy functional E can be formulated as follows [1, 2, 4, 6–8]:

E (u) � argmin
Ω

∫
Ω

(
β

2
‖Hu − u0‖22 +

λ

2
‖u − u0‖22 + α ‖∇u‖1

)
∂Ω (2)

where the first term is the regularization term which controls the quality of the image

u.∇u denotes the Laplacian of u and ‖∇u‖ �
√

|u|2xx + |u|2yy + ε, and the parameter
ε > 0 is introduced to avoid the singularity. The second term is the data fidelity
which quantifies the violation of the relation between u and the observed image u0,
and α, β ∈ (0, 1) are the regularization parameters [1, 2, 4, 6–8]. In this work, we
choose α and β adaptively and it is estimated by the gradient function of the evolving
image u, which is expressed as follows:

α �
( ‖∇u‖1

α1 ‖∇u‖1 + α2

)
, β �

( ‖∇u‖2
1 + α1 ‖∇u‖2 + α2

)
(3)

where α1 > 0, α2 > 0 are two arbitrary parameters. In our experiment, we found
satisfactory result when α � 0.1 and β � 0.1. To determine an exact solution of
the proposed model Eq. (2), the iterative algorithm starts with two minimization
subproblems and can be expressed as follows [1, 2, 4, 6–8]:

(1) Denoising step. For u0 fixed, find the solutions of u

uk+1 � argmin
u∈Ω

α

∫
Ω

‖∇u‖1 ∂Ω +
λ

2

∫
Ω

∥∥uk − u0
∥∥2

2∂Ω (4)

(2) Deblurring step. For u0 fixed, find the solution of u

uk+1 � argmin
u

β

2

∥∥Huk+1 − u0
∥∥2

2 +
λ

2

∥∥uk+1 − uk
∥∥2

2 (5)

Now, we designed the corresponding algorithms for Eqs. (4) and (5), separately.
First, for Eq. (4), we note E

(
x, y, u, ux , uy

) � α (‖∇u‖) λ
(
uk − u0

)2
, where ux �

∂u
∂x ; by applying the Euler–Lagrange equation corresponding to the variational model
[1, 2, 4, 6–8], we obtain

∂E

∂u
− ∂

∂x

∂E

∂ux
− ∂

∂y

∂E

∂uy
� 0 (6)

that leads to—λ
(
uk − u0

) − ∂
∂x

(
αuk (‖∇u‖) 2ux

‖∇u‖
)

− ∂
∂y

(
αu (‖∇u‖) 2uy

‖∇u‖
)

� 0

that is equivalent to
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λ
(
uk − u0

) − 2α∇ ·
(

(∇u)

‖∇u‖∇u

)
� 0 (7)

Then, one applies the gradient descent [1, 2, 4] and the following nonlinear dif-
fusion PDE model [4–8] is obtained from Eq. (7):

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂u
∂t � 2α∇ ·

(
(∇u)

‖∇u‖∇u
)

− λ (u − u0)

u (0, x, y) � u0
u (t, x, y) � 0 on, ∂Ω\Γ

(8)

Second, for Eq. (5), its corresponding Euler–Lagrange equation is formulated as
follows [4, 6–8]:

βHT
(
Huk+1 − u0

)
+ λ

(
uk+1 − uk

) � 0 (9)

Therefore, we have

(
λI+βHTH

)
uk+1 � (

λuk + u0βHT
)

(10)

whereλI is a regularized termwith identitymatrix I, and the
(
λI+βHTH

)
is an invert-

ible matrix. After simplification, we obtain an approximate solution from Eq. (10)
as follows:

uk+1 � (
λI+βHTH

)−1 (
λuk + u0βHT

)
(11)

where the matrixH is diagonalized by using the discrete fast transform [4, 6–8]. The
result of minimization Eq. (2), representing the restored image, will be determined
by solving with both Eqs. (8) and (11).

3 Numerical Approximation Scheme

Anumerical approximation procedure relating the finite-difference-based discretiza-
tion approach is carried out considering a space grid size of h and the time step Δt.
The coordinates of space and time are quantized as follows [4, 5, 8]:

x � ih ≈ i, ∀i ∈ [1, · · · , M]

y � jh,≈ j, ∀ j ∈ [1, · · · , N ]

t � kΔt, ∀k ∈ [1, · · · , K ]
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where h is horizontal space. For simplicity, we set the parameters h � 1 and Δt �
1. In the case of denoising component, we have ∇ ((‖∇u‖) ∇u) � (‖∇u‖)Δu +
∇ ((‖∇u‖)) · ∇u, the Eq. (8) can be discretized as follows [1, 2, 4]:

∂u

∂t
� 2α ((‖∇u‖) Δu+∇ ((‖∇u‖)) · ∇u) − λ (u − u0) (12)

The component relates to the Laplacian (‖∇u‖) Δu operator, and it is approxi-
mated by using finite differences, as follows [4, 5, 8]:

D1k (i, j) � (‖∇uk (i, j)‖)∇2uk (i, j) (13)

where

∇2uk (i, j) � uk (i + h, j) + uk (i − h, j) + uk (i, j + h) + uk (i, j − h)

h2
− 4uk (i, j)

h2
(14)

Also, we have

∇ ((‖∇u‖)) · ∇u �
(

∂

∂x

(√
u2x + u2y

)
,

∂

∂y

(√
u2x + u2y

))
· (
ux , uy

)
(15)

that leads to

∇ ((‖∇u‖)) · ∇u �
(√

u2x + u2y
) u2xuxx + 2uxuyuxy + u2yuyy√

u2x + u2y
(16)

We can simplify this formula, by performing some approximations. So, we may
approximate uxx ≈ uxy ≈ uyy, since we have found that second-order derivatives do
not vary so much. Thus, Eq. (16) becomes

∇ (ψu (‖∇u‖)) · ∇u ≈≈
(√

u2x + u2y
)
uxy

(
u2x + u2y

)
(17)

So, we determine the second discretization that is

D2k (i, j) �
⎛
⎝

√(
∂uk (i, j)

∂i

)2

+

(
∂uk (i, j)

∂ j

)2
⎞
⎠ · ∂2uk (i, j)

∂i∂ j

(
∂uk (i, j)

∂i
+

∂uk (i, j)

∂ j

)

(18)

where, by using the finite differences Eq. (17), we get
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂uk (i, j)
∂i + ∂uk (i, j)

∂ j � uk (i+h, j)−uk (i−h, j)+uk (i, j+h)−uk (i, j−h)

2h

∂2uk (i, j)
∂i∂ j �

uk (i+h, j+h)−uk (i+h, j−h)−uk (i−h, j+h)−uk (i−h, j−h)−4uk (i, j)
4h2
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On the other hand, in the case of deblurring components, Eq. (11) can be dis-
cretized as follows [4, 5, 8]:

u (i, j)k+1 � (
λI (i, j) + βH (i, j)T H (i, j)

)−1 (
λu (i, j)k + u (i, j)0 βH (i, j)T

)
(19)

From the above description, we obtain the approximated solution of the proposed
model by using Eqs. (12) and (11) as follows:

uk+1 (i, j) � uk (i, j) +
(
λI (i, j) + βH (i, j)T H (i, j)

)−1

(
λu (i, j)k + u (i, j)0 βH (i, j)T

)
+ 2αΔt

(
D1k (i, j) + D2k (i, j)

) − λ (uk (i, j) − u0 (i, j))

(20)

for k � 0, · · · , K , where u0 represents the discrete form [M × N] of the initial
degraded image and the boundary conditions are as follows:

uk (0, j) � uk (1, j) , uk (M + 1, j) � uk (M, j)

uk (i, 0) � uk (i, 1) , uk (i, N + 1) � u0 (i, N )

The explicit numerical approximation procedure byEq. (3) is stable and consistent
to the nonlinear anisotropic diffusion model by Eq. (8). The pseudocode for the
proposed model is shown in Algorithm (1):
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4 Implementation of CUDA-Based Parallel Algorithm

This section describes the design and parallel implementation of the proposed algo-
rithm on the GPU in detail. Special GPU card is dedicated for scientific computing,
like the NVIDIA Quadro K420 card which is utilized in this work to perform the
entire experiment. Such a GPU card is composed of a number of 192 CUDA cores
with 1 GB ECCmemory, shared by all processor cores [12, 13]. Moreover, NVIDIA
CUDA, a general-purpose parallel computing architecture with an advanced parallel
programming model uses a set of instructions that powers the parallel computation
in NVIDIA GPUs to solve various complex problems in a more efficient way than
on a CPU. CUDA comes with a software environment that allows developers to uti-
lize C or C++ as high-level programming languages to overcome the challenges for
developing application software and its parallelism to control the increasing number
of processor cores [14]. In this work, OpenGL and the CUDA parallel programming
models are successfully utilized to design and implement the proposed algorithm.
The proposed model is computationally high, and to design it in multiple kernels, it
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involves several operations with big matrices. In the heterogeneous platform, GPU
device is used to accelerate the multiple kernel-related computations and the CPU is
used as a host to perform other data manipulation and control the operations. Details
of the parallel implementation are given next.

First, using input/output (I/O) transfers between host and device, we allocate
memory on the device, copy the original data from the host to the device at the
beginning of the algorithm, and then transfer the final results from the device to the
host at the end [12, 13]. In the second step, computation of the parameter estimation
for each input image is performed individually by invoking a kernel. It takes full
advantage of shared memories of the GPU to gain high efficiency in the computation
of big image matrices. Next, kernel functions are designed to perform the gradient
estimation on each input image separately. Depending on the different sizes of the
input images, we begin at 32 × 32 block grid and a 32 × 32 thread grid on the GPU
to compute in all kernels, respectively, where each thread calculates a single pixel.
The number of threads per block is set to 32 × 32, based on computing capabilities
of NVIDIA Quadro K420 Card [12, 13]. Next, another kernel function is designed to
compute the second-order derivative for data matrix. It processes 32 × 32 block and
32 × 32 thread. Then, the result is stored in a different device variable. Finally, we
implement a special kernel function called as “cuVariationalKernel” in the proposed
algorithmwith the C++. Each kernel executes the pixel-wise calculation of the image
matrix with the iterative routing. The execution time of the “cuVariationalKernel”
is high because it is an iterative process.

5 Experimental Analysis

5.1 Performance Analysis

To analyze the performance of the proposed technique, test images have taken from
themedical image database [15]. Test images are used for the performance evaluation,
which is shown in Fig. 1. Figure 1 is a fetal ultrasound or a sonogram image. In real
time, the ultrasound image is automatically induced by the random noise (speckle
noise, Gaussian noise) which is approximated by some standard noise generation
algorithms. To generate a noisy image, the amount of noise is added to the image
by the Gaussian distribution with varying variance. In this paper, Gaussian noise has
been added to each ultrasound image using standard deviation with zero means and
reflected as an additive noise ultrasound image. The effects of adding noise to the test
images are clearly shown in Fig. 2. The effects of Gaussian noise have significantly
degraded the visibility of the ultrasound image and distorted the entire boundaries
of the image objects. Furthermore, Gaussian noise is extended additively throughout
whole regions of the ultrasound image.
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Fig. 1 Restoration results for ectopic pregnancy ultrasound images by the proposed model on the
CUDA GPUs

Fig. 2 Reconstruction results obtained by several restoration techniques: a original image, b noise
version, c “variational PDE technique” [4], d “variational and combination model” [6], e “iterative
decoupling variational algorithm” [8], and f the proposed method
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5.2 Result Analysis

In our experiment, the proposed algorithm deals with a real recorded ultrasoundmed-
ical images such as pericardial effusion sonogram of a patient [15]. In this case, the
pericardial effusions occur when excess fluid accumulates in the pericardial space
in between the parietal and visceral layers of the serous pericardium [15]. For sim-
ulation purpose, experimental images have been resized with noise from the source
image maintaining the same original resolution. To evaluate the performance of the
proposed algorithm on the GPU, different sizes of noisy images are tested such as
512 × 512, 1024 × 1024, 2048 × 2048, and 4096 × 4096 after resizing the original
image size. The sequential and parallel execution of the proposed algorithm on the
CPU and GPU can lead to different time resolutions over several image sizes. The
reconstructed result of the proposed algorithm is shown in Fig. 1. The time consump-
tion on GPU processing of the proposed method is given in Table 1 with the unit as
a second. From the result, we can say that, to deal with the small data, the CPU is
better than the GPU. The speedup of the proposed method is shown in Table 2. As
illustrated in Table 2, while the proposed algorithm executes on the GPU in parallel,
the execution accelerates (speedup) twenty orders of scale.

In this work, to test the quality of restoration, the proposed algorithm is com-
pared with few state-of-the-art restoration algorithms. We select three restoration
approaches such as the “variational PDE technique” [4], “variational and combination
model” [6], and the “iterative decoupling variational algorithm” [8]. Moreover, our
main goal is to explore the performance variation of the proposed algorithmwith sev-
eral image resolutions onQuadro-k20GPUplatform.On the other hand,we apply two
metrics signal-to-noise ratio (SNR) and relative error (ReErr) on all resulting images
obtained by the four algorithms separately [1, 2]. Table 1 summarizes the SNR and
ReErr results achieved. Four noise sensitivities (σ � 0.01,0.05,0.10,0.20) are used
in every single experiment, and the achieved SNR andReErr for a pair of pericardial
effusions ultrasound images are listed in Table 1. By the assessment of Table 1, we
can notice that for better denoising results the proposed algorithm generates the best
values of SNR andReErr, respectively. To justify a visual comparison of the restored
images, we demonstrate the restored results with four noise levels by four methods
for an ultrasound image as shown in Fig. 2. From the experimental results, the pro-
posed technique achieves visually enhanced results than the other three approaches.
The comparison results of four methods are shown and labeled with bold in

Table 1 Computational complexity of the proposed model on the CPU–GPU

Computational time on the CPU and GPU (iteration k � 150)

Image Resolution CPU(s) GPU (s) Speedup [13, 14]

“Image” [1] 512 × 512
1024 × 1024
2048 × 2048
4096 × 4096

73.7413
135.157
205.168
281.736

3.29218
6.08813
9.20074
12.4662

22.4
22.2
22.3
22.6
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Fig. 2 and Table 1. From Table 2, we notice that the proposed method is faster
on the GPU than on the CPU. So, from Table 2 and Table 1, we establish that the
proposed method performance is better on the GPU than on the CPU.

6 Conclusion

In this paper, we present a fast GPU-based denoising and deblurring approaches
for the distorted medical ultrasound images. The scheme develops the technique
of total variational model to remove noise and blur effect from medical images on
the GPU. The proposed algorithm is derived from the second-order nonlinear partial
anisotropic diffusionwith theminimization of the total variationalmodel. Thismodel
is discretized by applying the finite-difference-based numerical approximation tech-
nique. The efficiency of the method is tested with the ultrasound images embedded
with additive Gaussian noise and blur. Experimental results show that the proposed
technique achieves the best speedup on the GPU than the sequential execution on
the CPU.

The authors declare that the test images used in this study are all public. The
medical image database is available at [15]

References

1. Chan, T., Esedoglu, S. et al., Recent developments in total variation image restoration. Math-
ematical Models of Computer Vision. Springer, New York (2005)

2. Aubert, G., Kornprobst, P.: Mathematical Problems in Image Processing. Springer Science,
New York (2006). ISBN 978-0387-32200-1

3. Barbu, T., Barbu, V.: PDE approach to image restoration problem with an observation on a
meager domain. Nonlinear Anal. Real World Appl.,vol.13, no. 3, pp. 1206–15, 2012

4. Barbu, T., et al.: A novel variational PDE technique for image denoising, pp. 501–508. Springer,
Heidelberg (2013)

5. Barbu, T., Favini, A.: Rigorous mathematical investigation of a nonlinear anisotropic diffusion-
based image restoration model. Electron. J. Differ. Eqs. 129, 1–9 (2014)

6. Vega, M., Mateos, J., et al.: Astronomical image restoration using variational methods and
model combination. Statistical Methodology 9, 19–31 (2012)

7. Xu, J., Feng, A., et al.: Image deblurring and denoising by an improved variational model. Int.
J. Electron. Commun. (AUE) 70(9), 1128–1133 (2016)

8. Wen,Y.,Ng,M.,Ching,W.: Iterative algorithmbasedondecouplingof deblurring anddenoising
for image restoration. SIAM J. Sci. Comput. 30(5), 265574 (2008)

9. Liu, G., Huang, T., Liu, J.: High-order TVL1-based images restoration and spatially adapted
regularization parameter selection. Comput. Math Appl. 67, 201526 (2014)

10. Takeda, H., Farsiu, S., Milanfar, P.: Deblurring using regularized locally adaptive kernel regres-
sion. IEEE Trans. Image Process. 17(4), 550–563 (2008)



108 B. Biswas et al.

11. Huang, J., Huang, T., et al.: Two soft-thresholding based iterative algorithms for image deblur-
ring. Inf. Sci. 271, 179–195 (2014)

12. Beck, A., Teboulle, M.: Fast gradient-based algorithms for constrained total variation image
denoising and deblurring problems. IEEE Trans. Image Process. 18(11), 2419–2434 (2009)

13. NVIDIA, CUDA: Compute Unified Device Architecture. http://docs.nvidia.com/cuda/#
axzz3apxVEBRJ

14. Kandrot, E., Sanders, J.: CUDA by Example. Addison Wesley, Boston (2011)
15. http://www.mypacs.net

http://docs.nvidia.com/cuda/#axzz3apxVEBRJ
http://www.mypacs.net


Line, Word, and Character Segmentation
from Bangla Handwritten Text—A Precursor
Toward Bangla HOCR

Payel Rakshit, Chayan Halder, Subhankar Ghosh and Kaushik Roy

Abstract The basic functionalities of optical character recognition (OCR) are to
recognize and extract text to digitally editable text from document images. Apart
from this, an OCR has other potentials in document image processing such as in
automatic document sorter, writer identification/verification. In current situation,
various commercially available OCR systems can be found mostly for Roman script.
Development of an unconstrained offline handwritten character recognition system
is one of the most challenging tasks for the research community. Things get more
complicated when we consider Indic scripts like Bangla which contains more than
280 modified and compound characters along with isolated characters. For recogni-
tion of handwritten document, the most convenient way is to segment the text into
characters or character parts. So line, word and character level segmentation plays a
vital role in the development of such a system. In this paper, a scheme for tri-level
segmentation (line, word, and character) is presented. Encouraging segmentation
results are achieved on a set of 50 handwritten text documents.
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1 Introduction

In recent era of digital evaluation, computer-aided document processing (read-
ing/writing) is gettingmore importance in our day-to-day life. Here, optical character
recognizer (OCR) will be utilitarian, if developed properly. Character recognition of
printed text document has achieved a great success rate following huge interest by
researchers. Commercially available OCR systems like fine reader byABBYY is one
of the prime examples [1]. Various offline handwritten optical character recognition
(HOCR) strategies for non-Indic scripts such as English [2], Chinese [3], Japanese
[4] are already proposed by different authors but only a few stray works are done on
offline Bangla Handwritten character recognition [5–12]. The impediments behind
are inconstant variations of human writing style and similarities of distinct charac-
ter shapes, overlapping and touching of neighboring characters, spatial variation of
characters when combined with other characters (modified complex and compound
characters), etc. [6]. Hence, an efficient Bangla OCR system needs to be developed
for recognition of handwritten text.

In Indian subcontinent, Bangla is the second most popular script after Devana-
gari [13]. Many research works are already investigated for handwritten character
recognition of different Indic scripts. Sahlol et al. proposed an OCR algorithm for
recognition of handwritten Arabic characters [14], a deep learning-based large-scale
handwritten Devanagari characters recognition scheme was proposed by Acharya et
al. [15], Kamble and Hegadi [16] came up with an idea for handwrittenMarathi char-
acter recognition,whereasVarghese et al. [17] developed a novel recognition tri-stage
scheme for recognition of handwrittenMalayalam characters. Someworks onBangla
isolated alphabets and numerals are also proposed by Rahman et al. [12], Sarkhel
et al. [9], and Wen et al. [8]. Halder and Roy [10] suggested a method for Bangla
Handwritten character segmentation from words. Das et al. [7] presented a system
for handwritten Bangla basic and compound character recognition. A structural com-
position based Bangla compound characters recognition strategy was provided by
Bag et al. [6].

In this proposedwork, an attempt ismade for development of a tri-level (line,word,
and character) segmentation schemewithout any normalization. The rest of the paper
is organized as follows: Sect. 2 describes the overview of the study, methodology is
presented in Sect. 3, whereas results are shown in Sect. 4 and finally, we concluded
in Sect. 5.

2 Overview of the Study

A tri-level segmentation (line, word, and character) scheme which is an essential part
of an OCR is proposed here in this work. In Fig. 1, a block level overview of an OCR
system is depicted. The most enlightened area of this work is, during segmentation,
no normalization is performed, i.e., an attempt is made toward developing a HOCR
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Fig. 1 Block diagram of the proposed HOCR system

without any noise removal and skew/slant correction. In the proposed model, upto
preprocessing part is implemented marked as shaded regions in Fig. 1. The remain-
ing stages of feature extraction and classification will be applied on the segmented
characters obtained from the current work.

3 Methodology

In this stage, the raw scanned RGB document images are processed to be used
for segmentation. Firstly, extraction of only handwritten text is done using a text
extraction technique. In this technique, first of all horizontal and vertical boundary
lines are detected using histogram localization. After that, these identified boundary
lines and all other unnecessary printed texts are deleted to extract only handwritten
text part applying minimum bounding box. The extracted grayscale images are then
stored in tif format.
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3.1 Segmentation

This part consists of a tri-level segmentation as shown in Fig. 1.

3.1.1 Line Segmentation

Line segmentation is the first level of tri-level segmentation. This level itself consists
of different sub-levels such as connected component (CC) analysis, Hough trans-
form, filling, and smoothing as shown in Fig. 2. CC analysis is performed to mark
word components (WCs) in the binary image. After that, the average word compo-
nent height (WChavg) and average WC width and total number of WCs (totwc) are
calculated. Here, we have used a condition (T Hmin ≤ WC ≤ T Hmax ) to eliminate
too large and too small WCs depending on two threshold values T Hmin , T Hmax .

NowHough transform is applied on the binary image to estimate the potential text
lines and their start points. To make the segmentation easier, bidirectional horizontal
filling and vertical smoothing are performed by segmenting the image into Segn
(here, Segn =8 is considered empirically) vertical segments. Filling operation is used
to fill the non-text areas in the image, and smoothing is applied immediately after
filling, depending on some certain threshold to fill the small gaps in the filled image.
Each transition is marked by two points, namely start transition (transstart ) and end
transition (transend ). The total number of transitions in the image is denoted as (t).
Average line height (WChavg) is calculated using Eq. (1). Equation (2) represents
calculation of average line gap (LGavg) between two lines.

WChavg =
∑totwc−1

i=0 (WCheight)i

totwc
(1)

where WCheight represents height of each word component.

Fig. 2 Steps of line
segmentation
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LGavg =
∑t−1

i=0(transend − transstart )i
t

(2)

Algorithm 1: Filling of gray image with smoothing
Input : Handwritten gray text image I_gray.
Output: Space filled image I_graysmooth_ f illed .

1 for s ← 0 to Segn do
// Segn is the number empirically taken to divide the text

for filling
2 Spointseg ← 0 ;
3 Epointseg ← 0 ;
4 for i ← 0 to height do

// Left to right filling
5 diff ← width/Segn ;
6 V ← 0;
7 V ← V + (s + di f f );
8 Spointseg ← Epointseg ;
9 Epointseg ← V ;

10 Spointseg ← for j ← Spointseg to Epointseg do
11 if I _gray(i, j) �= Object Pixel then
12 I_gray f illed (i,j) ← Fill_color;
13 end
14 end

// Right to left filling
15 for j ← Epointseg to Spointseg do
16 if I _gray(i, j) �= Object Pixel then
17 I_gray f illed (i,j) ← Fill_color;
18 end
19 end
20 end
21 end

// smoothing
22 for i ← 0 to width do
23 for j ← 0 to height do
24 for ss ← transstart to transend do
25 counter ← counter + 1;
26 end
27 smtthresh ← WChavg ∗ 20%;
28 if count ≥ smtthresh then
29 I_graysmooth_ f illed (i,j) ← Fill_color;
30 end
31 end
32 end

The detected lines are segmented by running a separator through the interline gap
between two lines of the smoothed image. Another step is employed to detect and
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Fig. 3 Lines in a segmented image

separate the text lines that Hough transform failed to detect. The segmentation of
the lines is started from their start points, and the separator moves in straight line
in forward direction (from left to right) through the filled non-text area between
two text lines. At that time, if the separator touches a text pixel (black) or text area
(white), a decisionmaking is performed at that point. The separator checks in upward
and downward direction through which it can move forward (Fig. 3). If both of the
directions are closed, the separator cuts through the text area. After completing this
operation, we have a basic set of lines. Now each segmented line height is checked
again. If the line height of any segmented line is greater than the threshold LHth ,
the line is checked again whether there exist multiple lines. Equation (3) is used to
calculate LHth . This situation occurs because sometimes Hough transform fails to
detect all the lines, and multiple lines are treated as a single line. To segment these
lines again, same segmentation procedure is repeated. Finally, we have the segmented
set of all lines. A sample segmented image is shown in Fig. 3.

LHth = (2 × (WChavg + LGavg)) × 0.8 (3)

3.1.2 Word Segmentation

In the proposed scheme, word segmentation is performed based on CC analysis.
Before applying CC analysis, morphological erosion, and dilation are performed
depending on erosion and dilation threshold. In the previous section (line segmenta-
tion), CC analysis is already discussed. Here, each WC of a line is treated as a word.
As in Bangla script, “matra” or “shirorekha” is mostly used to connect the characters
of a word; therefore, words can be recognized easily by identifying the CCs. The
CCs of a line are shown using bounding boxes which represent the words in Fig. 4.

3.1.3 Character Segmentation

Zone segmentation is required to segment the characters properly as Bangla words
contain character parts (modifiers) in upper and lower zones along with middle zone.
In this scheme, busy zone, headline, and baseline information are used to separate
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Fig. 4 Segmented words from a line

Fig. 5 a Original image (b)
Segmented upper zone (c)
Segmented middle zone (d)
Segmented lower zone

three zones. After segmenting the three zones of a word, character segmentation of
the base characters of the middle zone is necessary for proper segmentation. Middle
zone segmentation is performed by using the interspace between two characters
and vertical projection profile method. After identifying the segmentation points,
the characters of the middle part are vertically segmented using those segmentation
lines. The details about this character segmentation technique can be found in [10]
(Fig. 5).

4 Results

The current study of three-level segmentation is employed on a dataset of 50 Bangla
unconstrained handwritten text documents from same number of individuals. No
restriction is posed on the type of writing instruments used. The dataset contains
wide variation of distinctwriting style because thewriters are of different age, gender,
educational qualification. The collected datasets are scanned and stored in 300 dpi
RGB mode. Currently, no ground truth data is available, so we have calculated
segmentation accuracy manually.
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4.1 Performance of Line Segmentation

Table1 shows line segmentation performance of the current work. Here out of total
482 lines 436 are properly segmented while the others are under segmented. No case
of over-segmentation has occurred during the segmentation. An average accuracy of
90.46% was obtained for line segmentation.

4.2 Performance of Word Segmentation

The result achieved for word segmentation is shown in Table2. Here we have consid-
ered total 200 lines out of 436 lines as themanual checking was very time-consuming
and difficult to check all the lines manually. Out of 1640 words from 200 lines, 1477
words are properly segmented having accuracy of 90.06%.

4.3 Performance of Zone and Character Segmentation

Here we have considered a set of 500 words for manual checking. The detail result of
zone segmentation is shown in Table3. The accuracies achieved for upper zone, mid-
dle zone, and lower zone are 66.56%, 98.80%, and 75.97%, respectively. In Table4,
one can see that out of 3015 characters, 1524 are properly segmented obtaining an
average accuracy of 50.55%.

4.4 Error Analysis

In this proposedmethod, it is found that the line segmentation andword segmentation
accuracies are encouraging enough to be used in Bangla OCR. In case of word seg-
mentation, erroneous situations are occurred when word components of a same word

Table 1 Line segmentation result of all the documents

Documents Total lines Segmented lines Accuracy (%)

50 482 436 90.46

Table 2 Word segmentation result of segmented lines

Lines Total words Segmented words Accuracy (%)

200 1640 1477 90.06
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Table 4 Character segmentation result of segmented words

Words Total characters Segmented characters Accuracy (%)

500 3015 1524 50.55

⇒

(a)

(i) (ii) (iii) (iv) (v) (vi) (vii) (viii)

⇒

(b)

(i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix) (x) (xi)

Fig. 6 a–b Some different word examples which causes the errors of character segmentation

are written with significant distance between themwhich leads to over-segmentation,
similarly when two words are touching each other then under segmentation occurs.
The character segmentation accuracy is not as high as the existing results due to the
fact that segmentation of handwritten text has various challenges that are discussed
earlier inSect. 1.Apart from those, it should also benoted that in this proposedmethod
any kind of correctingmeasures like skew and slant corrections are not considered. In
Fig. 6, erroneous character segmentation of two samplewords is presented. In Fig. 6a,
the word is multi-oriented creating a multi-level skew with irregularly placed char-
acters at different zones, along with this the characters are also touching which leads
to improper character segmentation result. The similar multi-level skew can also be
observed in Fig. 6b.

5 Conclusion

In this paper, line, word, and character segmentation of unconstrained handwritten
Bangla text, document is presented. The segmentation is one of the most essen-
tial and preliminary tasks for many document image processing works. The task
is more challenging when it needs to be developed on unconstrained handwriting.
The proposed approach of line segmentation is a hybrid approach to improve line
segmentation accuracy compared to existing methods. A simple yet effective word
segmentation procedure is presented based on connected component analysis. Char-
acter segmentation is performed on a relatively large number of words set using an
existing zone and character segmentation method. The prime factor of low accu-
racy for the proposed work is due to existence of skew, slant, touching/overlapping
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components, and lack of connections between two consecutive characters of a word.
Here, no attempt is made to correct and normalize this natural randomness of writing
to make the method simple, so that it becomes easier to be incorporated in most of
the OCR systems. The main drawback of this technique lies in word and character
segmentation area where it fails to reduce over-segmentation.

In future, to deal with these touching and overlapping writing we will introduce
combination of different approaches which will improve the segmentation accuracy.
Further, these segmented characters will be used for feature extraction and classifi-
cation to observe character recognition results in recent future. We have planned to
use chain code-based features, histogram gradient-based features, and local binary
pattern (LBP) for feature extraction. Different renowned classifiers like MLP, SVM
will be tested in future along with combination of classifiers.
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to Department of Science and Technology (DST) for their support as INSPIRE fellowship.
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Heterogeneous Face Matching Using ZigZag
Pattern of Local Extremum Logarithm
Difference: ZZPLELD

Hiranmoy Roy and Debotosh Bhattacharjee

Abstract A novel methodology for matching of heterogeneous faces, such as
sketch-photo and near-infrared (NIR)-visible (VIS) images is proposed here. For
heterogeneous face recognition, more emphasis is given to the edge features, which
are invariant in different modality images. Since edges are sensitive to illuminations,
we present an illumination-invariant image representation called local extremum
logarithm difference (LELD). LELD provides illumination-invariant edge features
in coarse level. Therefore, a local zigzag binary pattern LZZBP is presented to cap-
ture the local variation of LELD, and we call it a zigzag pattern of local extremum
logarithm difference (ZZPLELD). We tested the proposed methodology on different
sketch-photo and NIR-VIS benchmark databases. In the case of viewed sketches,
the rank-1 recognition accuracy of 96.35% is achieved on CUFSF database. In the
case of NIR-VIS matching, the rank-1 accuracy of 99.39% is achieved and which is
superior to other state-of-the-art methods. We also tested ZZPLELD on illumination
variation Extended Yale B database, and rank-1 recognition accuracy of 94.51% is
achieved.
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1 Introduction

Biometric authentication is becoming themost essential andubiquitous component of
anymodern systems, such asmobile phone, smart TV, computer. In different forensic
applications different unique biometric features are used, such as fingerprints, faces,
retinas, DNA samples, ears. Among these features, faces are the most easily avail-
able and easily recognizable feature. A single face biometric consists of a bundle of
unique biometric features like eyes, nose. The valuable part of any face biometrics is
that the recognition or authenticate can be done without any expertise. However, by
the naked eye without expert, it is quite impossible to authenticate depending on fin-
gerprints, DNA samples, retinas, and ears. Therefore, in recent years, a lot of works
have been done on face biometric authentication based on real-life applications.
Different real-life applications need faces accumulated in different environments.
Near-infrared cameras are used to capture faces at night for illumination-invariant
face recognition [1]. Thermal-infrared (TIR) cameras are used to capture body heat
for liveness detection. Sometimes, it may happen that there are no available finger-
prints, no available DNA samples, and devices have captured poor quality images. In
those situations, face sketches generated by interviewing the eye witness are the only
solution. Therefore, various scenarios and necessities create different modalities of
faces. It becomes difficult to use conventional face recognition systems in those situ-
ations. Therefore, an interesting and challenging field of face biometric recognition
has emerged for forensics, called heterogeneous face recognition (HFR) [2].

The problem of heterogeneous face recognition has received increasing attention
in recent years. Up to now, many different techniques have been proposed in the
literature to solve the problem. We can easily classify these solutions into three
broad categories: image synthesis-based methods, common subspace learning-based
methods, and modality-invariant feature representation-based methods.

• Image synthesis: In this category, a pseudo-face or pseudo-sketch is generated
using synthesis techniques to transform one modality image into another modal-
ity and then some classification technique is used. The pioneering work of Tang
and Wang [3], where they introduced an eigen transformation-based sketch-photo
synthesis method. The same mechanism was also used by Chen et al. [4] for
NIR-VIS synthesis. Gao et al. [5] proposed an embedded hidden markov model
and a selective ensemble strategy to synthesize sketches from photos. Wang and
Tang [6] again proposed a patch-based Markov random field (MRF) model for
the sketch-photo synthesis. Li et al. [7] used the same MRF model for TIR-VIS
synthesis. Gao et al. [8] proposed a sparse representation-based pseudo-sketch
or pseudo-photo synthesis. Another sparse feature selection (SFS) and support
vector regression for synthesis were proposed by Wang et al. [9]. Wang et al.
[10] proposed a transductive learning-based face sketch-photo synthesis (TFSPS)
framework. Recently, Peng et al. [11] proposed a multiple representation-based
face sketch-photo synthesis. In this category, more emphasis is given on synthesis,
which is a time-consuming and “task-specific.”
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• Common subspace learning: In this category, different modality face images are
projected into a subspace for learning. Lin and Tang [12] introduced a common
discriminant feature extraction (CDFE) for face sketch-photo recognition. Yi et al.
[13] proposed a canonical correlation analysis-based regression method for NIR-
VIS face images. A coupled spectral regression (CSR)-based learning forNIR-VIS
face images was proposed by Lei and Li [14]. A partial least square (PLS)-based
subspace learning method was proposed by Sharma and Jacobs [15]. Mignon and
Jurie [16] proposed a cross modal metric learning (CMML) for heterogeneous
face matching. Lei et al. [17] proposed a coupled discriminant analysis for HFR.
A multi-view discriminant analysis (MvDA) technique for single discriminant
common space generation was proposed by Kan et al. [18]. In this category, pro-
jection of images is performed, which generates some loss of information and at
the same time reduces the accuracy.

• Modality-invariant feature representation: In this category, images of different
modalities are represented using some modality-invariant feature representation.
Liao et al. [19] used difference of Gaussian (DoG) filter and multi-block local
binary pattern (MB-LBP) features for both NIR and VIS face images. Klare et
al. [20] employed the scale-invariant feature transform (SIFT) and multi-scale
local binary pattern (MLBP) features for forensic sketch recognition. A coupled
information-theoretic encoding (CITE) feature was proposed by Zhang et al. [21].
Bhatt et al. [22] used amulti-scale circularWeber’s local descriptor (MCWLD) for
semi-forensic sketch matching. Klare and Jain [23] proposed a kernel prototype
random subspace (KP-RS) on MLBP features. Zhu et al. [24] used a Log-DoG
filter-based LBP and a histogram of oriented gradient (HOG) features with trans-
ductive learning (THFM) for NIR-VIS face images. Gong et al. [25] combined
histogram of gradients (HOG) and multi-scale local binary pattern (MLBP) with
canonical correlation analysis (MCCA). Roy and Bhattacharjee [26] proposed a
geometric edge–texture-based feature with hybrid multiple fuzzy classifier for
HFR. Roy and Bhattacharjee [27] again proposed an illumination invariant local
gravity face (LG-face) for HFR. A local gradient checksum (LGCS) feature for
face sketch-photomatching was proposed by Roy and Bhattacharjee [28]. Another
local gradient fuzzy pattern (LGFP) based on restricted equivalent function for
face sketch-photo recognition was again proposed by Roy and Bhattacharjee [29].
Recently, a graphical representation-based HFR (G-HFR) was proposed by Peng
et al. [30]. In this category, local handcrafted features are directly used, which
means no loss of local information and algorithms are more time saving than other
two categories. One and only problem in this category is to recognize or search
features, which are either common to different modalities or invariant in different
modalities.

Modality-invariant feature representation methods are neither time-consuming and
task-specific synthesis, nor common subspace-based learning but able to consider the
local spatial features. Motivated by the advantages of modality-invariant feature rep-
resentation, in this paper, we propose a modality-invariant feature representation for
different modality images. The goal of the proposed method is to recognize the facial
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features, which are invariant in different modalities. From our visual inspection, we
conclude that edges are themost important modality-invariant feature. Psychological
studies also say that we can recognize a face from its edges only [31]. It is easy to
understand that facial components in a face have maximum edges and they belong to
high-frequency components of an image. Another feature, i.e., texture information is
also important for face matching. Since edges and textures in a face image are sensi-
tive to illumination variations, an illumination-invariant domain with the capability
of capturing high-frequency information is necessary.

The artist gives more attention toward edges and texture information at the time
of drawing a sketch. In the case of NIR images, the high-frequency information is
captured. Therefore, selection of edge and texture features for modality-invariant
representation is correct in the sense. We propose an illumination-invariant image
representation called local extremum logarithm difference (LELD), which is a mod-
ification of the work explained in [32]. LELD gives only high-frequency image
representation at a coarse level. A local micro-level feature representation is also
important to capture local texture information. Motivated by the superior output
results of the local binary pattern (LBP) [33] and LBP-like features in face and tex-
ture recognition, we propose one novel local zigzag binary pattern (LZZBP). LZZBP
measures the binary relation between pixels, which are in a zigzag position in a local
square window. LZZBP captures more edge and texture patterns than LBP. Finally,
the combination of LELD and LZZBP gives the proposed modality-invariant feature
representation for HFR and we call it a zigzag pattern of local extremum logarithm
difference (ZZPLELD). Experimental results on different HFR databases show the
excellent performance of the proposed methodology.
The major contributions are:

1. LELD is proposed for capturing illumination-invariant image representation.
2. LZZBP is developed to capture the relation between pixels in a zigzag position

of a square window.
3. ZZPLELD is developed to capture the local texture and edge patterns of the

modality-invariant key facial features.

This paper is organized as follows: in Sect. 2, the proposed ZZPLELD is described
in detail. Experimental results and comparisons are presented in Sect. 3, and finally,
the paper concludes with Sect. 4.

2 Proposed Work

In this section, we introduce the way we extract the modality-invariant features
for HFR. We start with a detailed idea about illumination-invariant ELLD-based
image representation. Finally, we conclude with a detail description of the proposed
ZZPLELD feature.
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2.1 Local Extremum Logarithm Difference Based Image
Representation

In any face recognition system, one of the main problems is the presence of illu-
mination variations. Due to the presence of illumination variations, the intra-class
variation between faces also increases heavily. At the same time, we consider edges
as our modality-invariant feature and edges are also sensitive toward illumination.
Therefore, we need an illumination-invariant image representation for extracting bet-
ter edge information. According to the illumination-reflectance model (IRM) [34,
35], a gray face image I(x, y) at each point (x, y) is expressed as the product of the
reflectance component R(x, y) and the illumination component L(x, y), as shown in
Eq.1

I(x, y) = R(x, y) × L(x, y) (1)

Here, the R component consists of information about key facial points, and edges,
whereas the L component represents only the amount of light falling on the face.
Now, after the elimination of the L component from a face image, the R compo-
nent is still able to represent the key facial features and edges, which are the most
important information for our modality-invariant feature representation. Moreover,
the L component corresponds to the low-frequency part of an image, whereas the R
component corresponds to the high-frequency part. One widely accepted assumption
in the literature [27, 36] is that L remains approximately constant over a local 3 × 3
neighborhood.

In literature, a wide range of approaches have been proposed to reduce the illu-
mination effect. In those methods, mainly two different mathematical operations are
used: division and subtraction. Methods like [36, 37] are used division operation
and methods like [32, 41] are used subtraction operation. In the case of subtrac-
tion operation, at first, the image is converted to the logarithmic domain to convert
the multiplicative IRM into an additive one, as shown in Eq.2. Since the division
operation is “ill-posed and not robust in numerical calculations” [32] due to the prob-
lem of divided by zero, it is better to apply subtraction operation to eliminate the L
component.

Ilog(x, y) = log (R(x, y) × L(x, y))

⇒ Ilog(x, y) = log (R(x, y)) + log (L(x, y)) (2)

Lai et al. [32] proposed a multi-scale logarithm difference edgemaps (MSLDE),
which used logarithmic domain and subtraction operation to compensate the illu-
mination effect. They calculated a local logarithm difference using the following
equation:

MSLDE =
∑

(x̂,ŷ)εℵ(x,y)

(
Ilog(x, y) − Ilog(x̂, ŷ)

)
,∀x,∀y (3)
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where ℵ(x,y) is a square neighborhood surrounding a center pixel at (x, y). For any
single neighbor pixel and its center pixel, the logarithm difference is as follows:

MSLDE1 = Ilog(x, y) − Ilog(x̂, ŷ)

⇒ MSLDE1 = (log (R(x, y)) + log (L(x, y))) − (
log

(
R(x̂, ŷ)

) + log
(
L(x̂, ŷ)

))

⇒ MSLDE1 = (
log (R(x, y)) − log

(
R(x̂, ŷ)

)) + (
log (L(x, y)) − log

(
L(x̂, ŷ)

))
(4)

Since according to the assumption that, L component is almost constant in a small
neighborhood. Therefore, Eq. 4 becomes:

MLDE1 = (
log (R(x, y)) − log

(
R(x̂, ŷ)

))
(5)

Now, onlyR component is present inMSLDE. Therefore,MSLDE is an illumination-
invariant method. In this method, authors considered a long range of square neigh-
borhood from 3 × 3 to 13 × 13 and all the logarithm difference values are added
together. Now, the question is does the L component be constant for such a long
neighborhood, i.e., 13 × 13. We know that R component belongs to high-frequency.
Similarly, edge and noise also belong to high-frequency. There is no doubt that
MSLDE increases the edge information, which is very important in face recognition,
by adding all logarithm differences. However, it is also increasing the noise, which
causes degradation in true edge detection. The effect of noise is clearly visible in
Fig. 1d, where the proposed MSLDE provides too much false edge information and
which are nothing but noise. To solve both the problems, i.e., large neighborhood size
and presence of noise, we consider the maximum andminimum logarithm difference
in a 3 × 3 neighborhood and we call it local extremum logarithm difference (LELD).
The maximum and minimum logarithm differences are calculated as follows:

LELDmax = max(x̂,ŷ)εℵ(x,y)

{
Ilog(x, y) − Ilog(x̂, ŷ)

}
,∀x,∀y (6)

LELDmin = min(x̂,ŷ)εℵ(x,y)

{
Ilog(x, y) − Ilog(x̂, ŷ)

}
,∀x,∀y (7)

whereℵ(x,y) is a 3 × 3 square neighborhood surrounding a center pixel at (x, y). Since
we are considering the smallest square neighborhood, i.e., 3 × 3, the assumption that
L is constant in the neighborhood is theoretically true. Again, we are avoiding total
sum of differences; therefore, presence of noise is reduced. The results of proposed
LELD are shown in Fig. 1e–h, and it gives better edge detection result than MSLDE.
Finally, we have two different LELD methods to convert the different modality face
images into an illumination-invariant domain, where important facial key values and
edges are almost intact.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 1 a The original images with illumination variations, b The canny edge images for Fig. 1a
images, c The corresponding MSLDE images of Fig. 1a images as proposed in [32], d The canny
edge images of MSLDE images, e The proposed LELD images of Fig. 1a images with maximum
difference, f The canny edge images of Fig. 1e images, g The proposed LELD images of Fig. 1a
images with minimum difference, h The canny edge images of Fig. 1g images

2.2 Local Zigzag Binary Pattern for ZZPLELD generation

Local binary pattern (LBP) [33] has been used successfully in many fields of image
processing and pattern classification problems. It is capable to represent local features
inmicrostructures. LBP implements the binary relation of each and every neighboring
pixels with respect to center pixel, i.e., if neighboring pixel is greater than or equal
to center pixel, then binary value “1” otherwise “0.” Although LBP captures the
binary relations between surrounding neighboring pixels with the center pixel, it is
not able to capture edge information properly, mainly in diagonal direction. Since our
modality-invariant feature is edge related, a local pattern having good edge capturing
capability is important. Inspired from the zigzag scanning pattern used for MPEG
data compression in discrete cosine transform (DCT) domain, we developed a zigzag
binary pattern for the pixels in a zigzag position of a square mask. Figure2 shows
the positions of 3 × 3 and 5 × 5 zigzag scanning used in our experiment. We use
a left to right zigzag scanning (considering top-left pixel as the starting point) and
right to left zigzag scanning (considering top-right pixel as the starting point) in each
square mask. Figure2a shows the 3 × 3 left zigzag scanning, Fig. 2b shows the 3 × 3
right zigzag scanning, and Fig. 2c shows the 5 × 5 left zigzag scanning. Again, we
consider only 8 bits binary patterns to make the histogram feature vector length up to
256 bins. In case of 5 × 5 image pixels, we can have a total of 24 bits binary string.
To make it with in a small range, we divide it into three 8 bits binary string. Different
arrows in Fig. 2c show different sequences of binary string.

Let, the image pixels in a squarewindoware collected in a zigzag pattern, as shown
in Fig. 2a. Then, the pixels are stored in a linear array ZP = {g1, g2, g3, . . . , gP},
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Fig. 2 a Zigzag scanning in
a 3 × 3 window starting at
top-left corner, b Zigzag
scanning in a 3 × 3 window
starting at top-right corner, c
Zigzag scanning in a 5 × 5
window starting at top left
corner. Here 3 different
arrows are used to represent
3 different sequences of 8
bits binary strings

(a) (b)

(c)

where P is the number of pixels in a square window. For 3 × 3 window P is 9 and for
5 × 5window is 25. Then, we calculate the binary relation between those consecutive
pixels according to the following equation (for P = 8):

LZZBP =
P−1∑

i=1

2(i−1) × f (gi+1 − gi)

f (a) =
{
1, if a ≥ 0

0, otherwise
(8)

In case of 5 × 5 window, the 24 bits binary string is first broken into 3 parts of 8 bits
string and then converted to three separate patterns.

The proposed zigzag binary pattern gives better edge preserving texture informa-
tion. The different LBP images and LZZBP images in Fig. 3 show the edge preserving
properties of LZZBP. The key facial features are preserved far better than normal
LBP in LZZBP.

Finally, the proposed LZZBP is applied on LELD image representation tomeasure
the local patterns of LELD image and which give our proposed ZZPLELD. For
two different extremum LELD, i.e., maximum and minimum differences, we get 4
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(a) (b)

Fig. 3 a Sample image and its corresponding LBP and LZZBP images. The 2nd image is the 3 × 3
LBP image and rest 3rd -4th are 3 × 3 LZZBP images. b The 2nd image is the 5 × 5 LBP image
and rest 3rd -8th are 5 × 5 LZZBP images

different ZZPLELD results after applying 3 × 3 LZZBP and 12 different ZZPLELD
results after applying 5 × 5 LZZBP. Therefore, altogether 16 different ZZPLELD
images. The image features are represented in the form of histogram bins.

2.3 Similarity Measure

The whole ZZPLELD image is divided into a set of non-overlapping square blocks
with dimension wb × wb. Then, the histogram of each square block is measured.
Finally, all the histograms measured from all the blocks of all the different (16)
ZZPLELD images are concatenated to obtain the final face feature vector. Here,
we use the nearest neighbor (NN) classifier with histogram intersection distance
measure. Therefore, for a query image (Iq) with a concatenated histogram Hi,j

q and a
gallery image (IG) with a concatenated histogram Hi,j

G , the similarity measure for a
particular level of ZZPLELD is given as follows:

Sk(Iq, IG) = −
∑

i,j

min
(
Hi,j

q ,Hi,j
G

)
(9)

where Sk(Iq, IG) is the similarity score of kth ZZPLELD level of both query and
gallery image; (i, j) is the jth bin of ith block. Square block selection is another
essential task. In this paper, we chose 3 × 3 and 5 × 5 windows pixels for LZZBP
and different block sizes wb = 6, 8, 10, 12 for histogram matching.

3 Experimental Results

In this section, ZZPLELD is evaluated on one illumination variation scenario and
two different HFR scenarios, i.e., face sketch vs. photo recognition and NIR image
vs. VIS image recognition, respectively, on the existing benchmark databases. For
illumination variation scenario, we tested our proposed method on Extended Yale B
Face Database [38, 39]. For face sketch vs. photo recognition, we tested the proposed
method on the CUHK Face Sketch FERET Database (CUFSF) [21]. CASIA-HFB
Face Database [40] is used for NIR face image vs VIS face recognition testing.
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At first, proposed ZZPLELD is tested on illumination-invariant face recognition.
We comparedZZPLELDwith several othermethods, namelyLBP, gradient-face [36],
TVQI [37], HF+HQ [41], MSLDE [32] on Extended Yale B Face Database. All the
methods mentioned above are well tuned according to their respective published
papers.

We compared ZZPLELD with several state-of-the-art methods, namely PLS [15],
CITE [21], MCCA [25], TFSPS [10], KP-RS [23], MvDA [18], G-HFR [30], and
LGFP [28] on viewed sketch database. We also compared ZZPLELD with several
state-of-the-art methods, namely KP-RS, LCKS-CSR [17], and THFM [24] on NIR
face image vs VIS face image database. Experimental setups (training and testing
samples) and accuracies of the methods mentioned above, except LGFP, are taken
from the published papers.

3.1 Rank-1 Recognition Results on Extended Yale B
Database

This database contains total 2432 images of 38 subjects under 64 different illumi-
nation conditions and in a cropped form with a size of 192 × 168 pixels. Again, the
database is divided into five different subsets according to the illumination angle:
Subset 1 (0◦–12◦, 7 images per subject), Subset 2 (13◦–25◦, 12 images per subject),
Subset 3 (26◦–50◦, 12 images per subject), Subset 4 (51◦–77◦, 14 images per subject),
and Subset 5 (78◦ and above, 19 images per subject). Figure4 shows one sample face
images under different illumination conditions from the Extended Yale B database
and their corresponding ZZPLELD images. For the experiment, the image with the
most neutral light condition without illumination for each subject from Subset 1 was
defined as the gallery, and the remaining images from Subset 1 to Subset 5 were used
as query images. A comparison on of the rank 1 accuracy achieved on this database
of 38 subjects on the individual subset and after averaged over all subsets is shown
in Table1.

(a) (b)

(c)

Fig. 4 a Sample ZZPLELD images after applying 3 × 3 LZZBP on both extremum LELD from
Extended Yale B Face database. b Sample ZZPLELD images after applying 5 × 5 LZZBP on
maximum LELD from Extended Yale B Face database. c Sample ZZPLELD images after applying
5 × 5 LZZBP on minimum LELD from Extended Yale B Face database
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Table 1 Rank-1 recognition rates for different methods on different subsets of Extended Yale B
database of 38 subjects

State-of-the-art
Methods

S1 S2 S3 S4 S5 Avg

LBP 84.81 89.91 80.04 72.18 74.99 80.39

Gradient-face 94.74 100 83.33 75.94 84.65 87.73

TVQI 92.28 95.20 90.27 81.39 84.32 88.69

HF+HQ 94.81 98.76 93.18 82.90 84.43 90.82

MSLDE 96.61 100 93.20 86.66 89.33 93.16

ZZPLELD 97.01 100 94.56 90.62 90.37 94.51

3.2 Rank-1 Recognition Results on Viewed Sketch Databases

ACUHK Face Sketch FERET (CUFSF) database has been used for the experimental
study, which includes 1194 different subjects from the FERET database. For each
person, there is a sketch with shape exaggeration drew by an artist when viewing this
photo and a face photowith lighting variations.All the frontal faces in the database are
cropped manually by setting approximately the same eye levels and resized to 120 ×
120 pixels. The proposed method is tested with the existing state-of-the-art methods
(PLS, CITE, MCCA, TFSPS, KP-RS, MvDA, G-HFR, and LGFP). Experimental
setups and results of other state-of-the-art methods are collected from the published
papers. The rank-1 recognition result of proposed ZZPLELD on CUFSF database is
96.35% at rank-1, and it is shown in Table2. Proposed method outperforms other
state-of-the-art methods. Figure5 shows one sample face photo and sketch image
from the CUFSF database and their corresponding ZZPLELD images.

Table 2 Rank-1 recognition rates for different methods on CUFSF database

State-of-the-art
methods

Number of training
samples (Subjects)

Number of testing
samples (Subjects)

Rank-1 accuracy (%)

PLS 300 894 51.00

CITE 500 694 89.54

MCCA 300 894 92.17

TFSPS 300 894 72.62

KP-RS 500 694 83.95

MvDA 500 694 55.50

G-HFR 500 694 96.04

LGFP 0 1194 94.47

ZZPLELD 0 1194 96.35
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(a) (b)

(c) (d)

(e) (f)

Fig. 5 Sample Sketch and photo images and their corresponding ZZPLELD images from CUFSF
database. a Photo-ZZPLELD images after applying 3 × 3 LZZBP on both extremum LELD, b
Sketch-ZZPLELD images after applying 3 × 3LZZBP on both extremumLELD, c Photo-ZZPLELD
images after applying 5 × 5 LZZBP onmaximum LELD, d Sketch-ZZPLELD images after applying
5 × 5 LZZBP on maximum LELD, e Photo-ZZPLELD images after applying 5 × 5 LZZBP on
minimum LELD, f Sketch-ZZPLELD images after applying 5 × 5 LZZBP on minimum LELD

3.3 Rank-1 Recognition Results on NIR-VIS CASIA-HFB
Database

This database has 200 subjects with probe images captured in the near-infrared and
gallery images captured in the visible light. Each and every subject has 4 NIR images
and 4 VIS images with pose and expression variations. All the frontal faces in the
database are cropped manually by setting approximately the same eye levels and
resized to 120 × 120 pixels. This database follows standard evaluation protocols.

The output result is also tested against other state-of-the-art methods (KP-RS,
LCKS-CSR, THFM). Table3 shows the rank-1 accuracy of the proposed method
and other state-of-the-art methods. The rank-1 recognition of all those methods,
mentioned above, is found from different published papers. The rank-1 recognition
accuracy of the proposed method is 99.39%, and it is better than other methods. One
sample NIR-VIS pair image from CASIA-HFB database and its different levels of
ZZPLELD is shown in Fig. 6.

Table 3 Rank-1 recognition rates for different methods on CASIA-HFB database of 200 subjects

State-of-the-art
methods

Number of training
samples (Subjects)

Number of testing
samples (Subjects)

Rank-1 accuracy (%)

KP-RS 133 67 87.80

LCKS-CSR 150 150 81.43

THFM 100 100 99.28

ZZPLELD 0 200 99.39
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(a) (b)

(c) (d)

(e) (f)

Fig. 6 Sample VIS and NIR images and their corresponding ZZPLELD images from CASIA-HFB
database, a VIS-ZZPLELD images after applying 3 × 3 LZZBP on both extremum LELD, b NIR-
ZZPLELD images after applying 3 × 3 LZZBP on both extremum LELD, c VIS-ZZPLELD images
after applying 5 × 5 LZZBP on maximum LELD, d NIR-ZZPLELD images after applying 5 × 5
LZZBP on maximum LELD, e VIS-ZZPLELD images after applying 5 × 5 LZZBP on minimum
LELD, f NIR-ZZPLELD images after applying 5 × 5 LZZBP on minimum LELD

4 Conclusion

We have presented a novel modality-invariant feature representation ZZPLELD for
HFR. It is a combination of LELD and LLZZBP to boost the performance of HFR.
The proposed LELD is an illumination-invariant image representation. To capture
the local patterns of LELD, a novel zigzag binary pattern (LLZZBP) is proposed.

Experimental results on illumination variations, sketch-photo and NIR-VIS
databases, the proposed method shows the supremacy in rank-1 recognition than
other compared methods. The result shows that ZZPLELD has a good verification
and discriminating ability in heterogeneous face recognition.

ZZPLELD can have promising prospect in other fields of image processing and
which worth further investigations.
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Automatic Extraction and Identification
of Bol from Tabla Signal

Rajib Sarkar, Ankita Singh, Anjishnu Mondal and Sanjoy Kumar Saha

Abstract In Indian classical music, tabla is the most widely used rhythmic instru-
ment. The instrument has twodrums.By striking either of the drums, abol is produced
and it forms the basic component of tala (rhythm). In this work, bols are automati-
cally extracted from tabla signal. Subsequently, features are extracted and used for
bol identification. Ideally, a bol follows attack-decay-sustain-release (ADSR)model.
A bol has a characteristic rise in the initial attack stage, after which it decays to reach
a steady energy level. It sustains that level and, finally, releases the energy. Proposed
segmentation methodology exploits this phenomenon to extract the bols. Once the
bol segments are extracted, low-level spectral features are computed and used for
classification. Multilayer perceptron network is used for bol identification. Experi-
ment is successfully carried out with the signals of recitals by different players and
also at different tempo. The result shows that proposed methodology performs quite
well on diverse collection. Segmentation and identification of bols can act as the
foundation for the applications like transcript generation, tala identification.

Keywords Tabla signal · Bol segmentation · ADSR model · Bol identification

1 Introduction

Tabla is considered as the queen of all percussion instruments. It is themost important
instrument which is used to maintain the rhythm in Indian classical music. It consists
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of two drums. The bass drum called bayan and the treble drum is called dayan. The
drums have different regions responsible for producing different tones. The playing
technique involves the complex use of palm and fingers in various configurations to
create a wide variety of different sounds and rhythms. The heel of the hand is used to
apply pressure or in a sliding motion on the larger drum so that the pitch is changed
during decay of the sound. Thus, the combination of the use of fingers and palm
along with the region of the drum(s) gives rise to different strokes/bols.

Bols are broadly categorized as either single stroke or as combined stroke type.
Combined strokes are produced when two unique single strokes on both the drums
are played simultaneously. For understanding, few examples of these two types of
bols are discussed as follows.

Khe is a single stroke played on the bayan. It is also known as Ka. It is played
by lightly slapping a particular region on bayan with a completely flat palm. All the
five fingers make contact with the drum. Na is a single stroke played on the dayan. It
is also known as Ta. It is played by tapping a particular region with the index finger
and with a relatively high pressure.

Combination of single strokes is often used to generate combined bols. Being a
combination of both the drums, the sound produced is a mixture of treble as well as
bass. Dha is a combined stroke obtained when Na on dayan and Ghe on bayan are
played together. Dhin is generated by playing Teen on dayan and Ghe on bayan.

Bols are the most fundamental unit in tabla signal. Sequence of bols forms the
basic cycle of various talas. Hence, an automated system for segmentation of the
tabla signal into bols and their identification act as the fundamental step for the
applications like automated transcript generation, tala detection etc.

The paper is organized as follows. Section 2 presents the survey on past work.
Proposed methodology is elaborated in Sect. 3. Experimental result and concluding
remarks are put in Sects. 4 and 5, respectively.

2 Past Work

Identification of bol from tabla signal is preceded by the task of segmenting the signal
into units representing the individual bols. Hence, this section includes the review
on segmentation. Most of the early works deal with Western music where drum is
used as the rhythm instrument. Efforts are mostly directed toward the applications
like tempo detection, beat tracking. In this context, detecting the onset is important
as it denotes the start of a beat in the drum signal. As onset detection is also utilized
in extracting the bols from tabla signal, it is worth to go through such works.

Bello et al. [1] proposed an onset detection method that combines energy
difference-based function and phase-based approaches. The energy-based approach
brings out strong percussive onsets while the phase approach brings out the soft
onsets. Further improvement for onset detection was achieved in [2] when prepro-
cessing is applied to decompose the signal intomultiple bands and different reduction
methods are applied on the bands to determine the onsets. Dixon [3] proposed further
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improvements on the work done in [1, 2] by introducing the use of weighted phase
deviation, normalized weighted phase deviation, and half-wave rectified complex
domain onset detection functions. Similar approach was also adopted by Grosche
and Mller [4].

Scheirer in his work [5] pointed out that an audio signal needed to be divided
into multiple bands and sub-band envelopes, needed to be processed separately for
accurate rhythm detection. The concept of psycho-acoustic knowledge described by
Scheirer [5] was implemented by Klapuri [6]. Foote [7] presented the concept of
novelty curve and based on the same proposed a methodology for onset detection
[8]. It relies on similarity between the audio frames. This approach is well in use in
various applications like beat tracking, tempo detection.

Gillet and Richard [9] worked on bol identification. Segmentation is achieved by
applying a low threshold on low frequency envelope and onset detection. Spectral-
based features are used as the descriptors. Identification is done based on hidden
Markov model (HMM). Chordia [10] presented a methodology for bol extraction
and detection. Similar to the work of Grosche and Mller [4], the amplitude and
phase information are combined to identify the onsets. Strokes are then extracted
based on the steady-state assumptions. As in the work of Gillet and Richard [9],
spectral features such as centroid, skewness, kurtosis, rolloff are used as descriptors
for bol identification. Descriptors also include mel-frequency cepstrum coefficient
(MFCC), temporal centroid, attack-time, and zero crossing rate. Four different clas-
sifiers like multivariate Gaussian model, feed-forward neural network, probabilistic
neural network, and tree classifier are used. Experiment is done on three datasets
which correspond to three players. The recognition rates are found to be highest
whenever the training and testing were performed on the same dataset. The results
are poor when training and testing were performed on mixture of the three datasets.
Thus, it is not so capable of handling the variety. The similar system is further utilized
to develop a real-time recognition system [11].

Marius-Miron developed a system for automatic recognition of tala [12] that
extended the work in [11]. Bayesian information criteria are used at first-level seg-
mentation. Subsequently, the outcome is refined based on density of inter-onset
interval, correlation of inter-onset histogram. Each bol is modeled using Gaussian
mixture model (GMM), and the models are used in classifying the segmented units.
Onset detection influences the identification outcome. The reported result shows both
miss and over-detection of onsets. The dataset used in experiment is very limited and
tests are performed on only four bols.

It is observed that very few works have been reported which focused on tabla
signal. Moreover, mere use of the onset detection techniques is not sufficient for
extracting the bols from tabla signal. Unlike the beats in a drum signal, bols are of
wide variety.Non-uniformity of the individual bolmakes the task further challenging.
Thus, segmentation and subsequent identification of bols in tabla signal demand
attention. A robust recognition system will act as the fundamental step toward the
application like automated transcript generation, tala (rhythm) identification, self-
learning, and evaluation system for playing tabla.
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3 Proposed Methodology

Tabla is the widely used rhythm instrument used in Indian classical music, and bol
is the basic alphabet in the grammar of Tabla. In this work, our goal is to extract
and then identify the bols in tabla signal. Unlike the drums, recital of tabla reflects a
cyclic pattern that repeats. The cycle consists of a sequence of bols and gives rise to
different tala. An optimal strategy for extracting and identifying the bols will be of
immense use for higher level applications like to transcript generation, tala detection,
and evaluation of a learner. Proposed methodology consists of two major modules,
namely bol segmentation and bol identification. The segmentation is achieved based
on attack-decay-sustain-release (ADSR) model, and thereafter low-level descriptors
are used in identifying the extracted bols.

3.1 Bol Segmentation

Proposed segmentation methodology consists of two steps. At first, it utilizes the
concept of onset detection [2] for approximating the bol segment, and thereafter, it
is refined to obtain the final segmentation on the input signal. Major contribution in
segmentation mostly lies in the refinement. Two major modules are as follows.

• Approximating the bol location
• Extracting the bol segment.

The first stage detects the onset location on the processed version of the original
signal which is to be mapped on the original signal. The direct mapping provides an
approximation. The second stage provides the improvement for localizing the bol in
the original signal.

3.1.1 Approximating Bol Location

A beat in case of drum or a bol played on tabla is expected to follow attack-decay-
sustain-release (ADSR) model as shown in Fig. 1. The attack phase extends from
the start of the bol to the instance of reaching maximum energy. After that, energy
decays for certain duration till it stabilizes. Sustained state has considerably steady
energy level. Then energy is gradually dropped denoting the release period. Attack
and the decay phases together form the transient stage reflecting the change in energy
level. Onset denotes the start of a beat or bol. Thus, according to ADSR model onset
corresponds to the instantiation of attack phase. To detect the onsets, we rely on
well-tried mechanism based on novelty curve.

Novelty curve reflects the change of property in the input signal. By capturing
and analyzing the variation, it tries to find out the onset. Audio signal is oscillatory
in nature. Hence, change detection by differentiating the time domain signal is not
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Fig. 1 Attack-decay-
sustain-release (ADSR)
model

fruitful. It needs to be transformed in an intermediate form that reflects the transient
characteristics of the signal. Such a transformation function is referred as detec-
tion/novelty function. The transformed signal is highly sub-sampled in comparison
to the original signal, and in a broad sense it is the novelty curve. The peaks in the
novelty curve denote the point of high change in property and considered as the onset
of a note. This is because initiation of attack phase is likely to result into maximum
change in property. Thus, the major issues are selecting the novelty function, i.e.,
transformation and choosing the peaks. These are detailed as follows.

Transforming the signal: Signal undergoes variation in energy during the transient
phase. Hence, in our work, energy is considered as the property for novelty curve
generation. Spectral features are considered for transformation. The signal is first sub-
sampled and then divided into number of fixed size frames. In our experiment, frame
size is taken as 256 samples. For each frame, short-time Fourier transform (STFT) is
computed. Based on the sequence of STFTs, each band is analyzed separately. It is
likely that the transient characteristics are more pronounced in the higher frequency
bands. For each band, spectral difference over consecutive frames is computed and
it plays the role of detection function. It reflects the variation of spectral energy over
time in the individual band. Corresponding elements of all the bands are averaged to
obtain the novelty curve depicting the change in spectral energy over time.

Selecting the peaks: Normally, local maxima in the novelty curve are taken as the
peaks. But it may give rise to spurious peaks. The elements of novelty curve are
normalized by subtracting mean and dividing it by the maximum deviation. Figure 2
shows a sample tabla signal and corresponding normalized novelty curve. On this
normalized curve, localmaxima above a certain threshold are considered as the peaks.
In our work, threshold is taken as μ − 0.5 × σ , where μ and σ stand for average and
standard deviation of local maxima values. Finally, based on sub-sampling factor and
frame size, time instance of the detected peaks are mapped to the original signal. This
denotes the approximate position of the onset/start position of a bol in the original
signal.

3.1.2 Extracting Bol

Unlike the drum, in tabla recital bols are played continuously one after another.
Moreover, bols vary widely. Palm and finger activities are different for different bol.
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Fig. 2 a A sample tabla signal and b corresponding novelty curve

Moreover, they are played using different regions in the instrument. All these results
in variation in terms of energy and frequency characteristics of the bols. Depending
on the bol sequence played for a tala and also on the tempo being used, phases
of ADSR may not be well reflected for individual bols. Thus, ADSR pattern for
a bol in isolation and same for the bol in continuous stream are further different
as it bears the impression of its neighbors. Audio signal is additive and very often
release phase of preceding bol and attack phase of following one overlap. All these
specialties account for the shortcomings of conventional onset detection mechanism
in the context of locating the start of a bol. But it provides an estimate and one can
look into the neighborhood of such points for precise detection. However, for the
application like tempo detection, such approximated localization serves the purpose.
But, for bol identification, the impreciseness may be costly. The onset detected at
the first stage certainly corresponds to an instance in transient phase. Based on that
reference point, location is further refined. The refinement process consists of two
steps as follows.

• Determine the attack-decay junction point
• Backtrack to refine the position of onset
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Determine the attack-decay junction point: Because of the variety of bols and spe-
cialty of tabla recital, novelty curve-based onset detection mechanism as presented
in Sect. 3.1.1 identifies a point (let us refer it as candidate point) in the transient
phase. To be more specific, it falls in attack phase for most of the cases. Depending
on the additive effect of consecutive bols of different nature, the candidate point may
actually be in decay phase also. This further adds to the problem.

In ADSR model, at the junction of attack and decay phase energy is maximum.
We try to find out this junction point. It lies within a neighborhood of candidate
point. As the candidate point may lie in attack or decay phase, the neighborhood
for searching the maximum energy point must include both forward and backward
region with respect to the candidate point. Search range is determined based on the
interval between the candidate points. Suppose we want to refine the ith candidate
point. Let t be an estimate for the corresponding bol duration and t � tci+1 − tci, where
tcj stands for the time stamp for j-th candidate point. All the four phases are not of
equal duration, and it is more likely that all the phases are not clearly reflected in the
continuous recital. Based on this understanding, we have experimentally determined
t/3 as the neighborhood in timescale for findingmaximumenergy point. Search space
is centered at the candidate point in the rectified signal and spans over determined time
period. Within the defined space, instance with maximum magnitude corresponds to
the attack-decay junction point.

Backtrack to refine the position of onset: Starting from the attack-decay junction
point, we backtrack to determine the attack phase as far as possible. At this stage,
also we work with rectified signal. Let tjpi and tci are the time stamps for junction
point and candidate point for ith bol. In our backtracking process, we need to ensure
that tci is in the attack phase. In case it is in decay phase, i.e., tci > tjpi, we modify tci
as follows.

di f f � tci − t jpi

tci � t jpi − di f f

Starting from tjpi, we backtrack till tci, to determine the time points with decreas-
ing energy. There may be minor fluctuations and hence instead of considering energy
at individual points, average energy over the small non-overlapping windows can
be considered. Even after windowing, some of the intermediate values may violate
the decreasing trends and those are ignored. Thus, from the said interval set of
monotonically decreasing energy points are identified. A straight line is fitted trough
the points by least square regression, and it is extrapolated till the energy drops to
zero and tai be the corresponding time stamp for zero energy. Within the interval [tai,
tjpi], the time stamp corresponding to minimum energy is taken as the final onset
or start of the ith bol. Refinement process is applied for all the candidate points. Let
t1, t2, …, tn are the corrected onset points. Then, the input signal within the interval
[ti, ti+1] represents the ith bol. Figure 3 shows one sample output of bol segmentation.
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Fig. 3 Segmentation output–dashed line denotes the bol segment determined using novelty curve
and solid line denotes the same determined by proposed methodology

It is observed that the boundary detected by the proposed methodology is closer
than that by novelty curve only.

3.2 Bol Identification

Playing style of the bols vary. Some are played on bayan and some are on dayan.
Regions of tabla and number of fingers used in playing different bols are also not
same. All these contribute toward the variation in energy and frequency for the bols.
These observations have motivated us to consider spectral features for designing the
descriptors for the extracted bols. Fast Fourier Transform (FFT) is applied on the
extracted signal to obtain the frequency spectrum and thereafter following features
are computed.

• Spectral Centroid: It is a gross summarization of the frequency spectrum that
indicates where the center of mass of the spectrum lies. It has a robust connection
with the impression of brightness of an audio. It is computed as the weighted mean
of the frequencies present in the spectrum, with their magnitudes as the weights.

centroid � ΣN−1
n�0 f (n)x(n)

ΣN−1
n�0 x(n)

where x(n) represents the weighted magnitude of frequency bin number n, and
f (n) represents the center frequency of the bin.

• Spectral Flatness: A high spectral flatness indicates that the spectrumhas a similar
amount of power in all spectral bands,while a low spectral flatness indicates that the
spectral power is concentrated in relatively small number of bands. It is computed
as ratio of geometric mean and arithmetic mean of the power spectrum.
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f latness � N

√
√
√
√

∏N−1
n�0 x (n)

∑N−1
n�0 x(n)

N

where x(n) represents the magnitude of bin number n.
• Spectral Skewness: It provides the skewness in spectrum distribution. The dura-
tion (time scale) and intensity (energy) distribution during attack-decay-sustain-
release stages of a bol are likely to influence the measure.

• Spectral Kurtosis: Spectral kurtosis provides a means of determining which fre-
quency bands contains a signal of maximum impulsivity. It is computed as

x � μ4

σ4
� Σ[(X − μ)4]

σ [(X − μ)2]2

where μ4 is the fourth moment about the mean and σ is the standard deviation.
The value of spectral kurtosis is close to zero for Gaussian noise and large for
signals containing series of short transients.

• Spectral Rolloff : Spectral rolloff point is defined as the N th percentile of the
power spectral distribution. In this work, N is taken as 85%. The rolloff point is
the frequency below which the N% of the magnitude distribution is concentrated.

• Mel-Frequency Cepstral Coefficients (MFCC): MFCCs are the results of a
cosine transform of the real logarithm of the spectrum expressed on a mel-
frequency scale. It resembles human perception of hearing.

We have used multilayer perceptron (MLP) classification algorithm incorporated
in Weka [13] to identify segmented bols. It consists of sets of adaptive weights, i.e.,
connection strength between nodes, which are tuned by a learning algorithm. MLP
has three layers. The first layer is input layer and the last layer is called output layer.
Apart from the input and output layers, there exists one or more intermediate hidden
layers. In our experiment, only one hidden layer is considered. Number of nodes in
input layer is equal to the dimension of input feature vector. Number of nodes in
output layer is equal to the target classes.

4 Experimental Results

Bols are the building block of all talas in tabla recital. We have prepared a dataset by
recording the recitals of number of artists with different skill-set. There are number
of clips amounting to 75 min duration. Four different talas, namely Teental, Dadra,
Kaharba, and Ektal are considered. Again the playing style varies depending on
gharana (school of practice). For each tala, clips corresponding to three different
gharanas are present in the collection. Altogether seven artistes have played. Tabla
was also tuned at different frequencies. Tempo varied from 80 to 180 BPM. Sam-
pling rate is 44.1 kHz. Different tablas are used for recordings and those are tuned
at different frequencies. Thus, the collection reflects ample variations in different
aspects.
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Table 1 Grammar of talas

Tala Grammar of tala

Teental Dha, Dhin, Dhin, Dha, Dha, Dhin, Dhin, Dha, Na, Teen, Teen, Na, Teh Te, Dhin,
Dhin, Dha

Kaharba Dha, Ghe, Teh, Te, Na, Khe, Dhin, Na

Dadra Dha, Dhin, Na, Na, Teen, Na

Ektal Dhin, Dhin, DhaGe, TiTaKiTa, Tu, Na, Ka, Ta, DhaGe, TiTaKiTa, Dhi, Na

Table 2 Identification of attack-decay junction points

Tala # of junctions # of junctions Detection

Expected Correctly identified Accuracy (in %)

Teentala 1268 1268 100.00

Ektala 1848 1848 100.00

Dadra 911 911 100.00

Kaharba 786 786 100.00

Tala consists of a sequence of bols which is repeated. This is the specialty of
tablamaking it different from drum. The core cycle of bols for four talas is shown in
Table 1. As discussed earlier, bols reflect variation. The bols Na and Khe appearing
consecutively in Kaharba tala made segmentation process further difficult. Na is
of high duration and emphasized. On the contrary, Khe is of very low duration and
relatively feeble in terms of energy. Ghe and Teh are also of low energy. Thus in a
tala, co-occurrence of varying bols makes the segmentation critical.

Based on novelty curve, candidate points are detected which lies in transient
phase. Utilizing this, we first determine the attack-decay junction points and, finally,
the corrected onsets are identified. Identified junctions and onsets are mapped onto
the rectified signal to judge the correctnessmanually. The performance of the junction
point detection methodology is summarized in Table 2. Table 3 shows the accuracy
of onset detection achieved after refinement. Results indicate that the performance
of proposed methodology is satisfactory. Figure 4 shows a sample result of bol
segmentation. The vertical line denotes the manual demarcation between the two
bols. It is observed that finding the correct onset is more challenging in comparison
the attack-decay junction point detection. The problem mostly arises due to the co-
occurrence of weak and strong bols, low and high duration bols, or both.

In order to carry out the performance analysis of the bol identification methodol-
ogy, we have first prepared the ground truth of extracted bols. A number of experts
have listened the tabla recital recordings as well as the extracted bol segments and
identified them. The segments for which the listeners agreed form the ground- truth
collection. As learning-basedmethodology is used for identification, we have consid-
ered a subset of bols having a sizable number of samples. Ten-fold cross-validation
is applied to measure the classification accuracy, and it has been shown in Table 4.
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Table 3 Identification of bol onset (after refinement)

Tala # of bols # of correctly Detection

Detected onsets Accuracy (in %)

Teentala 1268 1209 95.35

Ektala 1848 1788 96.75

Dadra 911 895 98.24

Kaharba 786 701 89.19

Overall 4813 4593 95.43

Time (in Seconds)

(a)

(b) (c)

Fig. 4 Segmentation output: a Two consecutive bols—Na and Khe together, b Extracted bol—Na,
and c Extracted bol—Khe

It is observed that despite of small number of samples the performance is quite
satisfactory.

As discussed in Sect. 2, most of the early works evolve around Western music
where drum is used as rhythmic instrument. Beats are played in a linear fashion
and tracking of the beats is the major activity in rhythm analysis. In Indian music,
tabla is the mostly used rhythmic instrument. Bols of different kind appearing in
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Table 4 Identification of
Bols

Bol name # of extracted Detection

Segment Accuracy (%)

Dha 648 85.96

Dhin 1034 86.27

Na 1117 87.02

Tin 310 85.16

Tu 154 74.03

Ka 154 81.82

Ghe 99 72.70

Te 196 80.61

Khe 98 75.51

Ta 154 79.87

Overall 3964 84.56

a cyclic pattern form a tala. Thus, segmentation and identification of bols is quite
challenging and it is fundamental step for rhythm analysis. The work of Chrodia
[10] is one of the very few works that has dealt with segmentation and recognition
of bols. Experiments are carried out with a customized dataset consisting of bol
recitals of three players. Each player has played a fixed set of bols (not the talas
usually played). In general, the dataset lacks in variety. Four different classifiers
are used for recognition. On the mixed dataset of three plays, depending on the
classifier average recognition accuracy varies from 66 to 83%. Although a direct
comparison was not made, it may noted that our dataset offers more variety. Seven
players have played the actual talas, also in different gharanas (styles). These are not
focused on the individual bols. Thus, the dataset is realistic in nature. On this widely
varying dataset, the achieved recognition accuracy by the proposed methodology is
comparable. It clearly indicates the effectiveness of the proposed methodology.

5 Conclusion

Tabla is themostly used rhythm instrument in Indian classicalmusic. In this work, we
have presented a novel scheme for automatic extraction of the bols from tabla recital
that derives the motivation from attack-decay-sustain-release (ADSR) model. Bols
of wide variety are played continuously. Hence, novelty curve-based scheme as used
in beat tracking in Western music does not provide optimal segmentation. We have
proposed a refinement over the outcome of conventional novelty curve-based onset
detection method. It results into the improvement in determining the onsets. Low-
level spectral features are computed from the extracted segments to form the input
feature vector for a neural network classifier. Experiment is carried out with a wide
variety of collection and the performance of the proposedmethodology is satisfactory.
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In future, the work can be extended to develop online transcript generation system
and detecting tala of a tabla recital.
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Optimum Circle Formation by Autonomous
Robots

Subhash Bhagat and Krishnendu Mukhopadhyaya

Abstract This paper considers a constrained version of the circle formation
problem for a set of asynchronous, autonomous robots on the Euclidean plane. The
circle formation problem asks a set of autonomous, mobile robots, initially having
distinct locations, to place themselves, within finite time, at distinct locations on the
circumference of a circle (not defined a priori), without colliding with each other.
The constrained circle formation problem demands that in addition the maximum
distance moved by any robot to solve the problem should be minimized. A basic
objective of the optimization constrain is that it implies energy savings of the robots.
This paper presents results in two parts. First, it is shown that the constrained circle
formation problem is not solvable for oblivious asynchronous robots under ASYNC
model even if the robots have rigidmovements. Then the problem is studied for robots
which haveO(1)bits of persistentmemory. The initial robot configurations, forwhich
the problem is not solvable in this model, are characterized. For other configurations,
a distributed algorithm is presented to solve the problem for asynchronous robots.
Only one bit of persistent memory is needed in the proposed algorithm.

Keywords Swarm robots · Asynchronous · Circle formation
Robots with persistent lights

1 Introduction

A robot swarm consists of small, autonomous, indistinguishable, inexpensive mobile
robots. Robots in such a distributed system work cooperatively to accomplish
some common task which cannot be done by a single large robot. The robots are
autonomous (they work without any centralized control), homogeneous (all of them
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have same capabilities) and anonymous (they are indistinguishable by their appear-
ances and nature). All of them execute the same algorithm. In general, robots lack
explicit communication capability. The robots can implicitly communicate with each
other by sensing the positions of other robots in the system, using endowed sensors.
The system does not have any global coordinate axes. Each robot owns a local coor-
dinate system having origin at its current position. The local coordinate systems of
two different robots may have different directions and orientations of coordinate axes
and unit distances. In general, the robots do not remember any piece of information
of their previous computational cycles, i.e. they are oblivious.

A robot has one of the two states at any point of time: active or inactive. Initially, all
robots are inactive. On activation, a robot executes its computational cycle consisting
of Look–Compute–Move phases. During the Look phase, a robot takes snapshot of
its surrounding environment, using its sensing capability, to obtain the positions of
other robots. Considering the input from the Look phase, the Compute phase outputs
a destination point for the robot. Finally, the robot moves towards the destination
point during the Move phase. An idle robot remains silent without performing any
course of action. Robots may be endowed with some additional capabilities or may
have some common agreements in order to solve different coordination problems.
The memory model assumes that the robots possess a constant amount of additional
persistent memories to remember their current states. The implementation of such
persistent memory is done by externally visible lights. These lights use a constant
number of colours. The colours are predefined to indicate different states of the robots
[3, 8]. The robots may have some agreement on the directions and orientations of
local coordinate axes. They may share a common handedness or chirality (clockwise
direction).

Three types of basic models are used. These models are defined according to the
schedules of the operations and activation of the robots. Asynchronous (ASYNC or
CORDA) model [13] is the most general one in which robots are activated arbitrarily
and independently of each other. The time duration of the operations by the robots
is unpredictable but finite. This implies that a robot may have done its computations
on obsolete data. Due to this unpredictability, the problems become more difficult to
solve in this model. The second model is the semi-synchronous (SSYNC or ATOM)
[15]model. In SSYNCmodel, time is discretized into several rounds and the robots are
activated in these rounds. A subset of robots becomes activated all together in a round
and performs their operations instantaneously in that round. During movements, a
robot is not observed by other robots in the system. The subset of robots activated
in a round is not known in advance. In fully synchronous (FSYNC) model, all robots
become activated in all rounds. This work assumes that scheduler activates each robot
infinitely often, i.e. a scheduler is a fair [4].

Under these settings, a variety of geometric problems have been studied by the
researchers. These problems include gathering, arbitrary pattern formation, circle
formation, etc. The circle formation problem is defined in the followingmanner: a set
of robots, occupying positions in the Euclidean plane, should work cooperatively to
occupy distinct positions on the circumference of a circle not known a priory and this
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should be done within finite time. The constrained circle formation problem requires
that while solving the circle formation problem, the maximum distance moved by
any robot should be minimized.

1.1 Earlier Works

In literature, different solutions for the circle formation problem have been proposed
under different schedulers and assumptions on the capabilities of the robots. The
basic objective of these works is to propose solutions which minimize the sets of
capabilities for the robots. The circle formation problem is solvable inASYNC model,
when robots have unlimited visibility, and the solution requires no extra assumption
on the capabilities of the robots. Under limited visibility model, different solutions
have been proposed with different sets of assumptions. Sugihara and Suzuki pro-
posed a heuristic algorithm to form a circle of given radius under limited visibility
[14]. Dutta et al. solved the circle formation problem for robots represented as unit
discs (fat robots) under limited visibility model [7]. Uniform circle formation is
another variation of the circle formation problem in which robots are asked to place
themselves on the boundary of a circle such that they are equally spaced from each
other. Suzuki and Yamashita proposed an algorithm for uniform circle formation for
non-oblivious robots [16]. Defago and Konogaya showed that in SSYNC model, it is
possible to converge towards a uniform circle [5]. Flocchini et al. solved the uniform
circle formation problem when system has n �= 4 robots [9]. Mamino and Viglietta
solved the problem for n = 4 robots [11]. Peleg was the first to proposed the idea of
using externally visible lights [12]. Das et al. characterized the computational pow-
ers of the models in which robots have externally visible lights [3]. Flocchini et al.
solved the rendezvous problem in two different setting: (a) the robots use the lights
only for remembering its own internal state and (b) they use lights to communicate
with other robots its current state [10]. In memory model, solutions for the mutual
visibility problemwere also proposed [6]. A solution for the circle formation problem
in the obstructed visibility model (when robots are not transparent) was proposed in
[6]. None of the works in the literature have considered the constrained version of
the circle formation problem.

2 Our Contribution

This work presents a study of the constrained circle formation problem for a set of
autonomous mobile robots. The contributions of this paper are in two folds. While
the circle formation problem is solvable for an arbitrary set of asynchronous robots
without any extra assumption, we have shown that the constrained circle formation
problem for a set of asynchronous oblivious robots is not solvable even if robots have
rigid movements and both axes agreements. A characterization of the set of robot
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configurations for which the problem is not solvable is presented. Then, we have
presented a distributed algorithm to solve the problem in admissible configurations
for asynchronous robots. The algorithm uses only one bit of persistent memory.
The robots do not have any form of agreements in their coordinate axis systems or
chirality or constrains in movement patterns. In this weak setting, we have solved
the constrained circle formation problem for asynchronous robots which use only
two colours starting from an admissible initial configurations. The solution ensures
collision-less movements of the robots. To the best of our knowledge, this work is
the first to study the constrained circle formation problem for asynchronous robots.
One of the implications of the constrained version of circle formation problem is
energy efficiency.

3 General Model and Definitions

The paper considers a set of autonomous, homogeneous, anonymous, asynchronous
robots under the ASYNC (CORDA) model. The robots are considered as points in
the infinite Euclidean plane. A robot can freely move on the plane. Each robot owns
a local coordinate system centred at its current position. Two distinct robots may
not have same directions and the orientations of the axes and unit distances. The
directions and the orientations of the axes for a robot may change with positions.
Furthermore, the robots do not share a common chirality. A robot uses its local
coordinate systems to locate the positions of the other robots in the system. Initially,
no two robots share same point. Each robot has unlimited visibility range. A robot
has non-rigid movement in which it may be stopped by an adversary before reaching
its destination. However, when it moves, it moves at least a distance δ towards its
destination point if it does not reach its destination where δ > 0 is a constant. This
assumption ensures that a robot reaches its destinationwithin finite time. It is assumed
that the robots have no knowledge about the value of δ.

• Configuration of the robots: Let R = {r1, r2, . . . , rn} be the set of n robots. Let
ri(t) be the point occupied by ri at time t. LetR(t) = {r1(t), . . . , rn(t)} denote the
robot configuration and ˜R be the set of all such configurations. It is assumed that
in the initial configuration R(t0), there is no multiplicity point (a point occupied
by multiple robots).

• The closed-line segment between two points p and q includes these two points,
and it is denoted by pq. The open-line segment between p and q excludes these two
points and is denoted by (p, q). Let |p, q| denote the distance between two points
p and q. Let X \Y denote the set difference of two sets X and Y . When measuring
the angle between two line segments, we consider the angle which is has value
than or equal to π .

• Smallest enclosing circular annulus: Let SECA(t) denote the smallest enclosing
circular annulus of the points in R(t) and Ot denote its centre. Let Cout(t) and
Cin(t) denote the circles forming the outer and inner boundaries respectively of
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SECA(t). Let Copt(t) denote the circle which is equally distanced from Cout(t) and
Cin(t) and the distance of Copt(t) from Cout(t) and Cin(t) is denoted by lopt . The
annular region between the circlesCout(t) andCin(t) (excluding the circumferences
of Cout(t) and Cin(t)) is denoted by ANL. When there is no ambiguity, ANL, Cout(t)
andCin(t) are used to denote the sets of robots lyingwithin the annular regionANL,
on the circles Cout(t) and Cin(t)), respectively. For each robot ri ∈ R, let radi(t)
denote the half line or starting from Ot and passing through ri(t).

• Let S(t) denote one of the two sets Cout(t) and Cin(t)which contains more number
of robots, i.e. S(t) = arg max{|Cout(t)|, |Cin(t)|}.

• Different robot configurations: We define the following sub-classes of ˜R:

– E: A configuration R(t) belongs to this class if ∃ ri(t), rj(t) ∈ R(t) such that
either (i) ri(t) ∈ Cout(t) and rj(t) ∈ Cin(t) and radi(t) = radj(t) or (ii) ri(t) ∈
Cout(t) ∪ Cin(t) and rj(t) ∈ Copt(t) and radi(t) = radj(t).

– SR : It contains all configurations R(t) which are rotationally symmetric and
|ANL| < 3 forR(t) .

– CL :A configurationR(t) belongs to this class if all the robot positions inR(t)
lie on a single line, i.e. all of them are collinear.

– M : It contains all configurations R(t) which contain at least one multiplicity
point.

– H≤7 : A configuration R(t) is in this class if |R(t)| ≤ 7 and |ANL| < 3.
– U : The class is defined by U = E ∪ SR ∪ CL ∪ M ∪ H≤7.
– ˜Rs : The class is defined by ˜Rs = ˜R\U .
To solve the constrained circle formation problem, we use the following results

from pp. 163–167 of the textbook [1]:

Result 1 For a configurationR(t), the smallest enclosing circular annulus SECA(t)
can be computed in polynomial time [1].

Result 2 For a nonlinear configuration R(t), the smallest enclosing circular annu-
lus SECA(t) has finite radius [1].

Result 3 For a nonlinear configuration R(t), the smallest enclosing circular annu-
lus SECA(t) has any one of the following properties: (i) Cout(t) contains at least three
points of R(t) and Cin(t) contains at least one point of R(t) or (ii) Cout(t) contains
at least one point of R(t) and Cin(t) contains at least three points of R(t) or (iii)
both of Cout(t) and Cin(t) contains at least two points of R(t) [1].

Observation 1 The circle Copt(t) of a configuration R(t) uniquely minimizes the
maximum distance from any point in R(t) to its circumference.

The above observation implies that Copt(t0) is the unique solution of the con-
strained circle formation problem for an initial configuration R(t0).

Observation 2 If a configuration R(t) has exactly one line of symmetry L1, one can
define the positive direction L+

1 along L1.
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Following theorem is given without a proof:

Theorem 1 For an initial configurationR(t0) ∈ U , the constrained circle formation
problem, in general, is not solvable, even if robots have persistent memory.

4 Circle Formation Without Persistent Memory

This section presents a study of the constrained circle formation problem under a
memoryless model. We provide a negative result in this setting.

Theorem 2 The constrained circle formation problem for oblivious, asynchronous
robots is deterministically unsolvable in the ASYNC model, even if robots have rigid
motion.

Proof If possible, let A be an algorithm which solves the constrained circle forma-
tion problem for oblivious robots. Consider an initial robot configuration R(t0) as
depicted in Fig. 1a. The circle Copt(t0) is the desired one to be formed by the robots.
All the robots should move along the line segments joining their current positions
toOt0 . Now suppose that the robot ri computes pi(t0) and moves to this point (since
scheduler is asynchronous adversary only chooses ri for movement, the movements
of the robots are rigid). This movement of ri changes the configuration to R(t′) as
shown in Fig. 1b. Since the robots are oblivious, A would consider R(t′) as a fresh
initial configuration and instruct the robots to form Copt(t′). This would cause all
the robots to deviate from their original paths and would violate the optimization
criteria. Hence, the theorem is true.

(a) (b)

Fig. 1 An illustration of the counter-example in Theorem 2
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5 Circle Formation with Persistent Memory

From observation 1, in an arbitrary initial robot configuration R(t0) ∈ ˜Rs, circle
Copt(t0) is the unique solution for the constrained circle formation problem. When
robots move, this circle may not remain invariant. We devise strategies in which
the robots can recognize Copt(t0), even if the configuration is changed. Each robot
owns a single bit of persistent memory. This persistent memory is implemented via
externally visible light which assumes two different colours to indicate two disjoint
states. These colours do not change automatically (i.e. persistent). The lights are
used with two objectives: one to store a robot’s own state and other to broadcast its
current state (both for communication and internal memory) [3]. A robot can identify
colours of all the lights. Apart from the colour, all robots are oblivious, i.e. they do
not carry any piece of information from previous cycles.

5.1 States of the Robots

Different colours of externally visible lights are used by the robots to indicate their
states. Let X denote the set of these colours. The robots use two colours off and on,
i.e. X = {off, on}. The colour on indicates that a robot is in any one of the following
states (i) active state and waiting for some other robots to turn their light on or to
move (ii) the robot is on the circle Copt(t0). The colour off indicates any one of the
remaining states.

5.2 Algorithm Move()

Let ri be a robot, and it wants to move to the circumference of Copt(t) such that the
optimization criteria of the problem are also satisfied. LetUP(t) be the annular region
in between the circles Cout(t) and Copt(t) (including the boundary of Cout(t) and
excluding the boundary of Copt(t)) and LOW (t) be the annular regions in between
the circles Copt(t) and Cin(t) (including the boundary of Cin(t) and excluding the
boundary of Copt(t)). Let Ci(t) denote the circle passing through ri(t) and having
centre at Ot . Let pi be the point of intersection between radi(t) and Copt(t). Let
ui(t) be the intersection point between radi(t) and Cout(t). Let vi be the intersection
point between radi(t) and Cin(t). The corridor of ri, denoted by Cori(t), is defined
as follows: (i) if ri(t) lies in UP(t), then the corridor is the annular region between
the circles Copt(t) and Ci(t) (excluding the two boundaries) (Fig. 2a) and (ii) if ri(t)
lies in LOW (t), then the corridor is the annular region between the circles Copt(t)
and Ci(t) (including the boundary of Copt(t) and excluding the boundary of Ci(t))
(Fig. 2b).We say theCori(t) is free (i) for a robot inUP(t) ifCori(t) does not contain
any robot position and (ii) for a robot ri in LOW if all the robots in Cori(t) lies on the
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(a) (b)

Fig. 2 An example of cori(t): a ri is in UP(t) and Cori(t) is free b ri is in LOW (t) and Cori(t) is
not free

circle Copt(t). Robot ri moves towards the circumference of Copt(t) in the following
way:

• Cori(t) is free: If there is no robot at pi, robot ri moves straight towards pi along
radi(t). Otherwise, robot ri moves to the destination point computed in the fol-
lowing way:
(i) Suppose, rj is the robot lying at pi. Let {radk(t), rads(t)} be the two adjacent
rays to radi(t).Without loss of generality, suppose,∠ri(t)Otrk(t) ≥ ∠ri(t)Otrs(t).
(ii) Let d and l be two distances defined as follows: (a) if ri(t) lies inUP(t), then d
and l are the two distances of ri(t) from ui(t) and pi, respectively; (b) if ri(t) lies in
LOW (t), then d and l are the two distances of ri(t) from vi(t) and pi, respectively.
Let h = l + d

2x , where x is the number of robots in (ri(t), ui(t)) if ri(t) lies inUP(t)
or (ri(t), vi(t)) if ri(t) lies in LOW (t).
(iii) Let Ĉi(t) be the circle having centre at ri(t) and radius h. Let mi be the inter-
section point between Copt(t) and Ĉi(t) such that mi lies in the wedge defined by
the angle ∠ri(t)Otrk(t).
(iv) Let ai(t) be the point onCopt(t) in thewedge defined by the angle∠ri(t)Otrk(t)
such that ∠ri(t)Otai(t) = 1

3∠ri(t)Otrk(t). Let qi denote the closest point among
mi and ai(t) from pi(t). The destination point of ri is the middle point of the
arc(pi(t), qi) on the circle Copt(t).

• Cori(t) not is free: Robot ri does nothing.

5.3 Algorithm OptCircle()

It is assumed that (i) the initial configurationR(t0) ∈ ˜Rs, (ii) each robot in the system
has light off initially and (iii) n ≥ 8. We use result 2, result 3 and observation 1 to
solve the problem. The facts stated in the result 3 are used to make Copt(t0) invariant
under themovements of the robots untilCopt(t0) becomes recognizable by the robots.
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For an initial configuration R(t0), if ANL contains more than 2 robots, then all the
robots in ANL compute and move to the circumference of Copt(t0). Once they are
on the circle Copt(t0), they turn their lights on to make the circle recognizable to the
other robots not on Copt(t0). Once at least three robots on Copt(t0) turn their lights
on, the other robots compute the circle passing through the robots having light on,
i.e. Copt(t0) and move towards the circumference of the circle. Otherwise, robots
are selected from the two circles Cint(t0) and Cout(t0) and are moved within ANL
in such way that within finite time ANL contains at least three robots. Since the
robots are asynchronous and the number of persistent lights are only two, the main
challenge lies in the selection and themovements of the robots so that (i) no forbidden
configuration is created due to the movements of the robots before ANL contains at
least three robots; (ii) no deadlock or livelock is created during the execution of the
algorithm; (iii) robots do not collide during their movements; and (iv) the annulus of
the initial configuration remains same.

Let ri be an arbitrary robot inR. If there are at least three co-circular robots with
lights on in R(t), then we are done. Robot ri computes the circle passing through
the robots having lights on. If ri does not lie on this circle, it moves towards the
circumference of the circle without changing its light. Otherwise, ri does nothing.
Now suppose there are less than three robots on Copt(t0) having lights on. Depending
upon the current position and configuration, robot ri performs anyoneof the following
actions:

• |ANL| ≥ 3: If ri is in ANL and ri /∈ Copt(t), robot ri moves towards the circumfer-
ence of Copt(t) according to algorithm Move() and it does not change its light. If
ri ∈ Copt(t), all the robots not lying on Copt(t) have light off and Copt(t) contains
less than three robots with lights on, robot ri turns its light on and does not move.
In the rest of the cases, ri does nothing.

• |ANL| < 3: The main strategy here is to select robots from Cin(t) ∪ Cout(t) and
move them within ANL so that ANL contains at least three robots within finite
time and the annulus SECA(t) remains same during the process. The robots follow
algorithm Move() to reach their respective destination points.

– ri ∈ ANL: If ri ∈ Copt(t), robot ri does nothing. Otherwise, it does not change
its light and moves towards the circumference of Copt(t).

– ri /∈ ANL: In this case, robot ri lies on the boundary of the annulus SECA(t).
Following are the possible scenarios:

∗|ANL| = 2: If ri has light on and there is another robot with light on, robot ri

moves towards Copt(t). Otherwise, robot ri computes S(t) and acts according
to the followings:
· R(t) is asymmetric: SinceR(t) is asymmetric, the robot positions inR(t)

are orderable [2]. If ri ∈ S(t), there is no robot with light on and ri has
highest order among the robots in S(t), and it moves towards Copt(t)
without changing colour of its light.
Otherwise, robot ri does nothing.
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· R(t)hasone line of symmetry: SupposeL is the line of symmetry. Suppose,
ri ∈ S(t). If ri lies onL+, robot ri moves towardsCopt(t)without changing
the colour of its light. If L does not pass through any robot in S(t) and ri

is one of the closest robots to L+, robot ri turns its light on and does not
move. In rest of the cases, ri does nothing.

∗|ANL| = 1: Suppose there are two robots on Cout(t) ∪ Cin(t) with lights on.
If ri has light on, it moves towards Copt(t). Otherwise, it does nothing. If there
are no two robots on Cout(t) ∪ Cin(t) with lights on, robot ri computes S(t)
and acts according to the followings:
· R(t) is asymmetric: If ri ∈ S(t) and it has highest order or the second

highest order among the robots in S(t), it turns its light on and does not
move. In the rest of the cases, robot ri does nothing.

· R(t)has one line of symmetry: If ri ∈ S(t), ri does not lie on L and it is
one of the closest to L+, robot ri turns its light on and does not move.
Otherwise, ri does nothing.

∗|ANL| = 0: Robot ri computes S(t). First, suppose there are two robots with
lights on. Let A = {rj, rk} be the two robots with lights on. Let S2(t) = arg
max{|Cout(t)\A|, |Cin(t)\A|}. If ri has light off and ri ∈ S2(t), it does any one
of the followings: (a)R(t) is asymmetric and ri has highest order among the
robots in S2(t), it moves towards Copt(t); (b) R(t) has one line of symmetry
and ri is one of the closest robots to L+, among the robots in S2(t), it moves
towards Copt(t). In both the cases, ri does not change its light. Otherwise, it
does nothing. Next, suppose there is at most one robot with light on. If ri has
highest order or second highest order among the robots in S(t), it changes its
light to on and does not move. In rest of the cases, it does nothing.

5.4 Correctness of OptCircle()

We prove that OptCircle() solves the constrained circle formation problem within
finite time.

Lemma 1 Algorithm Move() provides collision-free robot movements during the
execution of OptCircle().

Proof During the execution of Move(), robots first order themselves and then move
towards Copt(t0) according to that order. Thus, the robots lying on the same ray do
not collide. The destination of a robot ri lies on the 1

3 section of the wedge defined by
the larger angle with the neighbouring radi(t). Thus, two robots on two different rays
also do not collide. This implies that the robots have collision-free movements. Also,
the destination point of a robot ri lies within the circle having radius lopt and centre
at ri(t). This implies that the optimization criteria of the circle formation problem is
satisfied by the movements of the robots. 
�
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Lemma 2 Suppose, in a configuration R(t) ∈ ˜Rs, t ≥ t0, |ANL| < 3. During the
execution of OptCircle(), there exists a time t′ ≥ t such that |ANL| ≥ 3 in the con-
figuration R(t′) and the circle Copt(t′) is same as Copt(t).

Proof Consider a configuration R(t) with |ANL| < 3. We prove the lemma
analysing each case separately. Note that if the annulus remains same during the
movements of the robots, so does Copt(t).

• |ANL| = 2: In this case, at least one and at most two robots from S(t)move inside
the annulus SECA(t). Thus, within finite time, ANL contains at least three robots.
Since n ≥ 8 and |ANL| = 2, the set S(t) contains at least three robots. Thus by
result 3, the removal at most two robots from S(t) does not change the annulus
SECA(t).

• |ANL| = 1: In this case at least two and atmost three robots fromS(t) ∪ S2(t)move
within ANL. This makes ANL| ≥ 3, in finite time. Since n ≥ 8 and |ANL| = 1, the
set S(t) contains at least four robots. At most, two robots from the set S(t) are
removed. Thus, the result of 3 implies that Copt(t) does not change, during the
movements of these robots.

• |ANL| = 0: In this case, at least three and at most four robots from S(t) ∪ S2(t)
are selected and moved inside SECA(t). This makes ANL| ≥ 3, in finite time.
Since n ≥ 8 and |ANL| = 0, each of the sets S(t) and S2(t) contains at least four
robots. By the same arguments as above, the circle Copt(t) remains intact during
the movements of these robots.

Hence, the lemma is true. 
�
Lemma 3 Suppose, in a configuration R(t) ∈ ˜Rs, t ≥ t0, |ANL| ≥ 3. During the
execution of OptCircle(), there exists a time t′ ≥ t such that Copt(t) contains at least
three robots with lights on, in the configuration R(t′). Furthermore, Copt(t) is the
unique circle inR(t′) containing at least three robots on its circumference with lights
on.

Proof Let ri be a robot in ANL in the configurationR(t). When ri becomes active, if
it finds itself on Copt(t), it takes any one of the following decisions (i) there is at least
one robot not on Copt(t)with light on or there are at least three robots on Copt(t)with
robot light on, robot ri does nothing until the robots having lights on reach Copt(t),
and (ii) all the robots, not lying on Copt(t), have lights off and Copt(t) contains less
than three robots with lights on, robot ri turns its light on. If ri is not on Copt(t), it
moves towards Copt(t). Thus, if Copt(t) contains less than three robots, within finite
time, it will have at least three robots on its boundary. This implies that there exists
a time t′ ≥ t such that Copt(t) contains at least three robots with lights on, in R(t′).
The second part of the lemma follows from the case (i) and case (ii) above. Hence,
the lemma is true. 
�
Lemma 4 Given an initial configuration R(t0) ∈ ˜Rs, algorithm OptCircle() solves
the constrained circle formation problem for a set of asynchronous robots.
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Proof By Lemma 2 and 3, there exists t > t0 such that in Copt(t0) is the unique
circle in R(t) containing at least three robots on its circumference with lights on.
Once this is done, the circle Copt(t0) is uniquely recognizable by the robots even
when all the robots move towards it. The robots simply compute the circle which
contains at least three robots with lights on and then move towards it using algorithm
Move(). AlgorithmMove() assures collision-free robot movements. Also, during the
movements, the robots satisfy the optimization criteria of the problem. Thus, within
finite time all the robots reach Copt(t0) satisfying the optimization criteria. Hence,
the lemma is true. 
�

From above results, we have the following theorem.

Theorem 3 The constrained circle formation problem is solvable in the ASYNC
model for an initial configuration R(t0) ∈ ˜Rs, when robots have externally visible
lights with only 2 distinct colours.

6 Conclusion

This paper presents a study of the constrained circle formation problem for asyn-
chronous autonomous mobile robots. For oblivious robots, it is proved that the prob-
lem is not solvable under ASYNC model even when the robots have rigid movements.
For robots having persistent memory, the initial robot configurations, which the prob-
lem is not solvable, are identified. For rest of the configurations, an algorithm is pro-
posed which solves the problem for asynchronous robots which have exactly one bit
of persistent memory. Following are the possible future directions of the problem: (i)
relaxation of the exact optimality in the constrain considered in this work; (ii) study
of the problem when robots develop faults; and (iii) the extension of the problem to
the three-dimensional Euclidean space.
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Genre Fraction Detection of a Movie Using
Text Mining

Sunil Saumya, Jitendra Kumar and Jyoti Prakash Singh

Abstract Movie genre plays a significant role in recommendation system as every-
one has a liking for movies of specific genres. Nowadays, aWikipedia (or wiki) page
or plot for eachmovie is maintained on theWeb. In this chapter, we propose to use the
Wikipedia movie plot for genre fraction detection using text mining techniques. For
our purpose, we use the bag-of-words model as topic modeling where the (frequency
of) occurrence of each word is used as a feature for training a classifier. We create
the corpus for 20 genres with word frequencies 1, 5, and 15 separately. Wikipedia
movie plot of 640 movies is used to evaluate the proposed system. A total of 540
movie plots are used for creating corpuses, and the rest 100 are used as a test set.
The system performs best on refined corpus with word frequency 15.

Keywords Bag of words · Recommendation system · Movie genre
Wikipedia movie plot · Corpus

1 Introduction

Public movies’ database such as Wikipedia movie plot provides genre information
to assist searching for the movie information. The tagging of movie’s genres is
still a manual process which involves the collection of user’s suggestions. Hence,
movies are often registered with inaccurate genres. Automatic genres classification
of a movie based on its Wikipedia movie plot not only speeds up the classification
process by providing a list of suggestions, but also effects the result potentially to be
more accurate than an untrained human. A movie is a collection of genres because
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Fig. 1 A sample plot from IMDB

every genre coincides with another to form a story. People generally watch the movie
of their choice. For example, some people like only action movies and some people
like only romantic movies, whereas some other people like both. So, it is necessary
to have right information about movie genre which helps people to like or dislike
it according to their taste. Initially, when a movie releases one or more genres are
associated with it which is given by movie director. Once people watch the movie,
they give their own genre to thatmovie.Most of the time, the opinions of directors and
the people match up to a certain point, but sometimes it differs. Hence, classifying
correct genres of movies automatically using existing movie information is still an
open research problem. This paper has established this problem and proposed a way
to address it systematically. The paper not only classifies the movie genres correctly,
but also detects the fraction of genres present in a movie. Suppose a movie belongs
to action, comedy, and drama genres, then the fraction of genre determines how
much percentage of action or comedy or drama is present. We have taken a sample
plot of Pretty Woman, a Hollywood movie, from IMDB as shown in Fig. 1. The
director Garry Marshall has given comedy and romance genres for this movie. Here,
the fraction of comedy or romance present in the movie is not known to us. Once
we calculate the fraction of each genre in a movie, it refines the user’s taste. The
system becomes more intelligent in identifying user’s taste and gives more accurate
suggestions. The implication of the research is in themovie recommendation system.

2 Literature Review

Field of cinematography has shown a considerable interest by the researcher in recent
years. Experts are able to come out with substantially accurate predictions about the
movie with help of readily available information about the movie. A number of
sources such as the news article, blogs, or social media are present as a source for
movie information.
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Simoes et al. [1] explored convolutional neural networks (CNNs) in the context of
movie trailers’ genre classification. Results showed that proposed CNNs performed
better than current state-of-the-art approaches. Pais et al. [2] addressed the automatic
movie genre classification for animated movies. For each movie genre, a symbolic
representation of a thematic intensity is extracted from the synopsis. A combination
between the text and image descriptions was performed using a set of symbolic rules
conveying human expertise. The proposed approach was tested on a set of 107 ani-
mated movies. It is observed that the text–image combination achieved precision up
to 78% and a recall of 44%. On the basis of the audiovisual signal, Rasheed et al. [3]
presented a method to classify movie genres. They did two layers of classifications.
At the first layer, they classified each movie into action and non-action using a visual
disturbance feature of each movie. Visual content measures the motion content in a
clip. Next, they used color, audio, and cinematic principles for further classification
into comedy, horror, drama, or others. Moncrieff et al. [4] examined localized sound
energy patterns, or events, that we associate with high-level affect experienced with
films. The study of sound energy events in conjunction with their intended effect
enabled the analysis of film at a higher conceptual level, such as genre. Ivasic-Kos
et al. [5] assumed that simple properties of a movie poster should play a signifi-
cant role in the automated detection of movie genres. Therefore, low-level features
based on colors and edges were extracted from poster images and used for poster
classification into genres. Parkhe et al. [6] focused on genre-specific aspect-based
sentiment analysis of the movie reviews. The opinion conveyed by the user toward a
movie could be understood by doing sentiment analysis on the movie review text [7].
Using the aforementioned dataset and considered movie genres such as action, com-
edy, crime, drama, and horror, they developed a fine-grained unsupervised analysis
model using lexicons that are context specific to each genre under consideration.
A similar work of finding sentiments of English and Hindi text was proposed by
Singh et al. [8]. Kim et al. [9] proposed the recommender system using the genre
similarity and preferred genre. Using the Pearson coefficient, they found the rela-
tionship between the genres and hence created a group by k-means clustering. They
evaluated the presented approach by using MovieLens dataset. Huang et al. [10]
proposed a movie genre classification system using a meta-heuristic optimization
algorithm called Self-Adaptive Harmony Search (SAHS) to select local features for
corresponding movie genres. They extracted 277 features from each movie trailer
including audio and visual features. The experimental results showed that the overall
accuracy reaches 91.9%. This demonstrated more precise features can be selected
for each pair of genres to get better classification results.
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3 Data Collection and Methodology

3.1 Data Collection

The objective of this research is to predict the genre fraction or percentage present
in a particular movie. We took Wikipedia movie plot as an input for making the
dictionary of different genres. TheWikipedia movie plot is freely or easily available,
and it briefly explains the movie information. As Wikipedia describes the story in
brief, sometimes, words describing the story also indicate the genre information of
the movie. This led us to text mining [11] approach. Once the data was collected, we
did preprocessing of those data like stop word removal, pos-tagging, and stemming.
At last, we create the dictionary from the preprocessed data. Figure 2 shows the flow
diagram from data collection to dictionary/corpus creation.

3.2 Methodology

The proposed system initially selects a list of movies of the same genre. After the
initial steps of preprocessing, the system creates the dictionary of selectedmovies of a
particular genre. The dictionary creation is broadly classified into different modules.

Extraction and Refining Data: We extracted the movie plot fromWikipedia using
the Python API for a particular movie. We used Python stop words module present in

Wikipedia movie plot

Stop word removal

PosTagging for
nouns and verbs

Stemming

Corpus

Fig. 2 Flowchart for corpus creation
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Fig. 3 Number of words in different corpus

NLTK package to remove the stop words from the extracted movie plot. A stop word
is a commonly used word such as a, an, and the. As they do not contain significant
information in describing the movie’s genre, we removed it. We removed the proper
nouns from the movie plot as proper nouns have very less significance in deciding
the genre. We considered a verb for pos-tagging. We even removed adjective and
adverb as they only used to improve verb quality. Next, we did stemming using
PorterStemmer() method available in NLTK package. The last step was to filter
those words having a word length less than 3, as these words have no significance
on genre detection. We repeated this process for different genres. Dictionary name
along with the number of words in it is shown in Fig. 3.

We plotted a graph to see the distribution of words and their frequencies in a
corpus or dictionary. For this, first we considered romance corpus, which contains
40433words. Figure 4 shows the distribution of words in a romance corpus. Later, we
checked this distribution for all corpuses. The graph for other corpuses has not been
shown here due to space limitation. As shown in Fig. 4, graph follows an exponential
distribution. Next, we refined the dictionaries by fixing (i) frequency of words ≥5
and (ii) frequency of words ≥15.

Dictionary refinement and number of words in it: To refine the dictionaries, first
we took those words having frequency ≥5. The number of words in each corpus has
decreased after applying the word frequency ≥5 and it is shown in Fig. 5.

We repeated the same process for word frequency ≥15. The distribution of words
in each corpus is shown in Fig. 6.
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Fig. 4 Distribution of word in romance corpus

Fig. 5 Number of words in different corpus when word frequency is ≥5

4 Results

To find the fraction of genres, we took 640 movies plot of Hollywood, Bollywood,
Korean, and Chinese movies from Wikipedia. Out of 640 movie plots, 540 were
used for corpus creation. Rest 100 movie plots were used as a test set. Next, for
each movie plot in the test set, we create a file which is a collection of nouns and
verbs in that plot. Then, we performed the intersection between each test file and 20
corpuses created using the process described in Fig. 2, individually. Top four results
were extracted and stored as final results for that test file using the process described
in Fig. 7.
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Fig. 6 Number of words in different corpus when word frequency is ≥15

Wikipedia movie plot

Result using
the process described

in Fig.2

Intersection between
Result and Corpus

Final Result

Fig. 7 Flowchart for testing

4.1 Result on Original Corpus

Table 1 shows the result after intersecting 100 test files with 20 original corpuses,
where the word frequency is ≥1. Table 1 shows the genre mentioned in wiki and top
four genres predicted by proposed approach. For the movie 12 Angry Men, the genre
mentioned in the Wikipedia plot is Drama and Crime, whereas predicted genres are
romance [25.25%], comedy [24.22%], drama [23.19%], and crime [27.33%]. The
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Table 1 Result on the original corpus

Movie Name Genre men on in 
wiki

Predicted genre and its percentage

12 Angry Men Drama, Crime Romance[25.25%], Comedy[24.22%],
Drama[23.19%], Crime[27.33%]

An Afair to 
remember

Romance Romace[25.39%], Musical[25%],
Drama[25%], Comedy[24.60%]

Before Sunset Romance Drama[25.2%], Comedy[25.2%], 
Romance[24.79%], Family[24.79%]

Boogie Night Drama Comedy[25.12%], Family[25.12%], 
Romance[25.12%], Drama[24.63%]

Dancing in the rain Musical, Romance Drama[27.72%], Romance[24.75%], 
Musical[23.76%], Family[23.76%]

Knock Up Romance Romance[26.02%], Musical[24.65%], 
Family[24.65%], Drama[24.65%]

31 Horror Comedy[25.23%], Documentry[24.92%],
Drama[24.92%], Sci-fi[24.92%]

Airli War,Thriller Musical[25.17%], Romance[25.17%],
War[24.82%], Drama[24.82%]

Baaghi Ac on Thriller[25%], Romance[25%], Crime[25%],
War[25%]

Blood Father Ac on,Thriller Romance[25.46%], Comedy[25.09%],
Crime[24.71%], Ac on[24.71%]

Don’t Breathe Horror War[25.28%], Sci-fi[24.90%], 
Comedy[24.90%], Horror[24.90%]

Imperium Thriller Romance[25.02%], Adventure[25.08%],
Crime[24.74%], Comedy[24.74%]

InferNo Mystery, Thriller Comedy[25.26%], Sci-fi[24.91%], 
Romance[24.91%], Horror[24.91%]

percentage indicates the fraction of top four genres in a movie. Colored rows in the
table show wrong genre prediction by proposed approach. For the movie 31, genre
mentioned in the wiki is Horror, but top four genres predicted by our system are
Comedy, Documentary, Drama, and Scifi (Science fiction). We got 4 miss out of 13
movies mentioned in Table 1. On original corpus, we got the result with the error of
30.76 percent.
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Table 2 Result on the refined corpus with word frequency ≥5

Movie Name Genre men on in 
wiki

Predicted genre and its percentage

12 Angry Men Drama, Crime Romance[25.19%], Comedy[25.19%],
Drama[23.62%], Crime[25.98%]

An Afair to 
remember

Romance Romace[25.86%], Musical[24.71%],
Drama[24.71%], Comedy[24.71%]

Before Sunset Romance Drama[25%], Comedy[25%], Ro- 
mance[25.58%], Thriller[24.41%]

Boogie Night Drama Comedy[25.78%], Musical[25%], 
Romance[25%], Drama[24.21%]

Dancing in the rain Musical, Romance Drama[25.42%], Romance[24.57%], 
Musical[26.27%], Comedy[23.72%]

Knock Up Romance Romance[25.49%], Musical[24.83%], 
Comedy[24.83%], Drama[24.83%]

31 Horror Romance[25.46%], Thriller[25.46%], 
Horror[24.72%], Sci-fi[24.35%]

Airli War,Thriller Ac on[25.44%], Romance[25.44%],
War[24.55%], Musical[24.55%]

Baaghi Ac on Comedy[25.19%], Romance[25.19%],
Thriller[24.80%], War[24.80%]

Blood Father Ac on,Thriller Thriller[25.66%], Comedy[25.22%],
Romance[24.77%], Ac on[24.33%]

Don’t Breathe Horror War[25.28%], Sci-fi[24.90%], 
Comedy[24.90%], Horror[24.90%]

Imperium Thriller Thriller[25.44%], Romance[25.44%], 
Ac on[24.55%], Horror[24.55%]

InferNo Mystery, Thriller Thriller[25.44%], Ac on[24.55%], 
Romance[25.44%], Horror[24.55%]

4.2 Result on Refined Corpus

Since the original corpus contains all words having word frequency ≥1, it is a high
chance to match the most of the words from a particular movie’s nouns and verbs.
Hence, we refined the corpus by taking word frequency ≥5 and, later, word fre-
quency ≥15. The results from the refined corpus are shown in Tables 2 and 3.

As shown in Table 2, the results have improved. Overall, the error is reduced by
23.07% in the refined corpus with word frequency ≥5. We got the result with the
error of 7.69%. Out of 13 movies, our result could not match with the Wikipedia
genre for only one movie Baaghi. The best result we got on refined corpus with word
frequency ≥15 (Table 3). We did not encounter any error in this case as all predicted
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Table 3 Result on the refined corpus with word frequency ≥15

Movie name Genre mention in wiki Predicted genre and its percentage

12 Angry Men Drama, Crime Drama[23.68%], Comedy[23.68%],
Romance[23.68%], Crime[28.94%]

An Affair to Remember Romance Romance[22.28%], Musical[25.90%],
Drama[25.90%], Comedy[25.90%]

Before Sunset Romance Romance[28.57%], Musical[19.04%],
Comedy[26.66%], Drama[25.71%]

Boogie Night Drama Family[28.30%], Drama[24.52%],
Romance[23.58%], Musical[23.58%]

Dancing in the rain Musical, Romance Family[28.30%], Drama[24.52%],
Musical[23.58%], Romance[23.58%]

Knocked Up Romance Romance[25.75%], Thriller[25%],
Comedy[25%], Drama[24.24%]

31 Horror Romance[25.23%], Comedy[26.16%],
Horror[24.76%], Crime[23.83%]

Airlift War, Thriller Romance[25.82%], Musical[25.27%],
Drama[24.72%], War[24.17%]

Baaghi Action Romance[25.67%], Thriller[25.22%],
Crime[24.77%], Action[24.32%]

Blood Father Action, Thriller Thriller[25.86%], War[24.71%],
Comedy[24.71%], Romance[24.71%]

Don’t Breathe Horror Thriller[27.27%], Romance[24.24%],
Comedy[25.45%], Horror[23.03%]

Imperium Thriller War[25.69%], Comedy[25.13%],
Thriller[24.17%], Drama[24.17%]

InferNo Mystery, Thriller Thriller[22.70%], Romance[22.70%],
Horror[22.16%], Sci-fi[21.62%]

genres matched with genres mentioned in the wiki. As discussed in Sect. 3.2, we do
not know the actual distribution of words in a corpus. Hence, we took the threshold
value of word frequency 5 and 15 by the hit-and-trial method. The actual distribution
of the words in a corpus can be calculated using topic modeling techniques such
as EM algorithm and LDA. This paper has not implemented these techniques and
considered this for future work. We have not compared our results with any previous
work as, to the best of our knowledge, there is no such literature published in this
context.

5 Conclusion

The paper proposes a system which takes movie plot as an input and automatically
gives the fraction of genres present in that movie as an output. For original corpus,
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we got the error of 30.76%, whereas for the refined corpus with word frequency ≥5,
the error was 7.69%. The system did not get any error for the word frequency ≥15.

The system lacked with a few limitations: (i) On Wikipedia, some movies have
a large plot and some have a small plot, so it affects the corpus size, i.e., corpus
size varies with changing movie genre; (ii) the distribution of words in the corpus
is not uniform. Hence, by finding the exact distribution of words the results can be
improved. Further by applying topic modeling techniques, such as EM algorithm
and LDA, we can improve the result. Wisdom of crowd hypothesis [12] in the form
of movie review can be used as a dataset to predict the movie genre information.
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