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Preface

Exploring the tolerance for imprecision is the bottom line of soft computing.
Partially proven facts, unsurety, tentativeness of achieving tractability, sturdiness,
and low solution cost are the traits of soft computing unlike hard computing. The
arena of chartering here is the human mind. Fuzzy logic, neural computing, evo-
lutionary computation, machine learning, and probabilistic reasoning spanning
across belief networks, chaos theory, and parts of learning theory come under the
Web of soft computing. The swift growth and its successful applications hint that
the influence of soft computing will be realized hugely in the coming times. Soft
computing will expand farther and is likely to claim a very significant share in
science and engineering. After the hugely successful accomplishment of the First
International Conference ‘Soft Computing: Theories and Applications’ in 2016 at
Amity University Rajasthan, Jaipur, India, where we had 150 accepted papers, we
had decided to screen, segregate, expand, extend and selected eight chapters under
the aegis of the International publishing giant Springer. And for all these inimitable
endeavors, we would like to accord our heartfelt indebtedness to Amity University
Rajasthan, IIT Roorkee, and MIR Labs, without whom this overwhelming response
would not have been feasible.

Jaipur, Rajasthan Dr. Kanad Ray
Amity University Rajasthan

Roorkee, India Dr. Millie Pant
IIT Roorkee

Tsukuba, Japan Dr. Anirban Bandyopadhyay
NIMS
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A Brain-like Computer Made of Time
Crystal: Could a Metric of Prime Alone
Replace a User and Alleviate
Programming Forever?

Shruthi Reddy, Dheeraj Sonker, Pushpendra Singh, Komal Saxena,
Surabhi Singh, Rutuja Chhajed, Samanyu Tiwari, K. V. Karthik,
Subrata Ghosh, Kanad Ray and Anirban Bandyopadhyay

Abstract Big data or data overflow problem is due to century-old wrong infor-
mation theory practiced even today that believes every single event that has hap-
pened, is happening, and will happen in the universe could be recreated as sum of
simple events. We say, events are connected by geometric shapes, e.g., eight points
of a cube represent eight events; to integrate events, either one places new geo-
metric shapes inside any of the eight points, or consider entire cube as a single point
located in a new giant geometric shape. Brain has no algorithm running, how does it
make decision? Making a decision by building a scientific theory means predicting
future from a given set of events; here, we propose to do that by using a pattern of
all possible choices a given set of events could be grouped. This pattern is like
space–time metric of astrophysics. When we convert any event into a 3D topo-
logical shape changing with time, those shapes are fed into this pattern of
event-groups namely, phase prime metric. The output is another changing shape
that links all possible unknown patterns that could happen in future; so, without any
algorithm we can analyze big data and run a robot. We reject Turing’s machine. For
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frequency fractal computing using time crystal, information is not “bit,” but a
unique time crystal, which is life-like. These crystals holding geometric shape
self-assemble to create a clocking topology of phase. To convert information into a
3D geometric structure it follows our phase prime metric. Phase structure changes
continuously, sometimes it is manifested as dynamics of mass, spin foam, string,
tube etc. Thus, time crystal based brain-like computer of makes a decision using
phase prime metric.

Keywords Singularity � Fractal clock � Time crystal � Bloch sphere
Turing machine � Phase prime metric � Geometric phase � Phase shift
Self-assembly � Quantum computing � Topology � Resonance � Biological clock
Geometric musical language � Fractal information theory � Big data
Artificial Brain � Harmonics � Hilbert space � Hypercomputing
Fractal � Fourth circuit element � Artificial intelligence � Morphogenesis

1 Introduction

Historical perspective: Spatial non-linearity is easy to detect, and it is a curved
path. However, a temporal non-linearity is tuning the velocity of light and or
maximum velocity governing the clocks in a system faster and slower, without
physically moving an object from a single point [93]. Measuring and estimating a
nonlinear time are crucial, but, historically, the research on the experimental
detection of topology of a nonlinear time flow is scarce. Using such nonlinear time,
one can speed up computing [23, 51, 63, 106]. Closed time-like loop proposes a
nonlinear time that came in the 1930s [25, 111, 114], but lost in history, because a
true quantum clock cannot run in a fixed direction and maintain a fixed diameter
like a classical clock [1]. In contrast, the smallest time of a fractal clock has a clock
inside, so a piece of time remains undefined, and we get singularity everywhere [77,
107]. Singularity is undefined, not useful at all, so does a fractal clock. One idea to
use a fractal clock (clock inside a clock inside a clock…) was to run many
self-similar (fractal) tapes side by side like a tree [60, 96]. Recently, we proposed a
complement to this concept, placing Turing tapes in every single cell of a Turing
tape [6, 52]. Until recently, fractal clock devices did not exist in reality, because,
even, how to physically plot discrete “time” slices into a single structure was not
known. Here we propose that Winfree’s concept of “time crystal” [116] could be
used [108] to build a structure of phase, where discrete “time” slices could exist.
We have discovered such a 3D phase structure in the resonant vibrations of proteins
[103–105] and also mimicked that in the fractal superstructures of a synthesized
organic “time crystal” material [12]. The singularity that Feynman eschewed in his
renormalization (Feynman 1948) [33] is an essential part of this 3D phase structure.
We started from Bloch sphere and modified it to construct our experimentally
derived 3D phase structure since it would clearly show the difference between
classical, quantum and fractal information theories. In quantum, Bloch spheres hold
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no geometric shapes. Here in FIT, singularity points are corners of geometric
shapes. To self-assemble clocking Bloch spheres that hold new geometric shapes, a
corner or singularity point splits (fractal information theory, FIT), [6, 5]. This split
enables one dimensionless point to hold another geometric shape inside. This
constitutive physical process is analogous to inserting a Turing tape inside every
single cell of a Turing tape.

However, simply finding the fundamental information as 3D phase structure is
not enough. We need to find how to naturally self-assemble these modified clocking
Bloch spheres. By analyzing experimentally derived 3D phase structure of proteins,
neurons, brain, organic molecular machine, supramolecule, electronic clocks and
circuits, we found a way to morph the natural events using a phase prime metric
[42, 62, 100, 117]. A phase prime metric is a plot (C-n) of the number of ways (say
C) n number of nodes of a standing wave could combine. Every point C in this
plot represents all possible ways n random events could have happened together;
each point C also represents a single event. This metric is physically realized by
tuning the topology of capacitive elements in an insulator and thus editing its
geometric phase [73, 81, 82, 94, 95]. Then, instead of a user, the phase prime metric
governs the decision-making without an algorithm. For any given random set of
events (event = clocking Bloch sphere holding a geometric shape as described
above), phase prime metric integrates topologies of these Bloch spheres; as n
∞, elementary geometries combine as discrete points to make bigger geometric
shapes drawn in a cycle or clock. A geometric musical language (GML) is recently
introduced [6] to track the morphing of topology by the phase prime metric. Note
that 3D phase structure is a new type of “time crystal” that we propose to integrate
all information as topology in a single-phase structure.

What is a time crystal (movement without energy! no)? From any given point
in a spatial crystal, by moving toward any direction, one would get different kinds
of arrangement of atoms. Figure 1a shows that by rotating 360°, one should find at
least two distinct spatial symmetries. One cannot imagine a space in a set of time
intervals, as one cannot state a “direction.” If the phase oscillates one full swing
360°, it is equivalent to the concept of all directions in a spatial crystal. On the
circular 360° path, if at least once, the cycle hosts another small loop that shifts the
rate of phase change, then one gets two time symmetries (Fig. 1b). A system point
moving along the phase cycle perimeter would experience two different rates of
time flow [58, 91]. The large phase cycle which constitutes a “time” is called the
host time cycle, and on its path the local phase cycle is called guest time cycle. This
guest–host phase assembly is called a time crystal [116]. Phase shift is fundamental
to both space and time, and it is abundant in nature [38]. Therefore, information
structure, if it is a 3D phase sphere, could represent all existing physical parameters
comprehensively.
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Frank Wilczeck’s version of time crystal contradicts Winfree’s version:
Frank Wilczeck revived the lost time crystal of 1977 in 2012 [108]. There is no
guest–host phase cycle in Frank’s version, i.e., the guest’s singularity is absent. The
follow-up works have surprisingly rejected the concept of singularity. An external
energy input signal oscillates the diameter of a given time cycle by beating as
shown in Fig. 1c. After a while, the original cycle returns [44, 119, 121]. This is
like the orbital transition of an electron in a molecule. Such evidences neither
support classical nor quantum time crystals. Temporal oscillation of diameter of a
phase cycle is found in multiple systems. Periodicity in quantum ground state alone
is not enough evidence to justify a time crystal. Therein, two different time sym-
metries do not coexist. If we detect one, citing uncertainty, it violates the basic

Fig. 1 a Spatial crystal. Square has two axes where mass distribution is different. Cube has three
such axes. b Classical time crystal formation by Winfree. Input is white noise. Top row shows a
clock and its output. Sinusoidal output wave deforms, as one new clock adds (middle row).
Bottom row shows third clock added. c Wilczeck time crystal. S1 and S2 are coherent sources
(input is LASER light). quantum beating is tagged as time crystal. d Difference between Winfree
and Wilczeck time crystals. e Quantum version of panel a. Three rows have an additional column
of Fourier transform of output (intensity vs. frequency). Nested clock resides all over the perimeter
at a time. So, superposed clocks are dotted

4 S. Reddy et al.



definition of a time crystal. Both time symmetries should coexist, with or without
entanglement [37]; the uncertainty that we need in quantum would be in the phase
path. Now, change in phase path is not much investigated in the history of quantum;
it requires understanding of topology when one fuses multiple Hilbert spaces.
Frank’s version therefore has not two, but one phase cycle; it contradicts the def-
inition of a crystal. Frank Wilczeck’s proposal is also tagged “impossible” [26]. See
Fig. 1d for comparison between our version of time crystal and Wilczeck’s version.
Our time crystal is an advanced from that developed in the Winfree era, we bypass
the current sensation of time crystal, suspecting that it needs serious corrections on
singularity. Figures 1b, e show the possible outputs of a Winfree class time crystal.

What is a singularity? A singularity is a gap in the phase space, where the
phase structure of a typical biomaterial is undefined. At these conditions, a system
resonantly vibrates, emits or absorbs signal of a particular frequency. Singularity
points are corners of geometric shapes in the phase structure. A system point passes
through the corners one by one, which we depict as the running of a clock, signals
burst.

2 Here Are Twelve Properties of a Time Crystal
that Advances the Winfree’s Original Concept

(1) Clocks in a neural system self-assemble [7] to modulate time. For this purpose, a
need for three clocks is observed in some biosystems [20]. One needs to add at least
three interlaced phase cycles to make a time crystal that sustains at least one time
symmetry breaking while interacting with its environment. The central clock or
phase cycle remains protected by the other two terminal clocks serving as input and
output interface with the environment. The slowest clock acts as a host phase cycle.
It runs the system point of its guest central phase cycle, which acts as a host to its
guest, the fastest clock. The central cycle regulates the two rates of time flows, in its
guest–host system (Fig. 1b for classical, 1e for quantum). The central clock
interacts with its host and or guest phase cycles without interacting with the
environment. (2) In a network of three clocks, if stopping any one of the three
guests or host phase cycle stops the other one, then it is a quantum time crystal. If
the rest two clocks stop simultaneously, then it is not a time crystal at all; it is like
day-to-day watch. Therefore, quantum time crystals claimed thus far would require
major revisits. The central clock (phase cycle = clock) [91] survives even if the
environment edits the two boundary clocks [97], i.e., slower and the faster ones. In
such a three-layered clock, a time crystal turns naturally fault tolerant, i.e., breaking
of time symmetry is uninterrupted. If the entanglement breaks, quantum time crystal
converts to a classical time crystal (Fig. 1c). (3) We generalize Winfree’s concept of
singularity. The number of singularity points on the primary phase cycle of a host is
the number of guest clocks [8]. It is the number of different time flows experienced
by a system point as it moves 360°. Each clock can have its own system point and
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can grow its own phase cycle structure or time crystal inside by making a new
guest–host system. It can connect with neighboring time crystals or phase cycles as
guests of a larger phase cycles. This is self-assembly of time crystals side by side
[60, 96] or one inside another [52]. See Fig. 2a. (4) The relative locations of the
system points estimate the initial phase differences among different clocks. It sig-
nificantly changes the output measurement of the time crystal. To re-assemble the
disintegrated parts of a time crystal, reviving the initial phase difference between
clocks is essential. Such phase reset is abundant in biology [21, 27]; thus, biological
systems have a memory to remember the phase gaps of various clocks. (5) When a
time crystal has only two clocks, a 2D plane is sufficient to represent. If there are
three clocks, then 2D phase cycles orient as a 3D sphere. Since three singularity
points ensure holding a triangular geometric shape, this is a clocking Bloch sphere
(Fig. 2b). The time crystal becomes information storage and processing device
(Fig. 2c). (6) A spatial crystal appears different, from different directions. Its
response remains the same as it is determined by the lattice symmetry. For a time
crystal, different rotational directions of a system point on the phase cycle measure

Fig. 2 a Two types of fractal wiring of Turing tapes. b A transition from bit to qubit (top left) to
clocking Bloch sphere holding a geometric shape (bottom right). c Top row shows decomposition
of a pentagon. Corner points are singularities. Each point holds a geometric shape inside. The
bottom row shows the corresponding time crystals
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different responses. It depends on three parameters: first, the relative phase differ-
ence between the clocks, second, the relative location of the clocks, and third, the
relative diameter of the clocks. Follow vectors in Fig. 2c to see three situations.
(7) The repetitive patterns of densely connected phase cycles are denoted as a
“mass” in a 3D phase structure, when observers’ time crystal cannot resolve the
distinct clocks in the 3D phase architecture depicted as time crystal. Then, the
relative perimeters of the longest phase cycles of the observer and that of the object
or event being measured is “space.” Thus, a “clock” made of a path whose points
are phase values, the path wires discrete events, using an assembly of clocks one
gets a circuit representation of mass, space and time [92, 97]. (8) The structure of a
time crystal is determined by the topology of oscillators. Instead of breaking
symmetry of a spatial lattice structure that generates the resonance frequencies, we
need to study the spontaneous breaking of time symmetry. All singularity points
may remain intact that is no change would be observed the resonance frequency
band, yet, it is possible that time crystal is changing its symmetry. The relative
phase path between frequencies is changing. To make a crystal, one has to fit many
phase cycles inside a bigger phase cycle; such a nesting of phase is meticulously
designed in biology [22]. (9) As described above, the singularity points residing on
a phase cycle represent a geometric shape. A small perturbation to a system by
applying a noise of selective frequency range reveals the singularity points, just like
a noise reveals fermi level [74]. Perturbation creates a ripple of phase shifts [75].
The relative rotations of the phase cycles are restricted by the topological con-
straints. The topology of phase response curve reveals the variables and the con-
straints (Kawato and Tsuzuki 1978). The desired 1D, 2D and a 3D time crystal
structures form [53, 55, 57]. The formation could be linked to the pattern of primes
(Fig. 3a–i). (10) A time crystal is an artwork of singularity points connected by
phase; not a single point in it is real. There is no time, space or mass; it is a network
of phase [58]. Phase shift is the only event in the information processing, caused
either by changing input frequency [39] or by intensity of light pulse [40]. Time
crystal represents any information as topology and every topology or geometric
shape is a single point or corner point in its higher topology. (11) The appearance of
time crystal depends on three parameters: first, the observer’s phase detection
resolution, second, the relative phase between the observer and the time crystal, and
third, the orientation of the observer. (12) The time crystal dynamics strictly
depends on the topology of singularity. Neither classical nor quantum mechanics
addresses the issue of singularity, so we have proposed a new fractal mechanics that
makes a journey into the singularity [6]. Note that a waveform is represented by a
system point moving on a circle (Fig. 1a). Using elementary math, we can calculate
the number of ways to arrange a given number of waveforms or nodes of a standing
wave. Just like there is Bravais lattice, strictly allowed lattice points for spatial
symmetry; similarly, for time symmetry breaking, a pattern composition of choices
of waveform restricts and regulates the transformation. In a classically static res-
onance band, one could measure quantum fluctuation of phase paths. In a random
fluctuation of phase path of quantum, one could find topology of phase structure
following fractal mechanics.

A Brain-like Computer Made of Time Crystal: Could a Metric … 7



Ten biological relevances to a Winfree time crystal obtained via experi-
mental studies of biomaterials: Winfree detected spontaneous emergence of sin-
gularity in a biological clock [2, 3]. An automated creation of a guest clock in the
phase perimeter of a host clock prompted him to connect the emergence of life with
the formation of a time crystal. A time crystal holds two or more distinct rates of
time flow in an orderly fashion. It means the system can hold and execute an event.

Fig. 3 Twelve phase prime metrics. Vertical axis always represents ordered factor or OF of a
number N. a First metric, N = 200, one damping ripple of ordered factor is shown. Several such
ripples form and damp as N increases. b Second metric, OF/2 versus N plot shows vertical parallel
lines along with connecting shapes. c Third metric, polar plot of OF, for N = 109, period N = 360.
New cycle begins at 361 and then again at 721, etc. Here, all OF points are connected by line. We
get a gap. These gaps make circles. d Fourth, fifth and sixth metrics are derived for N < 360. For a
given N, (<360), 1 – N numbers are multiplied to reach 360 and thus complete a polar loop. Radius
of circle is OF. Then, we see three events to unfold. (1) Alternate creation of 3 clockwise and 3
anticlockwise spirals. (2) At a time only a few spirals are active, the rest sinks inside a circle. (3) A
pair of active incomplete circles regulate the formation of spirals. This circle is the activity zone of
the metric. e Seventh metric. If only those N which are products of 3 and 2 are plotted, we find
OF-N metric which shows layers of nearly constant distinct oscillating lines. It is the sign of triplet
groups governing the metric. f Eighth and ninth metrics. If only those N, whose OF > N are
plotted, we find a unique pair of metric. The first one is a central core with a unique pattern. The
second one is a triplet. gWhen convergent ripples of primes are plotted similar to panel a, we get a
new network of waveform. This is tenth metric. h The slopes of OF with N increase to 90°, as
N increases to 107. This is two imaginary transformation of discrete OF points into a 3D prolate
shape. i The triangular plot of N, their phase and OF makes a linear line, suggesting that phase is
quantized in phase prime metric
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(1) The “signal burst or bing” is not important; silence or phase between the
“bings” is important: Detecting a time crystal has a clear route. Find if the
resonance frequencies of a material remain the same. Then, check if the phase
associated with each resonance peak changes with time. It means the materials
dielectric property that regulates the resonance remains unchanged. The
geometric parameter of the material edits the phase to run the clocks. For
microtubule, it is length [103, 104]. By varying it, one finds a change in the
intensity and phase of the peaks, but not the resonance frequency values [56].
The ratios of phases for the resonance frequencies determine the geometric
shape stored in a microtubule. Similarly, one can determine the geometric
information stored in the particular conformations of protein’s and their
complexes (see Fig. 4a). Currently, we are working on inventing a time

Fig. 4 a Top, resonance frequencies of a microtubule plotted in the Log scale continuously
recorded for 2 min. Neighboring microtubules are continuously pumped with white noise. No
change in resonance frequency is observed. During same time, phase difference between 8 peaks in
the MHz domain shows significant shifts with the wireless energy transfer. Using these data, its
equivalent time crystal made of 72 clocks is created in the bottom layer. b 1D resonance band of a
hippocampal rat neuron, measured using coaxial atom probe. 1D resonance means electric field
applied in one direction. 2D resonance means electric field applied in two perpendicular directions.
Using a line, it is shown that 1D resonance is a single line in the 2D plot. To the right, triplet of
triplet of octave made of 72 frequencies is shown using 2D resonance domain and nested
frequency data. c Triplet of triplet made of 72 frequencies are shown for 12 bands. If one moves
one inside another, it finds 12 bands; it is like a resonance chain where only three bands are visible.
One has to go 12 times one inside another to access entire resonance chain

A Brain-like Computer Made of Time Crystal: Could a Metric … 9



crystal pen that will read the 3D information structure as time crystal directly
from nature.

(2) Nesting of clocks was missing in the concept of time crystal: The existence
of time crystals was verified in the elementary life forms, for decades,
experimentally. However, the nesting of clocks was never proposed or
investigated. Winfree’s idea of a singular singularity had to be generalized and
we do that. A time crystal of a virus vibrates as a single clock. Inside, each
plane of lattice oscillates in period; those are clocks inside clocks. Inside a
plane, each group of atoms vibrates like a clock. The crystal acts like a clock
inside a clock inside a clock [107]. The network has several layers within as
the clocks are also clocked [45]. Such fractal clocking in the biomaterials is a
recent discovery [52, 56]. In Fig. 4a, we are showing the resonance band of
microtubule. Figure 4b shows that the phase is flipping spontaneously. In
Fig. 4c, we demonstrate the corresponding time crystal. However, fractal
clocking was reported in the ion channels long back [83].

(3) Ten geometric resonance properties of biomaterials: Recently, the reso-
nance frequencies and their associated phases of various biomaterials were
measured (Fig. 4a, b) [56, 103–105]. It shows that the emergence of fre-
quencies is not random. They follow unique geometric relationship between
them. Here are some features. (a) Various carriers interfere to resonate with the
biomaterial cavities. Thus, make their distinct band of resonance frequencies.
The experiments show that the distribution of frequencies is grouped as a
triplet of triplet as shown in Fig. 4a. It means apparently there are three bands,
but if one looks within one band, it finds three more sub-bands (Fig. 4a, top,
notice the kHz, MHz and GHz bands). (b) Each region of all nine sub-bands
contains one to eight peaks inside; this makes biomaterials E1 to E8 class
systems. Biomaterials increases layered sub-bands, but no instance is reported
to have more than eight peaks at the lowest level. (c) Figure 4b (bottom)
shows the time crystal of a triplet of triplet band; it has 72 clocks embedded in
the phase spheres. The diameters of the experimentally measured Bloch
spheres remain the same. Only, their relative positions change, and on the 3D
spheres, they are visible, distinctly. (d) Resonance frequencies are always
associated with the quantized phases. A shift from quantization in a particular
peak’s phase value is the information (Fig. 4b, middle panel) [5]. (e) As one
moves from higher to the lower frequency range, the scale-free power dis-
tribution of the frequency band is observed (Fig. 4c) [52, 56]. The intensity of
the resonance peaks increases by orders of magnitude. (f) The amount of
material is irrelevant. The geometric parameters, length, width, pitch and
lattice parameters regulate the self-similarity of arranging the resonance fre-
quencies. (g) Each frequency corresponds to a singularity point [85]. The
value of frequency relates to the circle diameter. The frequencies of the res-
onance peaks would remain static, but not their phase. Using the phase, one
can put system points at an accurate location on the host phase cycle’s
perimeter. This step secures the relative Bloch sphere positions. Thus, bio-
materials are mathematically precise devices. (h) The time crystal remains
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intact if the fundamental geometric parameters remain constant. Then, it is
possible to change the system points and regulate the relative phase or phase
shift [76]. The same time crystal would then store different information. This is
interesting, because an experimental measurement of detecting resonance
frequencies or phase associated with a peak would never show the informa-
tion. We need to measure specifically the phase shift to see that a biomaterial
is processing information. In the eukaryotic cells of the entire kingdom,
microtubule rapidly changes its length (dynamic instability), sometimes its
diameters (6–19 protofilaments) and then its pitch to morph its shape in
incredible ways. Thus, it carries out key tasks of a living life form by editing
its topology. (i) Sometimes, it is necessary to add or deduct some clocks or
resonance frequencies. Then, the structure would change its typically associ-
ated symmetry so that particular singularity points disappear (all phase values
get defined) or new singularity point appears. Subtracting or adding a singu-
larity point means destroying the link or creating a link with several layers of
geometries hidden within. (j) Number of oscillators or the number of devices
has no relation to the number of clocks; it is not even related to the lattice
symmetries. The number of lattice symmetries adopted by microtubule is the
number of resonance peaks for a microtubule, not the number of clocks. Often,
spatial symmetry breaking is associated directly with the time symmetry.
A composition of lattice symmetries together defines a clock if they all
undergo phase transitions as a group. In the assembly of clocks, only eight
dynamic symmetries repeat [103–105]. We have proposed our own fourth
circuit element Hinductor for artificially demonstrating biological time crystals
and the potential of singularities (Fig. 5a–c; Sahu et al. US patent 9019685B2).

(4) Magnetic beating of beats: Electrical beating occurs when two electromag-
netic signals of very close frequencies interfere. Biological materials known
for producing low magnetic fields (10−10 T) could generate beating locally in
the lattice. Then, the beat signals could interfere again if the smaller lattice
domain is part of a larger structure. Beating of beats could beat again, and such
layered structures are rich in biology. Thus, one observes that beating signals
cover entire electromagnetic or magnetic frequency domain (Fig. 5d) [5, 69].
Such a hierarchical network of beating requires simultaneous switching off the
topological constraints at all level to destroy signaling. Thus, all signals sur-
vive together at ambient conditions (Fig. 5e).

(5) Harvesting thermal, electrical and electromagnetic noise: Time crystals in
biomaterials reveal its unique phase relationship in the presence of a noise
(Betz and Chance 1965a); we used noise trick inspired by biology to read the
time crystals. Thermal noise compensation is rich in biology [28]; clocks
neutralize the thermal noise [30, 50, 65]. Thermal pulses could even activate
the biological clocks [46]. The origin of electrical ionic activity is attributed to
oscillatory potentials in biology [29]. Even the electromagnetic pulses of light
edit the biological clocks [47]. However, ordered signals affect the infrared
photon absorption in biosystems. Signal inhibits the noise conversion to
resonance-induced interference. It affects the nested beating described above
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(Sahu et al. US patent 9019685B2). Among all frequency domains, biosys-
tems absorb most in the infrared domain.

(6) Harvesting singularity to self-assemble clocks: Learning, communication,
all forms of information processing in neuron occur via time crystals:
Energy transmission is studied following a unique biological route, bottom
up. Protein $ microfilaments $ bundle inside neurons (branches) $ bundles
of neurons in a cortical column (Fig. 5f). It suggests that a neuron edits the
phase of a transmission signal by modifying the neural branches [5, 56, 71].
The effort changes the stored geometric structure of the neurons time crystal,
surprisingly, those we claimed it explicitly in 2016, and some old results were
very near to it [32]. Neuron may take two steps. If a neuron builds a new
branch, it creates a new clock. Else, it locally modifies an existing branch.

Fig. 5 a Fourth circuit element Hinductor not memristor (US patent 9019685B2). Charge stores
to generate magnetic flux (top). An analogue made of capacitors (middle). Magnetic field
distribution on its surface (bottom). b A oscillatory or nearly linear relationship between charge
storage and the generation of magnetic flux. c Hinductor elements are kept without wiring inside
vibrating membranes to create a composition of vibrations. d Classical beating (top) and quantum
beating (bottom) inside a microtubule (experimental measurement). e Quantum and classical
beating measurement setup used to detect Wilczeck’s time crystal. The concept of fractal beating
where classical and quantum beating is nested explained. f Ordered architectures inside a neuron,
beta-spectrin-actin assembly (STORM data), microtubule bundle are being constructed in NIMS,
Japan using Hinductor, the fourth circuit element
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That edits the phase of an old clock. Thus, a change in the structure does not
mean the creation of a new clock or singularity. Neurons communicate by
clocking ionic pulses [61], but the evidence of wavelike communication is also
there [68] apart from Ghosh et al’s work in 2016. After the creation of a new
branch, the system spontaneously investigates two factors: first, whether the
phase modification is required in the new clock, and second, whether the new
clock is integrated into a suitable location in the existing time crystal.
Similar to neuron, protein, microfilament and neurofilaments, assemblies
inside the neural branches and cortical column edit their own time crystals
[89]. The modified time crystals continuously edit their physical structure
[113]. Greater neural pattern in size often dominates in the higher-level
(slower) clocks in the time crystal [118]. Following magnetic beating of beats,
all forms of vibrations are topologically connected in the brain.
Electromagnetically this would have never been possible, as the electromag-
netic signal damps in the cell fluids. Consequently, the proposal that a brain is
a single resonance chain (Fig. 4c) [19, 56] is a primitive one, we modify our
previous claims a bit and add that brain is a time crystal, and resonance chain
is a limited view ignoring the topology of phase.

(7) A nonlinear correspondence between spatial and temporal assemblies of
crystals: Even a tubulin protein molecule is a time crystal. It self-assembles
into another time crystal, microtubule. Then, microtubules self-assemble into a
bundle to build the core structure of a neuron, e.g., an axon. Neurons respond
as time crystal (Fig. 4b) [32], a bundle of neurons forms a cortical column that
is also a time crystal. The bundle of cortical columns also acts as a time
crystal. A secondary structure of protein *2–5-pm to 1-mm cortical column,
spatial journey is about 107 orders. However, the temporal scale regulation is
from picoseconds to seconds, 1012 orders [52]. The parameter that regulates
the phase relation of various resonance peaks is geometric. Tubulin’s each of
the eight conformations holds a particular set of geometry. Similarly, micro-
tubule’s different length, lattices hold suitable symmetries. Neuron’s branches
edit their own symmetries spontaneously. The cortical columns length and
symmetries of neuron locations edit their own symmetries. In association with
the spatial symmetries, the phase relationship changes together causing a
ripple effect in the temporal symmetries. We repeat that the resonance fre-
quencies remain nearly unchanged, yet 107 order time crystal gets changed by
1012 spatial scale changes. We cannot isolate particular part of a time crystal
and suggest that information is being processed here. To hold memory,
various clocks only use the phase space, together; thus information is stored
everywhere simultaneously.

(8) Interacting with the living cells and proteins in their own language: The
biological structures sense a phase connected time crystal network better than
conventional sensors. A sensor absorbs the existence of a signal burst.
Biomaterials senses not just phase links between several such bursts, but
exactly the pattern following which those links change with time. We did
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perform a nice experiment with the neurons. 7–8-day-old neurons were given
a specific set of frequencies as time crystal, wirelessly. The suitable neuron
responded. No searching is required for searching a suitable time crystal.
Electric or electromagnetic signaling faces the effect of a physical boundary of
a material. However, magnetic beating of beats do not face boundary; it
integrates by a phase map with everything within a magnetic shield. So,
communication does not happen like we see it in electrical or electromagnetic
case. It was predicted in 2014, as a spontaneous reply [52]. Moreover, it was
possible to encode geometric shapes in a neuron. Talking to neurons is pos-
sible in its own language (geometric musical language, GML) [6]. Even
treating misfolding of proteins is possible by twisting the time crystals [105].

(9) Clocking integration of resonances: Various kinds of resonances are not
isolated events: A list of published resonance frequencies and our experi-
ments show that the ratios between different frequencies are not integers. Even
they are not harmonic. They are anharmonic [56, 87]. The ratio of magnetic
resonance frequencies is the golden ratio (phi * 1.61). If the fundamental
frequency is fo, then the other sets of frequencies would be
fo;£fo;£2fo;£3fo. . .:£nfo. The electromagnetic resonance frequencies
occur at the ratio of pi; fo; pfo; p2fo; p3fo. . .:pnfo;. While mechanical resonances
occur at ratios of e, fo; efo; e2fo; e3fo. . .:enfo. All three resonances are related by
a quadratic relationship e2 + phi2 = pi2. By following this equation, the bio-
materials ensure an integration of electromagnetic and magnetic resonances
delivers a regularized mechanical change in the system. There is a clocking
integration even between three different kinds of resonances. It also justifies
our fractal information theory, FIT, where we incorporate all topologies in a
circle or topology. Nature makes it using the fundamental constants.

(10) Clocking Bloch sphere holds the geometric locations of singularities: Our
experiments confirmed that the proteins clock like a time crystal, though
similar claims were made in the 1970s. At that time, technology was not that
advanced to provide a direct evidence. To be a time crystal, any system’s
resonance frequencies should change their phase as if three clocks are part of
one phase cycle. A single system point while completing a full rotation 360°
would find that all constituent clocks do not delay it, or let it finish full rotation
early. Thus, one has to check if the change of phases of clocking frequencies is
quantized. If yes, it is probably a time crystal. Six proteins associated with the
neuron firing showed time crystal features: Tubulin, beta-spectrin, actin,
ankyrin, clathrin and SNARE complex. Clocking of phase appears to be a
universal property of proteins. During clocking, they hold specific geometric
shapes (Fig. 6a). We repeat that a clocking Bloch sphere holding the geo-
metric shapes made of singularity points was proposed as the basic informa-
tion structure of nature in FIT (Fig. 2b, c) [6].
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3 Three Advanced Features of Time Crystal Suitable
for Information Processing

1. Creating a larger singularity or fill in the blanks inside a singularity:
Singularity points of a Bloch spheres bursts in a sequence, clockwise or anti-
clockwise to hold the geometric shapes listed in Fig. 6b, c. These singularity
points burst signals by harvesting noise in the biomaterials [79]. Singularity
bursts of the biomaterials are discussed in detail [4]; however, we think a lot of
research needs to be done in the near future on noise. The pattern of noise could
play important roles in regulating temporal symmetries. The new fractal infor-
mation theory (FIT) [6] has also analyzed the information integration. There are
two ways to self-assemble multiple time crystals (Fig. 2a): first, inserting
multiple time crystals inside a singularity point in a suitable topology, and
second, looping time crystals with its neighbors by creating a new clock, i.e.,
bringing neighbors into a single framework. Figure 2c shows the growth of the

Fig. 6 a Geometric decision-making by a clock. This is fundamental operation of a frequency
fractal computer. The time crystal representation of this decision-making unit is shown to its right.
Reading a resonance band data to construct a time crystal is shown in its right. b Clock is a circle,
but its output is sinusoidal. If more than three clocks nest, it turns to a binary pulse. c Inside a
circle, the 1D–2D–3D geometric transformation happened due to the relative rotations of the
clocks is listed. d In eighth step, a frog is converted into a time crystal. e GML and FIT work
together by converting all data as part of infinite series: two examples, how to write, golden ratio
and its inverse

A Brain-like Computer Made of Time Crystal: Could a Metric … 15



time crystals, how a starting Bloch sphere is sliced and new Bloch spheres are
added. Bloch sphere expands/contracts to process information [6].

2. At least three geometric parameters collectively regulate the phase of nested
clocks in the time crystal: There are four geometric parameters of a dielectric
resonator. They are length, width, pitch of helical or other kinds of periodicity
and the lattice parameters, which regulates the 12 singularity points in its 3D
phase architecture. Two geometric parameters cannot be changed simultane-
ously. Our study on the fourth circuit elements has shown that if two geometric
parameters are varied simultaneously, then singularity points encompass almost
entire phase sphere. One has to underpin one of the four parameters that does
not terminate major singularity points and causes minimum changes in the
clocking time or phase. Say, it is length. Then, by varying the length, one could
choose the right geometric shape. One has to write in the material or time crystal
a desired phase. This neutral parameter edits structure. Thus, spatial and tem-
poral crystals have to change synchronously to edit 12 singularity points while
processing information.

3. A time crystal is naturally a seed of astronomical number of events:
Creation or deletion of new clocks in the time crystal changes the 3D network of
geometric shapes embedded in the phase structure. Simultaneously several
clocks run in the crystal to hold the geometric information in multiple layers.
The motion of system points in the time crystal links various geometric shapes
as shown in Fig. 6d. To an observer, some shapes appear at specific intervals,
while the rest of the geometric shapes appear simultaneously. Our time crystal is
an advanced form of Winfree’s time crystal; it holds clocking geometric shape
which is equivalent of an event, not a static data or facts. The time crystals
interact with the environment and morph perpetually, like biological systems
[36]. The nature never stops changing. Interfacing clocks of time crystals never
fully stabilize into a concrete phase structure. Therefore, a standalone time
crystal is not a solid, but jelly, wherein, correlated geometric shapes construct an
interactive matrix. Its phase flips, resembling a jelly. If nature triggers any of the
elements or clock, it ripples the entire matrix. All associated time crystals get
coordinated (Fig. 7a–d; Ghosh et al. 2013) [52, 54, 56]. We repeat, when all
these processes go on, if one measures resonance frequencies would notice
nothing. Time crystals do not need to be programmed to suitably linking with
new clocking Bloch spheres. Only feasible compositions allowed mathemati-
cally are automatically embedded in the phase prime metric, which guides
integration of newcomers. Phase connected 3D network of geometries cannot be
linearized into a sequence of tasks. Therefore, it emulates nature as is like a
universal sensor. In most cases, the 3D clocking geometry could be accessed in
astronomical ways. Even if one twists input in an incredibly large number of
ways, yet the structure would sync reliably. In a time crystal of 10 clocks, each
clock with 8 possible connecting routes can coexist with 108 ways.
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4 The Necessity of a Universal Metric that Regulates
Spontaneous Self-assembly of Time Metric

Nature is rich in time crystals. It has already optimized them by working for several
billions of years. We have listed resonance frequency wheel and its corresponding
2D phase cycle network in Table 1a, b. The wheel represents how frequencies
assemble together to form nodes in a dielectric resonator. While the 2D phase
cycles are part of time crystals, it is the skeleton of information, because topological
or geometric shapes made of singularity points are not shown. The entire table has
been created expanding the gridding of triplet of triplet symmetry, for simplicity.
Doublet of doublet, doublet of triplet, triplet of pentate, all compositions are there.
Self-similarity of various time crystals hints for a metric of finite patterns. That
metric gives rise to all possible symmetries found in nature. The geometric simi-
larity between resonance frequencies demands for an invisible resonance chain

Fig. 7 a Elementary organic supramolecular structure used to build the brain jelly. Its time crystal
representation is shown below. b Experimental images how a set of unit organic time crystals
self-assemble to form a neural network like jelly to mimic brain-like activity. c An artificial
organic brain designed and being developed in NIMS, Japan, for its operation. d EEG of organic
brain jelly-based time crystal mimics human brain

A Brain-like Computer Made of Time Crystal: Could a Metric … 17



Table 1 (a) First part and (b) second part of the table showing step-by-step evolution of
computers or decision-makers starting from a single time crystal

(a)

(continued)
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[52]. The phase quantization is not possible without a universal rule governing the
shape of dielectric resonators. A hidden universal metric governs the basic struc-
tures of the time crystals. We have calculated the pattern by finding the number of
ways a given number of nodes could combine successively until we reach prime
number of compositions. It varies non-linearly as the integer grows from zero to
infinity. Then, we have calculated how this pattern would look like under various
constraints, like n phases that make 360o; then, we find clockwise and anticlockwise
rotation, etc. (Fig. 3). We can normalize the number of choices to one, to find
self-similar ripples in the number systems. If one event represents one point, and
each event is a topology, the pattern suggests a common non-repeating routes or
metric as their singular origin. Events occurring in nature are not random. Random
events integrate from one singular metric. That metric is closely related to the
vibrations of dielectric resonators [73, 81, 82, 94, 95].

Research in the last decade to address the problem of computing: Historically,
there was always an effort to “go beyond Turing” [34]. It started by von Neumann
to build non-von-Neumann machines. It continued with Turing with an attempt to
building non-Turing machines; one class is hypercomputing [109]. Feynman pro-
posed to “replace all physical laws with changing patterns” in 1962 [101, 102]. It

Table 1 (continued)

(b)

First column shows 2D resonance domain, second column shows equivalent frequency wheel, and
third column is a slice of time crystals showing simplified operation. Fourth column shows the
equivalent biomaterial targeted to mimic
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continued with a series of works to make it nature inspired [99]. Quantum
mechanical coupling was applied to non-sequential computing in the atomic scale.
In 2008, 16 molecular clocks were placed around a single molecular clock [12].
Then, the central molecule was tweaked to process 4.2 million 16-bit choices of the
nanowheel. Comparatively, a sequential process could provide only in a structure
that violates the Turing system. One could see online video of this time crystal. In
2010, Feynman’s suggestion (1962) that patterns compute is true was tested. Two
physical events were emulated using quantum properties of molecular clocks
[15–17]: First, the evolution of cancer cells, and second, diffusion of electrons on a
grid of molecules. The result was obvious. Cellular automaton works as a Turing
machine [101, 102]. Two events were emulated, but if there are more events, one
required a new hardware. Then, scaling up was impossible. The quest for a uni-
versal system ranged from neural network [13–15]. It would require a new hard-
ware every time one tries to emulate a new natural phenomenon. All efforts failed.

A dielectric engineer would consider that everything in this universe is made of
dielectric resonators [73, 81, 82, 94, 95]. For this worldview, one can calculate the
geometric correlation between the resonance frequencies ranging from the Planks
scale to the largest dimension of the universe. A unique pattern of primes is found
holding all possible solutions to all possible dielectric resonator networks. This
mathematically derived pattern is the phase prime metric (Fig. 3). It was historically
used by many researchers to claim that it connects everything in the universe [64,
110]. If true, a hardware inspired by this phase prime metric should absorb the
information in nature. During absorption, it will not destroy the 3D integration of
events. Then, a small fraction would extrapolate into total information [66]. Thus,
analyze events that have not yet happened by using the metric of primes. Simply
put, “phase prime metric” would hack nature, copy and paste it in the hardware.
Therein, one would see nature, the way it unfolds.

The phase prime metric hardware (non-computer) would not require codes. We
plan to eventually optimize the phase prime metric that let the events happening to
nature sitting inside our non-computer. It tells beforehand a gross overview of what
might have happened or could happen in the future (Quantum computing claims
partially) [120]. Then, the phase prime metric is an alternative to a computer
programmer; it is an user. The intellect of artificial intelligence is the aptitude of the
person who wrote the code. Alternately, a meticulous information structure of any
event could be configured from the phase prime metric. Different patterns of a
metric act in coherence to frame an event. This key set of compositions is required
to simulate or emulate the event. Once the metric codes are read, the event is
reliably recreated. Free will and unpredictability are there in nature. However, it is
not random [84]. A generic operator “phase prime metric” puts an intricate geo-
metric detail of the event in nature. One reads an event’s phase–signal relationship
as fractal seed (a few geometric shapes written in a network of clocks, Fig. 6d).
Then, one writes that in the metric structure.

What is a phase prime metric: Say in the beginning nature is given only one
quanta to create the universe and only allowed to decrease the wavelength of a
single quanta, by splitting it one by one, dividing one into two quanta, then each
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one into three and so on. Now, the nature’s approach would be top down spatially,
from the largest boundary of the universe spatially making a journey to the plank
scale. Simultaneously, mapping the shortest to the longest time is possible.
Together, the journey would look like Fig. 2c. A standing waveform is part of a
clock (sin or cos wave = a circle with a rotating system point), and it occupies a
space, so it is an unified way to map both space and time. A given number of nodes
of a waveform are combined until it reaches prime number of nodes. Then, in a
particular way, both time and space are integrated. Therefore, one gets a compo-
sition of frequencies. The number of the composition C is plotted as a function of a
number of quanta n. A group of primes determines C compositions. C-n plot shows
geometric correlations of different choices [42, 62, 100, 117]. C-n geometric pattern
is called a phase prime metric. Twelve distinct ways one could connect the dots or
events in the phase prime metric (Fig. 3). Therefore, there are 12 sub-metrics, or 12
geometric patterns, one top of another. If 12 special methods are adopted, each
pattern is seen.

Historically, phase prime metric connects the smallest dimension known to us to
the largest dimension at the extreme end, or a single event to the all possible events,
or fastest time to the longest time possible. Spatial interpretation is easy to
understand, through all three interpretations that are equivalent. Choose a length as
the starting half-waveform, and start calculating its ordered factor (OF) and/or
divisors following protocols developed for centuries. This is one of the simplest
known mathematical problems taught to kids. OF can have many interpretations
too. All possible superposition for a given number of waveform is OF. All possible
ways one could combine an event is OF. All possible ways a space could be
mapped is OF and so on. But one should connect the nearest neighbors in the OF
plot for N = 1 to infinity, to learn how network of events could be a single event
represented as a single point would combine and evolve with space or time or mass.
The beauty of phase prime metric is that once a point is defined, its integration
topology is revealed. If it is time, then the past and the future is also evident. The
number of composition varies non-linearly with the N number of waveform as
shown in Fig. 3a–c, e, g. The origin of non-linearity is the irregular occurrence
primes as evident in Fig. 1g. For the prime number of waveform, there is no
harmonics, hence no superposition. Recently, fractal metric is suggested to replace
space–time metric [90]. Phase prime metric shows phase fractal (Fig. 3d), triplet
grouping fractal (Fig. 3f), phase quantization (Fig. 3i), organized selection of clock
and anticlock spin (Fig. 3d), circular traps at logarithmic space (Fig. 3c), saturation
of patterns for 1 = 1 million (Fig. 3h).

Advance from the existing fractal space–time metric [90]: The established
route of fractal space–time adds a physical reason of connecting the neighbors [4].
First, one has to divide the number of superposition (±h/2) count. It inherently
considers that the there is a Bloch sphere whose diameter is h and ±h/2 are two of
its poles. As the number of superposition increases, one gets larger spheres. It is
known that the Hilbert space is infinite in size irrespective of the Bloch sphere
diameter. A Hilbert space connects various pathways between the poles. The
composition of superposition estimates the energy of a dielectric. It also measures
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the number of degenerate states of a system. Connecting the neighboring compo-
sitions means connecting the neighboring real poles. It transitions between different
energy packets. A Bloch sphere also represents a particular symmetry. A closed
loop drawn by connecting the points is a set of symmetries. This set forms an
energetically coupled group. This is strictly how a material is defined. “A set of
symmetry” defines a lattice, a dielectric, a real structure. However, a 2D loop in the
phase prime metric does not tell us how its corresponding object looks like.

Derivation of wiring of clocks from phase prime metric: For this reason, one
rotates the XY plane 360° along the X-axis (X = n or number, Y = C). When one
connects the ±h/2 points, using an imaginary line, a 1D line makes a 2D surface.
However, when one rotates the XY plane, an infinite number of the same imaginary
lines in the 2D surface roll. Thus, one gets a 3D structure, teardrop to ellipsoid,
vortex to spiral and dumbbell disk to nephroid. As noted above, each ±C/2 points
form a Bloch sphere. As the 2D surface rotates around the X-axis, the real points of
the Bloch sphere rotate with the same angular speed. Multiple geometries overlap in
the metric. A pair of teardrops of different sizes overlap or a teardrop overlaps with
an ellipsoid. Then, the rotating speeds of the real points of the two shapes are
different. If more than a threshold, then it satisfies the condition of singularity.
Thus, as one connects the C coordinates, it is applying geometric algebra that
creates a hyperspace. The process generates naturally abundant symmetries and
dynamics from the pattern of primes. A slice of phase prime metric designs a
universal sensor. Phase prime metric inspired sensors would capture the natural
events more efficiently.

Imaginary lines are phase paths connecting the singularity points. Once a sin-
gularity point is formed, it triggers a cascade effect. Singularity acts like a glue. It
embeds various time crystals inside or connects side by side [60, 96] to the surface
of the Bloch sphere. Singularity points are undefined functions. There are layers of
geometric shapes inside a singularity point. Several clocking spheres pour in and
embed in the host sphere. Thus, the Bloch spheres expand as it integrates infor-
mation as shown in Figure lb. This is fractal information theory (FIT) (Fig. 2c) [6].

Now, we explain geometric musical language so that the “fractal seed” is
understood properly.

The fundamentals of a geometric musical language (GML): Many small
circles written as pixels on a big circle act as a clock. If one zooms any phase cycle
or clock, similar tiny phase cycles or clocks are found inside. This is how several
clocks reside inside a clock, while the side-by-side assembly of the clocks forms
when such circles are drawn one top of another. All the circles of a time ring
oscillate continuously. During oscillation, it increases its diameter together coher-
ently (in phase) and decreases to a single point. That single point is also one pixel or
the smallest phase cycle [91]. Say, one of the many connected pixels starts oscil-
lating in a different phase, for a certain time. Then, returns to the same phase like its
neighbor. This happens with all the pixels one by one in a sequence. Then, an
external observer sees as if a point is moving on a circle, or a clock is born. Two
such points hold an angle that enables encoding a geometric shape. For example, by
shifting the position of points, one can encode triangles of any shape. Similarly, by
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using four points one can encode a rectangle or square and so on (Fig. 6a–c). Every
pixel in a phase cycle is another phase cycle or clock [58]. When clocks change
locations, it is not a crystal, but a jelly. The jelly absorbs, writes and erases the time
rings or clocks to sync with its environment [14, 57].

How a decision is made by Geometric musical language (GML):
Self-assembled geometric shapes represent all sensory signals. Geometric shapes
can integrate two ways: side by side and one inside another. The corner points of a
geometric shapes break, and then, one inserts a geometric shape in it. Thus,
geometries grow side by side and one inside another. It is not a 2D structure. The
integrated geometric shapes are best represented in a clocking Bloch sphere
(Fig. 6d). When it integrates, information bubbles of Bloch spheres would grow [6].
When a time ring holds more than one geometric shape, any of them could rep-
resent a query and the other an answer. Therefore, when the clock runs, the decision
is made for a query (Fig. 6a). The existing 3D assembly of Bloch sphere adds new
sets of nested clocks or bubbles with its surface [112]. During addition, it even
undergoes a phase transition just like an organic supramolecule [53, 55, 57]. The
rule for phase transition is same, “symmetry breaking.” Here the 3D oriented
structure of phase cycles is an alternative to program or algorithm. When syn-
chronized clocks run together, every time, synchrony selects a new wiring [88]. To
an external query, all the associated clocks run. All issues related to a query are
played out by the clocks. Since entire Bloch sphere architecture is one single
structure, no choice is left out.

Experiments that enabled us to construct geometric musical language
(GML): Pumping a time crystal holding geometric shape is the route to test a
geometric musical language. The resonance frequency band and associated phases
need to be written in an antenna to pump. If one plays time crystal music to a
microtubule, it responds a crystal. Similarly, by synthesizing the organic jelly a
neural network like supramolecular structure was built (Fig. 7a, b) [53, 55, 57].
That brain jelly is poured in a fractal dielectric, designed similar to a brain. The
organic jelly made device of time clocks morphs the EEG features of a human brain
(Fig. 7d). Clock like crystallization of materials is unique in nature [31].

How the phase prime metric hardware is designed and built: The philosophy
is that all information in nature is an event, like a single point, which has inside a
geometric shape with its corners made of sub-events. Following that philosophy,
one has to convert a stream of all sensory signals (visual, auditory, etc.) into a time
crystal. There are several self-similar geometric shapes of the time crystal. Phase
prime metric-based filter shrinks the size of a time crystal network. The shrunk time
crystal is called a fractal seed. The decision-making core is 3D time crystal
architecture. First, one should pump such a fractal seed into it. The fractal seed
expands by phase prime metric and morphs into an information architecture
(Fig. 2c). During morphogenesis, fractal structure formation is common in biology
[35]. Most dense parts of a time crystal network are blacked out as if these are
pieces of mass. We repeat that phase shift models space, time and mass as network
of clocks mimicking biological rhythms [49]. If these “masses” are replaced with
clocks, phase lines with wire, one gets a circuit. This circuit vibrates like the time
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crystal. Building a circuit from the phase prime metric requires ten steps. We
discussed it below in a separate section. The experimental prototype of the
non-computer is a device whose vibration is similar to the phase prime metric.
There are various ways to do it. A suitable organic jelly [53, 55, 57] is being
developed for over a decade (design in Fig. 5f, result Fig. 7). Now, a suitable fourth
circuit element is found (Sahu et al. US patent 9019685B2). It could be assembled
to clock like a phase prime metric. If a white electrical noise is applied to this
hardware, then the clocking waveforms superimpose. It delivers a resonance fre-
quency pattern like that of the phase prime metric. With the current technology, it is
not possible to realize circuitry with intricate details of phase prime metric. It is
primitive, but at least a hope for the future. Moreover, no one requires a new
accurate high-resolution computing. The existing Turing based computers are
ultimate in doing that.

Prototype under construction in NIMS, Japan: A global platform is under
construction [10] (JP-5,187,804-“a vertical parallel processor”). In the current
prototype, a slice of N = 1000 is cut from phase prime metric. Find its equivalent
clocking circuit. Depending on the number of integer in the metric, define its class.
For example, N = 1000 means a thousand class hardware; if N = 1012, then it is a
conscious class or G class (see Table 1b, G and G+). A G class means a super-
position of a pair of time crystals generated by a single hardware (classified).
However, a global triplet of triplet fractal pattern emerges in the phase prime metric.
If that seed pattern is plotted in a circle to address the phase quantization, it makes a
wheel for 360° phase. This is noted as frequency fractal (Fig. 4c). Frequency wheel
classifies the non-computing ability in the hardware. It also accounts for a transition
from artificial intelligence to natural intelligence.

Determination of wiring between clocks from a phase prime metric: There is
an upper and a lower time limit of an integer representing a decision-making
non-computer. Non-computer core architecture is a fractal network of clocks or
clocking Bloch spheres holding the geometric shapes. Mathematically, it is an
assembly of a large number of distinct DN slices of the phase prime metric. To cut a
DN slice of metric, start at N = 0; end at a certain N value. All clocks are wired
following ten steps noted below. A metric prime hardware could be realized in
various ways. We repeat every point in the phase prime metric of Fig. 3 is an event
that contains many points forming a geometric shape inside. One could start from
any simple event to begin with and find events inside, continuously, building a
topological network.

(1) Select a set of N, e.g., {1, 3, 7, 45, 32, 734, 1500, 3800}: A set of n values is
selected on the phase prime metric that forms a closed loop. The phase rela-
tionships of N Bloch spheres plotted in a circle. Together, n components try to
cover a phase space of 360° (see Fig. 3). The plot reveals the value of
quantized phase. The resultant parameters of spiral dynamics become evident
as in biosystems [24]. In the set of n, some engage in clocking; others are
found as not participating in the periodic vibration. They remain outside the
spiral or vortex dynamics that integrates a set of N.
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(2) Identify different slices are components, to make individual loop of geo-
metric structures: All distinct slices of a phase prime metric have their own
time crystal or phase space structure. A slice means a set of values n in DN; it
has its own factors, own sub-metric. The network of time crystal reveals
hidden geometric structure. The layered geometric structures match for all
N time crystals and those hidden self-similarities group subsets of
N. Therefore, even before the phase prime metric starts convergence to primes,
as a drive to integrate the discrete time crystals into a singular one, a pre-
liminary grouping is made.

(3) Initial phase gap between the clocks is important: Initial phase relationships
between different clocks can change the output projection of time crystal
dramatically. Initial starting points define temporal change of phase or
dynamics. Temporal recording of resonance peaks reveals how the time gap or
phase gap between clocks changes with time (dynamics). For a given slice of
metric DN, the dimensional ratios of the n geometric shapes located at n points
on the metric are noted (Figs. 4a and 6a). Junctions of clocks locate system
points; direction of rotation is selected to neutralize vector sum of 3D struc-
ture. The system points and their phase gaps determine the angle between
clock planes.

(4) Fractal network of clocks, side by side and one inside another: When a set
of N integers is spotted in the phase prime metric, the integration begins. Say
two integers of set N are 32 and 56; they make individual time crystals by
following phase prime metric. At the same time, their products (N1 � N2, N1/
N2, N1 + N2, N1 − N2) will be the new members in the phase prime metric;
expansion of set numbers will be plenty to find a closed pattern in the phase
prime metric. The gaps will be filled by repeated elementary primes. The
repeat of primes repeats a particular geometric shape to build a large structure.
These repetitions cause self-similar patterns in an architecture; there is
essentially no universal fractal in the phase prime metric.

(5) 3D geometry optimization of clock location: Since one has to build a
wireless network of clocks, the physical location of the clocks in a 3D network
is important. Wireless projection of constituent time crystals all around, by
360° solid angle, selects whatever time crystals reside in its path. A 3D net-
work appears as a sphere to an external probe or we state “3D projection of a
time crystal.” So, the clocks along a line screen each other’s information, thus
creating an erroneous signal to an observer. Note that in case of conventional
electromagnetic signaling by an antenna and a receiver, the energy degrades
largely with the distance. However, for magnetic beating in a noise activated
phase coupled matrix of time crystals, there is no single point source of energy
and no fixed destination. Thus, size of the phase network is irrelevant to an
observer, which also becomes a part of it. Geometric locations govern the
phase relationships of the integrated clocks. Locally in the 3D architecture of
the computer core, a group of clocks shifts their coordinates. Thus, locally, the
system shifts from one metric to another.
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(6) Vibrations at all time scales in all spatial scalesmaintain speeds: Clock speed
is regulated by delay time and fixed everywhere in the metric hardware. Only
one, the fastest clock alone is used to integrate the phase or delay to create all
possible “times” for operation. For that purpose, it is imperative that every clock
senses all neighbors once hardwired. This is a critical technological challenge.
All the clocks communicatewirelessly in a hardware followingmagnetic beating
of beats explained earlier. The localized beating during synchrony should con-
verge on the particular locations of the clocks, so that phase shifts do not occur.
Phase shift with the motion of the system point is key to reliable processing of
topological information. The speed of a system point along the perimeter of
phase cycle changes if it falls into the singularity domain and recovers it after-
ward. This falling into singularity is crucial for editing geometric memory.

(7) Thermal and electrical noise as the source of energy: Wireless communi-
cation is the key to achieve “one-to-many and many-to-one” communication
[12, 13]. The 12 singularities detected in the biomaterials 3D phase space link
magnetic field with the stored charge. This relation is historic because in the
last 800 years all theories of electromagnetism have endorsed that a current
must flow. But this phase space activates by noise and only noise; no current
flows into modulate magnetic flux with charge. For that reason, clocks are
wired, but make sure that em noise splits into electric and magnetic parts, but
no current flows, but only white noise (Sahu et al. US patent 9019685B2).
Thus, a clock in a phase cycle is free for neighbors; no wiring is essential.

(8) Testing the 12 metric compatibility, building a grammar of limiting
changes allowed: First, the clocks are wired as suggested by the phase prime
metric. Provisions are kept so that input time crystal modifies the coordinates
of the clocks. Specific input time crystal selects one of 12 distinct patterns of
phase prime metrics (Fig. 3). It is crucial task to find the right trigger.
A delicate choice of the clock coordinates eventually allows a few metric to
dominate. We are currently adding several new aspects of the phase prime
metric. Newer and more insightful metric features are being revealed.

(9) Geometric shapes synchronization is a test of unity (oneness): The
non-computer has two parts: First, converting all sensory signals into a set of
topology, and second, integration of topology. However, at both parts the
geometric shapes spontaneously store and synchronize the clocks. Circuits
modify; filters, amplifiers and vibrating membranes are added to process
geometric musical language [6]. The whole device is just one single clock
holding plenty of clocks inside. The non-computer core has one device, only
one geometric shape for all sensory memory.

(10) Non-disruptive Interaction between the four modules: Finally, the wiring is
edited to enable the device as a filter, resonator, inverse of resonance and
clocking geometry writer. Once these four qualities are optimized, a true
hardware of metric of primes is made. It is tested for image processing,
hierarchical perception to find the mismatch in the wiring. A particular test is
repeated in all directions of the 3D network of clocks.
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Four essential modules of the phase prime metric hardware: A diffusing
function connects the dots (composition, h) to show a superposition of 12 different
sub-metrics inside one phase prime metric. Following ten rules described above,
four modules are made, as a core decision-maker [52]. They are sensor to sense the
environment. Initiator filters and makes instant decisions. Processor stores the
learned situations. Regulator filters the learning parts and evolves entire architec-
ture. The four hardware modules operate independently in the non-computer core.
Together, they have a purpose. It increases the length or number of integers in the
slice of operational phase prime metric.

5 The Operational Mechanisms of the Non-computer

Viewing a decision-making in terms of time crystal concept: All are time crystals
that vibrate like metric of primes. The same hardware is used differently to get
different functionalities.

First, sensor acquires data from its environment. As the signals fall in, due to
resonance, associated clocks are spontaneously activated. Thus, the phase prime
metric based sensory network transforms even a binary stream of pulses into a 3D
network of clocks, instantly. The sensor network builds an architecture of input
time crystal, irrespective of nature of sensory signal.

Second, an initiator acts like bipolarity filter. In one way, it shrinks the size of an
input time crystal. Output becomes a small fractal seed. If the input is sent through
the reverse direction, phase prime metric fills the missing gaps. It inflates the time
crystal, to its original form, sometime much larger. Output time crystal contains
situations not yet happened, i.e., futuristic dynamics.

Third, all parts of a processor are always active. As time crystals arrive from
initiator, synchronization begins. Entire phase prime metric from the smallest to the
largest time scale syncs simultaneously. All the matching time crystals amplify the
signal.

Fourth, a regulator synchronizes with the time crystals missing in the processor
part. It activates the new missing clocks inside. The mismatched yet essential clocks
find suitable location in the Processor. They are later absorbed there as a part of
learning.

Viewing a decision-making in terms of geometric musical language: Corners
of a geometric shape are made of singularities. When the clocks run, at the sin-
gularity points one hears “bing” [85]. The time gap between a pair of “bings” tells
us the phase gap. The ratios of the phases hold the geometric parameters. This is the
rule of composing music too, note geometric musical language [4]. Therefore, to
feel like a triangle one can combine three ringing bells with an alarm clock
(Fig. 6a). The alarm rings the bells after certain intervals. In this way, using a
simple circuit one can realize an analog of clock-based geometric memory. This
kind of decision-making or non-computing does not distinguish between question
and answer (Fig. 6a). Both get the same status. Various geometries self-assemble as
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clocks in the phase cycle. It increases the complexity of decision-making. It is
preferred to assemble the nanosecond clocks alone in the entire circuit. Fast clocks
are coupled to deliver clocking at all time scales. Picoseconds clocks make a
seconds clock. Singularity is a key to this non-computing. However, a separate
hardware provision is not required to realize that. An external sensor could lock on
any part of the hardware. Due to two limiting time resolutions of the sensor, the
fastest clock and the slowest clock are selected naturally. Thus, a decision-making
fixes the end of computing before even it begins synchronization.

6 How Phase Prime Metric Replaces the User and Enables
Self-programming

Circuit-based Turing computers have human as the key component for its effi-
ciency. Non-computer relies on the phase prime metric to fill the gap and expand
the time metric it gets from nature. Discrete clocks link. If some clocks are missing,
they are created. Constructing a higher-level clock is the only drive of a
non-computing core. A drive to make slower clocks gets everything done,
spontaneously.

7 The Use of the Pattern of Primes in Integrating the Time
Crystals Has Ten Major Advantages

(1) Retrieving the lost data and transmitting a fraction: Sometimes, a hard-
ware damage loses information. One has to place the remaining part in user’s
time crystal network. The pattern of phase prime metric integrates the avail-
able crystals, thus recreating the missing network [17]. For this reason, there is
no need to communicate full information. If a fractal seed is sent, it evolves
uniquely, more profoundly in the receiver. The morphing of a fractal seed
retrieves total information. See Fig. 6e; an entire infinite series could be
retrieved from any part of hardware.

(2) Drive to integrate discrete time crystals is similar to programming: The
metric acts as an operator on the input matrix of clocks. It links any form of
time crystals with slower clocks. The phase prime metric has two drives. Make
slower clocks to integrate, and expand its phase prime metric implementation.
No hardware can implement a phase prime metric with intricate details.
A continuous drive to improve metric makes nominal mistakes in recon-
structing the perception of logic.

(3) Provide key information to change wiring: Unlike other space–time metrics,
the phase prime metric does not depend on user’s guess. It determines the
detailed structural features like an origami [57]. The time crystals dynamics
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are mapped accurately. The time of symmetry breaking and the states
post-phase transition are also determined. Thus, the phase prime metric pro-
vides the software solutions, like a fusion of a user and computer. The
essential hardware modifications required for an input time crystal to store and
evolve are also delivered.

(4) Higher-level perception is naturally embedded: A phase prime metric
hardware has embedded self-similarity. As a result, it does not count “bits,”
but a pattern of time. Slower clocks integrate the faster clocks in a scale-free
manner [43]. In its own time scale, clocks are arranged symmetrically. It
enables fractal clocking. It means during a one-second operation, one could
dip down into the picosecond scale, process and return with a solution before
the one-second clock “ticks.” Fast running time crystals are never left alone. In
a widely varied time scale, only a few clocks need to “tick” to make a
decision.

(5) Computing location, start, end and halting are decided early: The con-
struction and editing of the time crystal continue forever. During synchro-
nization, the transformation (morphing) peaks, but do not die out [17]. The
effective length of the metric is infinite due to a closed loop [63]. It also drives
to increase metric length. This has several advantages; no instruction is needed
to start and halt. Halting is a significant problem only when the end is not fixed
[86]. This is a case of Turing computer. Here, computing is all about entering
inside a singularity, so the start and the end are fixed before the journey
begins. The metric activation reaches a maximum and then naturally reduces
the editing of the time crystals. Thus, a near halt is reached.

(6) Non-reductionist approach: no choice is ever rejected: The phase prime
metric reads the events in nature, so the concept of input is none. A phase
prime metric hardware includes an observer, an external user and all envi-
ronmental participants. It integrates into a virtual unified universe. There is
never a rejection or reduction in choices or even a probabilistic select. The
only effort is to en-loop the isolated loops. Non-reductionism ensures
junction-free hardware (no heating).

(7) Quantum-like speedup without entanglement: Due to the fractal nature of
the phase prime metric, it performs a search without searching. A physical
wiring destroys the phase modulation. So, the hardware uses a wireless
communication [70]. Spontaneous reply requires only 12 layered clocks to
find 1012 number of clocks. At every layer, one enters inside a faster clock.
Hence, time to solve a problem is the smallest time possible in the layer where
the question was asked [52]. Note that 1012 oscillators make 99% of all
patterns in nature (107 almost covers all, Fig. 3h). So it is the maximum
number of clocks used in a layer. Quantum computing also provides this speed
[23, 51, 63, 106]. However, if entanglement needs to be broken, repeatedly,
which is often requisite, then the advantage of speed disappears in quantum
[72]. Alternate routes can speed up [80].
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(8) Directional memory delivers a virtually infinite capacity: The same 3D
structure of a time crystal emits a different burst of signals to different
directions at any given time. The observer can chose infinite locations around
the structure to get a new solution. Therefore, the memory capacity and the
distinct solution generation ability are astronomical. It has nothing to do with
the number of oscillators.

(9) Universal language is fundamentally embedded in the phase prime met-
ric: The geometric musical language (GML) in combination with the phase
prime metric can build a virtual language of patterns of any system. They need
only a temporal evolution of resonance signal data to build a network of phase.
It suggests interacting with any system whose language is unknown. No rules
or information about the intelligence of the system is required.

(10) Harnessing singularity is not possible with the existing mechanics: Due to
the fractal clocking behavior, there are singularities at every location on the
phase prime metric [78]. The differential calculus needs to be replaced by a
conformal algebra to simulate the wiring (Fig. 6e). If one enters a singularity
domain, it finds no self-similarity. The phase prime metric ensures a
non-repeating experience continuously [18]. One needs to make a journey to
the singularity domain blindly following a phase prime metric. Thus, both
classical and quantum mechanics are not useful here. Bridging the singularity
safeguarded quantum. Here, it is prohibited. One has to enter inside a sin-
gularity and collect available self-similar clocking factors. This finding holds
the key dynamics of a phase prime metric. It explores pure topological factors
for developing an effective mechanics [4, 67] (Kawato and Tsuzuki 1978).

8 When One Does Requires a Truly Bioinspired
Computer?

Biological clocks are well known in the brain. It extends from circadian rhythms to
the single neurons. The connecting protocol and the route that connects the rhythms
are unknown. Currently, rhythmic activities are linked as a chemical process
associated with proteins and enzymes. Clocking in the protein like nanoscale
biomaterials does not terminate at the neuron level, as it was believed thus far. The
rhythmic or clocking reaches deep down to the few atomic groups. Triplet of triplet
resonance band connects the peta Hertz (femto seconds) to the nano Hertz (twelve
years) frequency scales [52, 56]. The resonance pattern looks similar to the pattern
of primes derived from the resonance of the dielectric resonators. There are many
carriers. All carriers resonate with different dielectric resonators [73, 81, 82, 94, 95].
Yet, the frequencies constitute a singular pattern.

Ten situations when one should use this non-computer: The objective is to
develop a science for non-computing to make decisions where the Turing com-
puting fails. Here we note ten circumstances where non-computing is essential.
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(i) Information is not sufficient or organized to frame logic. (ii) No time is
available to find the rules for structuring logic, i.e., the urge for an instant reply.
(iii) Rejection of choices is not advisable. The rejected choices could take over the
lead anytime as the dominant player. (iv) Database is too big to structure it into a
format solvable by a futuristic quantum computer. It requires to “search” without
searching, i.e., spontaneous reply. (v) The decision-making devices of the future
cannot carry a giant megawatt power supply continuously. Thermal and electrical
noises are the only energy sources. (vi) We encounter a system that uses an
unknown language, cannot be understood at all. (vii) Learning the real parameters
using which a system configures its response. Complete rejection of black box
approach, to unraveling the true dynamics. (viii) A large number of parameters are
being born, disappear, change and redefine itself with a truly random, chaotic
fashion, when even the variable parameters could not be identified. (ix) Undefinable
factors govern a situation. A factor has several sub-factors. In addition, each of
those has several sub-sub-factors. Thus, the logical statements inside logic inside
logic perpetuate into an endless network [59]. (x) Computing is always a reduction
in choices, but in morphing, it is just the opposite. There is a continuous increment
of choices and that defines non-computing. Output is more than input.

9 What Is Non-computing? Definition
of a Non-computer [4]

(a) The number of choice and quantity of information increase during a
decision-making instead of reduction. (b) No finite statement is found; all state-
ments are fractal, not overlapped [98]. (c) There is no sequence of events; it is
always event inside an event, i.e., a fractal thread. (d) No measurement happens
here; superposed possibilities coexist as a distinct state. The observer becomes an
integral part of the morphing. (e) All decisions are logically circular. Nothing exists
without a closed loop. (f) There are no data or fact as the decision. It is always a
shape changing geometry; the habit of looking at numbers for solutions is unfound
here. (g) All solutions are incomplete. They are extended from the beginning to end
of the hardware structure. (h) Halting is never there; decision-making never stops.
(i) A decision-making happens in the phase network. Mostly, the signals remain the
same, only the phase changes. So literally an observer detects no ongoing com-
putation; still, a decision is made. (j) There is no question and answer or argument,
only situations. An intractable Clique problem is solved bypassing its criticality [48,
52]. (k) The user or observer does not write instruction. Instead “metric prime is the
programmer, it replaces the user.” (l) There is no input. User does not search inside
the hardware. Using a geometric grammar, it searches its environment.
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10 Critical Challenges and the Weaknesses
of a Non-computer

(i) A non-computer is not precisely accurate. It gives a global idea or perspective.
A non-computer is like a life form, good at those kinds of problems that it solves
most. If given, different kinds of problems, a shadow of past analytic protocols are
reflected. (ii) Speed, makes no sense, the total time of decision-making are fixed.
Decision-making cannot end in principle. An observer captures a solution based on
its own time resolution. (iii) Blindly it trusts the metric prime as an encoder of all
dynamics in the universe instead of a human user. This is as conventional com-
puters trust that all events could be sequentialized. (iv) All ten deliverables of
non-computing are abstract (see below). (v) Instead of signal, the phase or silence
between a pair of signals holds the key information. A 3D network of silence is the
unit of information, not bits. Hence, particular clocks work [9–11, 15], but a switch
alone fails. (vi) Wiring does not work; one-to-many and many-to-one communi-
cation is required [16, 17]. Hardware needs a wireless communication and a fractal
network with a null screening effect [70]. (vii) Non-computing never stops; it slows
down at synchrony. Therefore, there is no static output. The answer depends on the
time when the question is asked. Depending on the observer location, the solution
changes significantly. (viii) In the conventional computer, noise disrupts the system.
Here, noise is fed to activate the synchrony. But a signal affects the
decision-making largely, i.e., signal affects negatively. (ix) Addition of resource has
no value. It is not number of elements, but the distinct sets of vibrations that make a
powerful non-computer. (x) The solution has to be taken from all over the fractal
hardware. There is no output and input location.

What is this non-computer going to deliver? The following ten features are
not common to a computer. The problem, scope of application and the user protocol
are different.

(1) It does not have any software program (no algorithm). (2) It runs by white
noise; more randomness in noise is preferred. It uses an ultra-low power; only to
manage re-wiring, non-computing does not require power in principle, as there is no
reduction, no collapse and no junction. (3) It expands the input information using
phase prime metric and hacks nature to predict a gross future. (4) It runs 24-7 as it
evolves its wiring by itself for learning, a computation never stops, and “halt” is set
by observer. (5) It never performs a search yet finds what it seeks (search without
searching). It never acquires a true input; it has all possible input elements already
inside as part of the geometric musical language (GML). So, it reads them outside;
thenceforth, a spontaneous reply is its operational key. (6) It follows geometric
clocking language or principles of composing music to process information. It is
hypothesized as a natural language. (7) It has the singular unified homogeneous
fractal hardware for doing all tasks of decision-making, learning changes them in
their own way, and all tasks are performed by metric prime architecture. (8) The
non-computer is made of one element only, clocks. It considers only parameter
phase, emulate mass, space and time to process information. Thus, it explores
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singularity and uses fractal mechanics [4], nothing to do with classical or quantum
computing. It belongs to a non-Turing class. (9) It shrinks massive information into
a small geometric clocking seed. It follows a unique superposition of 12
sub-metrics; each sub-metric represents a set of unique geometric patterns. (10) No
wiring is involved; a wireless connection to process geometry at all the time scales
is allowed in the hardware simultaneously.

11 A Comparative Study Between Time Crystal
Computing and the Artificial Intelligence

Linearization of events is not accurate: Artificial intelligence has thus far con-
sidered that all events could be expressed as a sum of a series of elementary
sub-events. Here the events are not linearly connected. They are intricately con-
nected by phase. It means, if an event has several parts, their intricate relationships
are neither in series nor in parallel. A temporal 3D wiring of sub-events is a reality.
When one tries to draw the connections, 3D phase wiring should remain intact; one
cannot draw it on a 2D surface. Every corner of this geometric wiring of events is
important. A corner holds a unique geometric structure inside that is also a 3D
network of sub-events. A singular change in this worldview changes everything in
the Turing information theory. Consequently, the whole research field of artificial
intelligence is redefined.

Why this little change does affects so much? Here, all events are considered as
a 3D wiring of sub-events. Then immediately all events turn unpredictable, just like
quantum [41]. Say, one is looking into a complicated 3D network. It would appear
differently from different directions. Now, the second problem is even more serious.
Every event has a 3D network of sub-events inside. It means there is an infinite
journey for any observer who wants to find out the basic event that gives rise to all
other events. This is a disruptive idea. One could immediately notice that an “event”
becomes an undefined function. The third immediate effect is that an observer has to
limit its sensing time width between limits. It is not like cutting a tape; it is cutting a
3D rock. If the lower limit is cut, even after cutting the rock appears as the same.
Thus, an observer recreates an event: first, by finding a suitable orientation around
the 3D event architecture, second, by locating itself where in the infinite journey, it
would fit, and finally, to sense it, cutting off the event architecture based on
observer’s own time limits.

Feynman’s singularity bridge [33] (Feynman 1948): This worldview breaks
the fundamentals of the information science that has been successful for over a
century. The reasons are the following. First, the observer dilemma is that already it
is putting its bias into the system by choosing when to see, wherefrom to see, how
much to see in the output. Then, the observer should not make a black box to fit
nature blindly. Second, quantum fails to probe singularity. When one considers
events located inside an event are located inside another event, in an infinite
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network of events, then it takes us back to the quantum deadlock of the 1930s.
Then, Feynman bypassed the singularity to save the quantum deadlock [4].
Bridging singularity saved them. However, the journey they avoided is what makes
the nature beautiful. One should not bypass, but explore it [85]. Third, logic and the
fitting tools of Al are blamed to be a product of human imagination for creating the
abstract black box. This is far beyond reality, only to fit certain observations. Then,
one should not avoid singularity, do not use an “educated guess.”

The phase prime metric is an explorer of singularity: From this metric, one
can build intricate details of an event’s 3D architecture and avoid black box. This
metric which is derived from experiment with the proteins is to hack nature. It is to
replace the “free will of a programmer” from the current structure of the artificial
intelligence and information processing. This metric is not a black box, but a
starting point of mapping a 3D network of events. Events pours in as time crystals,
since each event’s time crystal is a set of integer, one finds the exact location of the
event where it locks with the metric. Then the missing links are bridged, all
associated numbers of 12 sub patterns are activated in the metric, so, we finally get
a new set of numbers as output or decision of the information processing. This
number set represents the output time crystal. If input time crystal changes with
time, output geometric shape changes too. We observe morphogenesis of a geo-
metric shape. If one knows how nature processes information, then the any form of
artificial intelligence is irrelevant. Now, a geometric musical language, wherein the
letters are a few geometric shapes, is invented. Using this language, a non-computer
could search outside. It does not have to wait to get an input. This approach is just
opposite to a computer. Understanding the true nature of an event is to replace the
black box with something real, closer to nature. It is not the ultimate.
Non-computing is a primitive yet significant step to mark the beginning of replacing
artificial intelligence with a natural intelligence.

Ten features that constitute our frequency fractal computer distinct
[AjoChhand—A = Advanced, J = Junction-free, O = Organic, C = Computer, via,
H = Hierarchical (higher level), and H = Heuristic (without programming),
N = Nanobrain, D = Development]:

(i) Search a massive database without searching (spontaneous reply).
(ii) Multiple nested clocks one inside another enable “a virtual instant
decision-making.” (iii) No programming is required as “cycles self-assemble/
disassembly for better sync at all possible time scales simultaneously.” (iv) “Phase
space” keeps “volume intact” as required resources only increase phase density not
a real space. (v) Perpetual spontaneous editing of slower time cycles (creation/
destruction/defragmentation) “prepare for unknown” = higher-level learning.
(vi) We introduce “fractal resolution,” a complex signal’s lowest and fastest time
scale signals that are absorbed. Simultaneously, and during expansion, the fractal
seed delivers full output, from a seed of information (drastic shrinking of data).
(vii) The superposition of simultaneously operating million paths assembles into a
sphere enables “extreme parallelism.” In quantum, only one Bloch sphere repre-
sents all qubits, with increasing numbers we move to higher dimensions, here we
build a network of spheres, wherein inside the singularity points which are corners

34 S. Reddy et al.



of geometric shapes, more spheres reside, finally, its an infinite network of spheres,
within and above. (viii) Time cycle is memory, rotation along the cycle is pro-
cessing, there are same events, “no transport needed between memory and pro-
cessing units,” no wiring. (ix) No logic gate and no reduction in choices, which
ensures that “speed” is irrelevant. (x) All sensory information is converted to one
geometric language that allows “perception;” a yellow color could have a taste.
Perception is not a programming as wrongly perceived.

12 Future of Fractal Computing

(1) Musiceuticals (musical + pharmaceuticals): Vibrations could rectify the
misfolding or unfolding of proteins (Sahu et al. 2015) or activate new age chemical
bots [57]. (2) Increased human sense bandwidth: Phase prime metric restricts the
time bandwidth of a brain-like computer. By harnessing the phase prime metric,
mathematically, human ++ intelligence could be developed. (3) Halt aging-related
processes significantly: Editing age requires a true phase prime metric hardware to
feed cells with real vibrational data. The hardware would correct the clocking errors
in the age-related proteins and complexes. (4) Understanding of the language of
natural events like the beating of earth’s magnetic field and every life form:
Geometric musical language (GML) is a universal language. It could be scaled up
to replace the fitting with black box, equations, to a group of patterns explaining
fundamental physics theories (Feynman 1962) [101, 102]. (5) Developing a truly
dynamic model where we cannot find any logic, e.g., earthquake, weather
change, the evolution of a virus, aging, side effects of drugs, dynamics of gaseous
clouds. A non-computing hardware learns higher-level rules. Thenceforth, it
bridges the missing links in the information architecture and spontaneously simu-
lates the future instantly. It can morph events much better than the previous cellular
automaton-based architectures [16, 101, 102]. (6) Science of human behavior,
society, economics, etc: The psychological behaviors, emotions and other
non-defined parameters would be geometrically defined [115]. One would get a
geometric pattern of clocks from the human responses. (7) Simulate beyond limit
or knowledge: Once built, a phase prime metric hardware needs very little gross
information about any event. Then, from that little information, it generates
dynamics at time scales that it has never encountered in the past. (8) Noise would
replace signal and enter into the era of ultra-low power: Earlier, scaling up was
like adding more resources, faster speed, more power, etc. Now, it is all about how
one could make a device that captures a much longer slice of phase prime metric.
(9) Predict and simulate’ million year evolution in’ a finite time (the science of
evolution): Currently, there is no tool to estimate evolution because this is a slow
process. Non-computer, by using geometric musical language and the phase prime
metric, could project a far more reliable picture of the future. (10) Machines of
nature: The phase prime metric, by intimately interacting with nature, can design
scientifically life-like machines; it could be an architect.
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Glossary

Biomaterial Material collected from Biological living species.

Bloch sphere Quantum mechanics is a dynamics of system points active between
classical states. So, the system points can acquire a large number of solutions, we
keep a pair of classical states at the pair of poles of a sphere, while the actual
solutions are located on the surface of the sphere. These solutions are phase
points, and the sphere is called Bloch sphere.

Fractal clock Normal clocks are circular, and a system point moves around it.
Quantum clock has an additional geometric phase counter, but a fractal clock has
infinite chains of clocks; so it is not just a counter, it represents a changing
topology.

Fractal computing Undefined phase space of singularity domains in a system is
harnessed to apply phase prime metric suggested integration of vibration. This
way of integrating and extrapolating events to the future is fractal computing.

Fractal tape A tape whose every single cell contains a tape inside. One version of
such a tape is a circular ring with finite cells.

Geometric algebra A study of mathematics to fuse geometry and algebra. It is not
just algebra of geometric shapes; it is also finding the hidden geometries in the
algebra.

Hierarchical perception A hierarchical perception is made of two kinds of
information feeding each other. Symmetries that integrate a set of discrete
information created by unique different definition of information are hierarchical
information. When both lower level and higher level information are about
cognitive ability, it is hierarchical perception.

Image processing A method for identifying the geometric shapes hidden in an
image using algorithm.

Information theory Information could be any finite state with a significance, the
method to process the states such that the significance of information content is
properly justified.

Microtubule A nanowire made of a hollow tubulin protein cylinder with a
dimension of 20 nm to 30 nm, and inner core is a solid water cylinder. It is found
in every Eukaryote cells, say, all animal, plant, protista, and fungi cells have
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these nanowires, whose primary objective is to run primary cell events. Most
part of a microtubule is water.

Neuron It is a non-dividing cell whose membranes or cell skins have highly
evolved over the years to pass electric current.

Phase prime metric A pattern of all possible choices a given number of events
could be grouped.

Protein Protein is a long chain polymer which folds with water such that is forms
various elementary geometric shapes called secondary structures. It is the
building block of life.

Quantum computing Harnessing the phase path between two classical states,
classical computing speed is increased enormously. This is called quantum
computing.

Resonance Periodic oscillation has a frequency. If a system is triggered with an
external signal with the same frequency at which the system naturally oscillates,
then several vibrational modes canalize energy into one; thus, one observes a
surge in the energy of oscillation of a particular mode.

Singularity It is a point in a set of system points, linked with all other points in a
set via well-defined dynamics, so it is accessed, but does not deliver a defined
value. At singularity, the function representing the dynamics that links the events
becomes non-differentiable. One reason for this to happen is the fractal nature of
subset points around a given singularity point.

Synchrony More than one oscillators match in one or more oscillation parameters.

Time crystal Singularity of a space is measured as mass, so we get a spatial crystal
when there is a space, and 360° rotation around a point in space one finds more
than one singularity points or mass. Similarly, singularity of phase is measured
as time; in a 360° variation of phase if one encounters a pair of such phase
singularities, it is a time crystal. Just like one point of mass cannot create a
crystal, one point of phase singularity cannot create a time crystal.

Topology Geometric shapes could acquire various symmetries or an order in its
arrangement. Ordering in geometric shapes follows certain properties, topology
is its study.

Turing tape A tape that encodes any information as a sequence of unified simple
information in its cells.

Universal language A method of expression of information following which all
possible information could be encoded and processed.

Wireless communication Electromagnetic packet of energy could travel without a
medium. Using this property, one could send signal from one point to another.
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Analysis of News in the Hindustan Times
and India Today

Vishal Rajput, Irshad Ahmad Ansari and Millie Pant

Abstract The media is known as a mirror of any society, and because of that, a
national newspaper can be analyzed to know the current mindset of any nation. The
different types of news and reports actually show the countrymen’s interests as
media cover majority of that news that is of interest to their readers. In this study,
the analysis is performed on the two leading Indian news providers, known as
Hindustan Times and India Today. The main aim of this study is to find out the
interest of Indians and Indian media houses in terms of national and international
news. To make a generalized comment, six-month data of recent past is used for the
analysis purpose. Different parameters (for same duration) are considered for the
analysis of the news for both the e-papers so that media house’s interest can also be
compared.

Keywords Data mining � Indian media � Popularity analysis � India Today
Hindustan Times

1 Introduction

In the current era of communication and information technology, a society and its
needs can be easily analyzed by the content they read on day-to-day basis. Media
analysis can be used to get an insight to the society. The publishing speed of the
data is almost real time [1, 2] and so the reaction and popularity can also be
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analyzed in real time. However, a steady finding needs a capture-analysis approach,
i.e., the data needs to be captured over duration of time and then analyzed by
experts for any relevant findings. Such findings are more reliable.

The news of any country directly reflects the mindset of its citizens as media
give more coverage to the people/reader interest [3, 4]. On the other hand, different
media houses may also have their own interests/area of specialization [5], where
they may want to cover more news. So a comparative analysis (between media
houses) is also needed for correct conclusion.

In the present time, the Internet captures the world and makes it much faster than
earlier. The media is also not an exception, and it got affected by this Internet storm.
The paper mode news is now a thing of past. Today, the whole world news is
available on a click of mouse. The newer version of news (e-paper) is much faster
and effective than the earlier version (print media) [6, 7]. The reader feedback is
instant and that gives the media houses a chance to improve their news feeding as
per the reader interest [8–10]. Overall, the new mode is more dynamic and effective
representation of society.

Considering these points, the present study also utilizes the two e-papers [11, 12]
for the analysis of news. The main focus of this study is to find out the interest of
Indian citizens and media houses and that is why both the e-papers are Indian.

2 Methods and Tools

Data mining is a famous and well-known method for the data analysis and inter-
pretation [13–15]. It is used to get the meaningful information from the large data
sets [13]. However, the final interpretation is totally coder-dependent thing and
that’s why the analysis is always a tricky thing to do as different users can find out
different information from the same data set [15].

To start with the data mining, the first thing needed is data. World Wide Web is a
huge source of data; the only issue is fast collection of this data. The data collection
from the Internet becomes much easy, if the Web site of interest offers API (ap-
plication programming interface)-based collection [16]. API provides a set of
subroutine protocols make an effortless connection between server and local user
[17, 18]. However, the limitation of the same is that only server-defined functions
can be used for data collection. Some famous APIs [19] are Twitter API,
YouTube API, Google Maps API, etc. Figure 1 shows the basic architectural view
of an API.

2.1 Code Development for the Analysis

The code is developed in the Python language. The development remains focused
on the fact that the multiple keyword-based searches become possible from the
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extracted news article. This developed code passes multiple parameters to the raw
data and figures out the frequency of passed parameters. Also, the code provides the
ability to figure out the total article within any specific period. After extraction,
percentage-wise data is also plotted.

3 Problem Formulation for Data Analysis and Test
Parameters

This study is performed to check the major news sources of the Indian mainstream
media. In addition to that, proposed study also compares the news categories of two
major media houses. Different keywords and parameters are used in this study. The
detail of all parameters and keywords is as follows:

The analysis starts from the search of concept/keyword/class of five categories
(world, sports, science, entertainment, and defense) in both the e-papers. Each
category is used to check the news article from respective fields. For example, class
“world” contains international news (other than India), class “sports” contains
majority of the sports category.

After that, the news of neighboring country is checked so that the neighboring
country effect on Indian media can be analyzed.

The political and legal influence on the media is also analyzed on the basis of
article coming from these sectors. The popularity of famous politicians and political
parties is also checked and compared in both the e-papers. This analysis is used to
show the influence of particular politician and political party on the national news.
This also shows respective “class” popularity level among the citizens of India and
importance for the county.

Further, states of India are also tested for their popularity in the mainstream
media. Also, four major cities (Delhi, Mumbai, Kolkata, and Chennai) are tested for
popularity. The news article’s comparison from both the e-papers is also provided.

API
……… 

Service -1 Service -2 Service -N 

Information available at the server end

User written code: Request maker

Fig. 1 Basic architectural
view of an API
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3.1 E-papers Used in the Study

Two leading Indian news Web sites are used in this study for data analysis and
comparison:

HINDUSTAN TIMES—http://www.hindustantimes.com/
INDIA TODAY—http://indiatoday.intoday.in/.

3.2 Data Set and Duration

To make a solid comparison between the media house’s trends as well as to find out
the popularity of various news topics among common people, a fairly long duration
(6 months) is considered for the analysis. The exact duration is shown in Table 1.
The data is collected from Ref. [20].

3.3 Countries Used for Comparison

Four neighboring countries of India, namely Sri Lanka, Pakistan, China,
Bangladesh are used in this analysis to see the effect and importance of them from
the point of view of Indian media.

3.4 Popularity Analysis of Indian Politicians

Five well-known Indian politicians are checked for their popularity in the Indian
media. The more mention of them simply means that they are more popular.
Following politicians are considered:

1. Mr. Narendra Modi: politically linked with Bharatiya Janata Party and Prime
Minister (current) of India

2. Mr. Amit Shah: politically linked with Bharatiya Janata Party
3. Mr. Arvind Kejriwal: politically linked with Aam Aadmi Party and Chief

Minister (current) of New Delhi
4. Mrs. Sonia Gandhi: politically linked with Indian National Congress
5. Mr. Rahul Gandhi: politically linked with Indian National Congress.

Table 1 Time durations used
in the study

Media house Duration of analysis

India Today February 24, 2017–August 03, 2017

Hindustan Times February 24, 2017–August 03, 2017
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3.5 Popularity Analysis of Indian Political Parties

Five major political parties of India are checked for their popularity. The more news
coverage of any political parties simply means that they are more popular in media
and people. Following political parties are considered:

1. BJP (Bharatiya Janata Party)
2. AAP (Aam Aadmi Party)
3. INC (Indian National Congress)
4. SP (Samajwadi Party)
5. BSP (Bahujan Samaj Party).

3.6 Popularity Analysis of Indian Regions (States
and Major Cities)

Different regions/parts of the Indian Territory are also checked for their influential
ability on Indian media as well as their importance to different media houses.
Twenty-nine states and four major cities are considered for the analysis.

3.7 Concept/Keyword/Class Used

Following keywords are used for different analyses:

• For world news: USA, US, United states, Trump, Putin, Russia, Australia, UK,
United Kingdom

• For sports news: Sports, cricket, football
• For science news: Science, Technology, ISRO
• For entertainment news: Hollywood, Bollywood, Movies, Music
• For defense-related news: Army, Military, defence
• For neighboring countries: Respective names
• For legal news: Supreme Court, High Court, SC, HC
• For political news: BJP, Congress, Politics
• For politician’s news: Respective names, for example: Sonia Gandhi
• For political party: Respective names (short form and long form). For exam-

ple: BJP and Bharatiya Janata Party
• For cities and states: Respective names (short form and long form). For

example: UP and Uttar Pradesh.
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4 Results and Discussion

This section is dedicated to the detailed analysis and discussion of the obtained
results. Table 2 shows the complete news articles published in six months in both
the e-papers. Table 2 also shows the news publishing frequency of Hindustan
Times and India Today for five different classes (world, sports, science, enter-
tainment, and defense). Figure 2 shows the comparison between both the e-papers
on the basis of percentage news from these five sectors.

It is quite evident from Fig. 2 that Hindustan Times primarily focuses on
entertainment news, whereas sport is the main focus of India Today. Science cat-
egory is of the least interest for both the media houses. However, Hindustan Times
is better than India Today as far as interest in science news is concerned.

Table 2 News publishing frequency of Hindustan Times and India Today for six different classes
(everything, world, sports, science, entertainment, defense)

News related to News publishing frequency

Hindustan Times India Today

Everything (all news articles of 6 months) 1219 3025

World 107 353

Sports 123 388

Science 102 159

Entertainment 198 272

Defense 148 363

Fig. 2 Comparison between both the e-papers on the basis of news percentage for five different
classes
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Table 3 shows the news publishing frequency of Hindustan Times and India
Today for neighboring countries. Figure 3 shows the comparison between both the
e-papers on the basis of percentage news for neighboring countries.

It is quite evident from Fig. 3 that China and Pakistan remain much more in
news as compared to Sri Lanka and Bangladesh, which effectively means that these
countries are more influential and Indians also have more interest in their news.

Table 4 shows the news publishing frequency of Hindustan Times and India
Today for classes: legal and politics. Figure 4 shows the comparison between both
the e-papers on the basis of percentage news for classes: legal and politics.

It is quite evident from Fig. 4 that political news coverage is quite high as
compared to the legal news. This also shows the public’s interest in the politics
rather than legal field.

Table 5 shows the news publishing frequency of Hindustan Times and India
Today for different Indian politicians. Figure 5 shows the comparison between both
the e-papers on the basis of percentage news for different Indian politicians.

Table 3 News publishing frequency of Hindustan Times and India Today for neighboring
countries

News related to News publishing frequency

Hindustan Times India Today

Pakistan 61 250

China 78 252

Bangladesh 15 49

Sri Lanka 15 48

Fig. 3 Comparison between both the e-papers on the basis of news percentage for neighboring
countries
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It is quite evident from Fig. 5 that the current Prime Minister (Mr. Modi) has the
most influence on the Indian media, which is quite a normal thing. On the other
hand, opposition leaders have very poor influence on media, which is a bit strange.
However, Mr. Kejriwal seems to have a good impact and stays in the news of both
the media houses.

Table 6 shows the news publishing frequency of Hindustan Times and India
Today for different Indian political parties. Figure 6 shows the comparison between

Table 4 News publishing frequency of Hindustan Times and India Today for classes: legal and
politics

News related to News publishing frequency

Hindustan Times India Today

Legal 137 387

Politics 300 780

Fig. 4 Comparison between both the e-papers on the basis of news percentage classes: legal and
politics

Table 5 News publishing
frequency of Hindustan Times
and India Today for different
Indian politicians

News related to News publishing frequency

Hindustan Times India Today

Mr. Narendra Modi 115 463

Mr. Amit Shah 15 45

Mr. Arvind Kejriwal 115 239

Mrs. Sonia Gandhi 18 20

Mr. Rahul Gandhi 19 70
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both the e-papers on the basis of percentage news for different Indian political
parties.

It is quite evident from Fig. 6 that BJP (ruling party) is most influential.
Congress (opposition) also seems to have a good impact. However, Figs. 5 and 6
combined can be used to conclude that even after having a good impact as a
political party, there is an absence of an influential leader in Congress. AAP also
seems to have a good impact.

Table 7 shows the news publishing frequency of Hindustan Times and India
Today for different Indian states. Figure 7 shows the comparison between both the
e-papers on the basis of percentage news for different Indian states.

It is quite evident from Fig. 7 that Uttar Pradesh is the most influential state,
followed by Madhya Pradesh and Maharashtra in terms of national news coverage.
A high variation can be seen in the interest of both the media houses as national
news percentage varies a lot from one state to another as well as from “Hindustan
Times” to “India Today”. Also, few states seem to have very low coverage by the

Fig. 5 Comparison between both the e-papers on the basis of news percentage for different Indian
politicians

Table 6 News publishing
frequency of Hindustan Times
and India Today for different
Indian political parties

News related to News publishing frequency

Hindustan Times India Today

BJP 296 796

Congress 158 624

AAP 180 432

BSP 14 70
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Fig. 6 Comparison between both the e-papers on the basis of news percentage for different Indian
political parties

Table 7 News publishing frequency of Hindustan Times and India Today for different Indian
states

Serial no. News related to News publishing frequency

Hindustan Times India Today

1 Andhra Pradesh 11 31

2 Arunachal Pradesh 10 13

3 Assam 19 29

4 Bihar 57 118

5 Chhattisgarh 0 1

6 Goa 44 142

7 Gujarat 46 74

8 Haryana 48 64

9 Himachal Pradesh 17 22

10 Jammu & Kashmir 61 162

11 Jharkhand 16 28

12 Karnataka 18 68

13 Kerala 20 128

14 Madhya Pradesh 76 256

15 Maharashtra 106 98

16 Manipur 10 34

17 Meghalaya 6 8

18 Mizoram 3 5
(continued)
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national media house, which shows uneven coverage and low interest of Indian in
that news.

Table 8 shows the news publishing frequency of Hindustan Times and India
Today for four major cities of India. Figure 8 shows the comparison between both
the e-papers on the basis of percentage news for four major cities of India.

Fig. 7 Comparison between both the e-papers on the basis of news percentage for different Indian
states

Table 7 (continued)

Serial no. News related to News publishing frequency

Hindustan Times India Today

19 Nagaland 7 10

20 Odisha 12 31

21 Punjab 63 139

22 Rajasthan 26 59

23 Sikkim 10 20

24 Tamil Nadu 17 122

25 Telangana 8 34

26 Tripura 1 6

27 Uttarakhand 11 63

28 Uttar Pradesh 115 467

29 West Bengal 26 87
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It is quite evident from Fig. 8 that India’s capital (New Delhi) gets more cov-
erage from the media, followed by Mumbai. But two other major cities (at par with
New Delhi) get very less coverage, which again shows uneven reporting by media
houses.

5 Conclusion

The aim of this study was to find out the trends of the Indian mainstream media.
The analysis was carried out over the recent past data to ensure that the finding
remains relevant to the present time. Political news was found to be very domi-
nating over the scientific and other news. Also, Delhi news got most of the coverage
and many parts of the country found a very less space in national news, which
showed uneven coverage of media houses. Both the media houses were seemed to

Table 8 News publishing
frequency of Hindustan Times
and India Today for four
major cities of India

News related to News publishing frequency

Hindustan Times India Today

Delhi 443 674

Mumbai 194 345

Kolkata 24 287

Chennai 18 87

Fig. 8 Comparison between both the e-papers on the basis of news percentage for four major
cities of India
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have different interests and so the news percentage from different areas varies with
decent percentage.

In future, data clustering [21] will be used to find out the news type (positive or
negative) also. The positive and negative aspects are also needed to be known so
that complete pattern and reason of the popularity can be understood. Soft com-
puting techniques [22] will also be incorporated to improve the clustering
performance.
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Optimum Selection of Energy-Efficient
Material: A MCDM-Based Distance
Approach

Chiranjib Bhowmik, Sachin Gangwar, Sumit Bhowmik
and Amitava Ray

Abstract Engineers and manufacturers have encountered a pool of materials
depending upon their physical and non-physical properties. Each and every material
has its own positiveness and negativeness. Therefore, diminishing adverse envi-
ronmental effects from material uses is a big challenge in the backdrop of material
selection procedure. The aim of this paper is to identify the optimum
energy-efficient material from a given set of alternatives in the light of futuristic
growth and environmental constraint based on the performance of the
decision-making algorithm. The proposed work presents an application of
multi-criteria decision-making (MCDM) analysis Entropy-Technique for order of
preference by similarity to ideal solution (TOPSIS) to evaluate the appropriate
optimum energy-efficient material on the basis of tangible criteria. Firstly, Entropy
method is used to figure out precise weight for the criterion from the vagueness of
available data associated in this study. Thereafter, TOPSIS method is utilized to
select and rank the alternative materials according to their importance merit.
Sensitivity analysis is carried out to show the robustness of the selection method-
ology. Study also reveals that, this is among the few analyses in the energy-efficient
material selection which considers environmental threats.
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List of symbols

MCDM Multi-Criteria Decision-Making
TOPSIS Technique for Order of Preference by Similarity to Ideal

Solution
ELECTRE Elimination and Et Choice Translating Reality
AHP Analytical Hierarchy Process
VIKOR VIse Kriterijumska Optimizacija kompromisno Resenje
COPRAS Complex Proportional Assessment
EVAMIX Evaluation of Mixed Data
PROMTHEE Preference Ranking Organization Method for Enrichment

Evaluation
MULTIMOORA Multiobjective Optimization by Ratio Analysis Plus Full

Multiplicative Form
SWARA Step-wise Weight Assessment Ratio Analysis
A1 Alkaline Earth Lead Glass
A2 Silicon
A3 Cast Magnesium
A4 Wrought Magnesium
A5 Cast Nickel Iron Alloy
A6 Lanthanum Commercial Purity min 99%
A7 Magnesium Commercial Purity
A8 Nickel Iron Chromium Alloy HW grade: aged
A9 Cerium Commercial Purity
M1 Density
M2 Bulk Modulus
M3 Compressive Strength
M4 Thermal Conductivity
M5 Thermal Expansion
M6 Resistivity
M7 Cost
M8 Energy Production
M9 CO2 Emission
a Decision maker’s choice
SI Sensitivity index
II Individual influences
UI Unbiased influences
UIA Unbiased influences attributes
n No of alternatives
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1 Introduction

Diversification and rapid utilization of energy-efficient materials amplifies the rate
of infrastructure development all around the globe [1]. Engineers and manufacturers
have encountered a pool of candidate energy materials depending upon their
physical and non-physical properties [2]. In order to maintain their increased
competitive edge and profit margin of the product they always lookout for new
energy-efficient materials and improved manufacturing processes [3]. Therefore, the
selection of energy-efficient material has to face a daunting pressure in the various
fields of study such as petrochemical, engineering design, dentistry, nuclear engi-
neering, pressure vessel system, membrane science and biomedical engineering [4].
So, the design engineer as well as manufacturer has to think twice before selecting
the proper energy-efficient material for any particular application [5]. The engineers
and the manufacturers have to consider various factors like physical properties,
chemical properties, electrical properties, manufacturing properties, material cost,
environmental effect, performance characteristic, availability, etc., while selecting
the optimum material [5]. Furthermore, exploitation of energy-efficient materials
has gained enormous interest during recent years. Wherein, these materials are
usually classified based on density, bulk modulus, compressive strength, thermal
conductivity, thermal expansion and resistivity, etc. Selection of appropriate
energy-efficient material is essential and also a tedious task. Energy-efficient
materials have been exploited in immense scientific and technological applications
[6–8] such as radiation windows, florescent lamp envelopes, television bulbs,
electronic component, photovoltaic cell, lining of furnace, electrical heating ele-
ments, carbon arc lighting and many others. Among the large volume of materials
present in the universe and their numerous conflicting criteria, a more precise
technique is required to select the optimum material. Selection of an optimum
material for any specific application from a finite set of alternatives is an example of
multi-criteria decision-making (MCDM) problem. Various MCDM techniques were
utilized in the past by many researchers for the selection of most suitable materials
in different engineering applications [5]. Jee and Kang [9] utilized
Entropy-Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)
method for the selection of alternative flywheel material. Suitable material for
micro-electromechanical system design has been investigated by Qian and Zhao
[10] using performance index. Shanian and Savadogo [11] applied Elimination and
Et Choice Translating Reality (ELECTRE) for thermal conductor materials selec-
tion. Material suitability index was proposed by Rao [12] to rank the alternative
materials for an engineering application. Nonlinear normalization and modified
digital logic method was developed by Dehghan-Manshadi et al. [13] for material
selection. Chan and Tong [14] adopted gray relation analysis to measure the per-
formance end-of-life product strategy for material selection. An intelligent method
was developed by Ullah and Harib [15] based on imprecise information to solve the
material selection problem. Rao and Davim [16] selected various engineering
components materials using combined TOPSIS and Analytical Hierarchy Process

Optimum Selection of Energy-Efficient Material … 61



(AHP) method. Chatterjee et al. [17] utilized VIse Kriterijumska Optimizacija
kompromisno Resenje (VIKOR) and ELECTRE II methods for material selection.
Rathod and Kanzaria [18] used fuzzy-TOPSIS method to evaluate phase change
material in solar domestic hot water system. Utility additive method was applied by
Athawale et al. [19] for solving the material selection problem. Chatterjee et al. [20]
applied Complex Proportional Assessment (COPRAS) and Evaluation of Mixed
Data (EVAMIX) methods for materials selection. Jahan and Edwards [21] applied
VIKOR method for material selection from a set of alternatives based on interval
data and all types of criteria availability. Anojkumar et al. [22] used four MCDM
methods such as fuzzy-TOPSIS, fuzzy-AHP, fuzzy-ELECTRE and fuzzy-
Preference Ranking Organization Method for Enrichment Evaluation
(PROMTHEE) for the selection of pipes material in sugar industry. Hafezalkotob
et al. [23] proposed a fuzzy-interval weighted Multiobjective Optimization by Ratio
Analysis Plus Full Multiplicative Form (MULTIMOORA) method for selection of
power gears materials. Gul et al. [24] applied fuzzy-PROMETHEE method for the
selection of materials for an automobile instrument panel. Milani et al. [25]
evaluated gear material selection problem for power transmission using different
normalization norms and TOPSIS approach. Zavadskas et al. [26] utilized a single–
valued neutrosophic method based on Step-wise Weight Assessment Ratio Analysis
(SWARA) and MULTIMOORA for the selection of residential house element
material. From the past, research work reveals that various material selection
problem has been extensively carried out employing different MCDM methods.
A very few literatures are available that examine the optimum energy-efficient
material selection for sustainability. Therefore, this study seeks to select the opti-
mum energy-efficient material by an integrated Entropy-TOPSIS methodology for
their best utilization. Shannon Entropy method is used to find the precise weights
for each criterion from the available information [27]. Thereafter, TOPSIS method
is applied to rank and select the alternatives considering beneficial and
non-beneficial effects. This study mainly focuses on nine energy-efficient materials
and their properties. Sensitivity analysis shows the robustness of the integrated
methodology and selection strategy. The study is standardized in the following
manner. Problem formulation has been described in Sect. 2. Methodology and
findings is illustrated in Sect. 3. Sensitivity analysis is shown in Sect. 4. The next
section concludes the paper.

2 Problem Formulation

Optimal material selection is the crucial part for any engineering application in
current era. Any erroneous selection of optimal materials can impose enormous cost
associated with extravagant CO2 emissions to the environment. Therefore, the task
to select the optimum material from all the distinctively available materials becomes
even more difficult. A superior procedure or any robust technique is precariously
needed for the selection of optimal energy-efficient material for sustainability [8].
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In real scenario, energy-efficient materials compared to auxiliary materials are
the superlative choice on the grounds of mitigating emission to the environment.
The quandary embroils testimony of distinct energy-efficient materials that are
passed down in the manufacturing of radiation windows, solar cells, fluorescent
lamp envelop and to select the optimum energy-efficient materials among them [8].
Various energy-efficient materials selected for this study are listed in Table 1. This
study selects nine energy-efficient materials which are, Alkaline Earth Lead Glass
(A1), Silicon (A2), Cast Magnesium (A3), Wrought Magnesium (A4), Cast Nickel
Iron Alloy (A5), Lanthanum Commercial Purity min 99% (A6), Magnesium
Commercial Purity (A7), Nickel Iron Chromium Alloy HW grade; aged (A8) and
Cerium Commercial Purity (A9). Wherein, there corresponding properties are
‘Density; Kg/m3 (M1), bulk modulus; Gpa (M2), compressive strength; Mpa (M3)-
physical properties,’ ‘thermal conductivity; W/mk (M4), thermal expansion;
µstrain/°C (M5)-thermal properties,’ ‘resistivity; µX cm (M6)-electrical property,’
‘cost; GBP/Kg (M7), energy production; MJ/Kg (M8)-economical property’ and
‘CO2 emission; Kg/Kg (M9)-environmental property.’

From Table 1, it is very difficult for any person to select the optimum
energy-efficient materials for sustainability. Because all the materials like A1, A2,
A3, A4, A5, A6, A7, A8 and A9 selected in this research are excellent, but each and
every material composes with rare earth elements which makes them very pricey in
nature. Similarly, each and every material acquires its own positive and negative
properties, respectively. Therefore, the outcome judgement has to correlate all the
energy-efficient materials in regard to all the aspects and choose the optimum one
[8]. So the objective of this work is to find the optimum energy-efficient materials
for sustainability. The hierarchy of the problem is shown in Fig. 1.

Table 1 Energy-efficient materials and their properties [28]

Criteria

Sl. no Materials M1 M2 M3 M4 M5 M6 M7 M8 M9

1 A1 0.113 4.83 36.5 0.47 5.27 1.22 74.7 2578 1.28

2 A2 0.082 13.7 464 86.6 1.11 1.1 164 6164 3.07

3 A3 0.063 4.78 10.1 29.4 13.6 5.35 104 4.99 29

4 A4 0.062 5.07 12.3 28.8 13.6 4.15 119 5.51 32

5 A5 0.290 18.8 31.9 6.35 6.38 108 112 1.37 7.98

6 A6 0.220 3.77 15.9 7.51 2.5 56 261 3.54 20.6

7 A7 0.062 4.78 9.42 86.6 14.1 4.2 104 3.96 32.8

8 A8 0.290 18.8 45.6 6.35 6.38 108 373 1.18 6.84

9 A9 0.238 2.32 13.0 5.77 3.33 75 673 6.57 38.2
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3 Methodology and Findings

Based on the aforementioned dimensions, this study reveals that, there are enor-
mous criterions followed by different alternatives for the optimal energy materials
selection. From the various criterions and alternatives, to select the optimum one is
an example of MCDM application, wherein the study follows an integrated
methodology comprising Entropy-TOPSIS method for the optimal selection of
energy-efficient materials. Figure 2 depicts the flow diagram of the proposed
methodology.

The following steps satisfy the Entropy-TOPSIS methodology to select the
optimum energy-efficient materials.

Fig. 1 Hierarchy of the problem

Fig. 2 Flow diagram of the proposed methodology
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Step 1: Decompose the problem into a hierarchy with control criterion as shown
in Fig. 1. The goal of the problem is placed at the top level of the hierarchy,
whereas criterion and alternatives are placed at the lower level of the hierarchy.

Step 2: After formation of the control hierarchy, the decision matrix is prepared.
In this study, the data have been taken from CES Edu pack (2005) [28] for making
the decision matrix as depicted in Table 1.

Step 3: After formation of the decision matrix, the values are normalized to
maintain the same unit. This study allows Entropy method for the normalization
purpose. The normalization is done using Eq. (1), and the results are depicted in
Table 2. Entropy method consists of following steps to measure the weights of each
criterion suggested by Lotfi and Fallahnejad [27] and Dashore et al. [29].

Pij ¼ Xij

ami¼1Xij
ð1Þ

Step 4: Then the Entropy value for the entire criterion using Eq. (2) is calculated.
The computed values are shown in Table 3.

ej ¼ �k
Xn
j¼1

Pij lnPij ð2Þ

Step 5: Thereafter, degree of divergence is computed using Eq. (3) and tabulated
in Table 4.

dj ¼ 1� ej ð3Þ

Step 6: Then each element of divergence value is divided by its row sum to
calculate the Entropy weight of each criterion. The weighting components are
shown in Table 2.

Table 2 Normalized matrix by Entropy method

Criteria

Materials M1 M2 M3 M4 M5 M6 M7 M8 M9

A1 0.079 0.062 0.057 0.001 0.079 0.003 0.037 0.293 0.007

A2 0.057 0.178 0.726 0.335 0.016 0.003 0.082 0.702 0.017

A3 0.044 0.062 0.015 0.114 0.205 0.014 0.052 0.005 0.168

A4 0.045 0.065 0.019 0.111 0.205 0.011 0.060 0.006 0.186

A5 0.204 0.244 0.049 0.024 0.096 0.297 0.056 0.001 0.046

A6 0.154 0.048 0.024 0.029 0.037 0.154 0.131 0.004 0.119

A7 0.043 0.062 0.014 0.335 0.213 0.011 0.052 0.005 0.190

A8 0.204 0.244 0.071 0.024 0.096 0.297 0.187 0.003 0.039

A9 0.167 0.030 0.020 0.022 0.050 0.206 0.338 0.007 0.222
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Among various criterion, to find the weights of each criterion is very difficult and
can be done by various techniques. In this study, Entropy method is employed
because this method is helpful to find the precise weight from the vagueness of data.
This method will help decision-makers to find the importance of each criterion in a
minimal time [8] (Table 5).

Step 7: After computing the weights of each criterion, normalized decision
matrix is evaluated by TOPSIS method as shown in Table 1. Normalization is done
using Eq. (4). Normalization is required to neutralize the irregularities of different
measurement units associated with various variables in a decision matrix into a
compatible unit. The normalized decision matrix is depicted in Table 6. TOPSIS
model was first put forward by Hwang and Yoon [30], and their application history
was also described by them. According to Chauhan and Vaish [7] and Kumar et al.
[31], TOPSIS implies that a decision matrix having ‘m’ alternatives and ‘n’ criteria
can be pretended to be dilemma of ‘n’ dimensional hyper plane having ‘m’ points
whose whereabouts is obsessed by the value of their criteria [32]. The subsequent
steps discuss the TOPSIS methodology employed in this study.

Pij ¼ xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1 x

2
ij

q ð1� i�m; 1� j� nÞ ð4Þ

Step 8: After normalizing the decision matrix, the weighted normalized matrix is
computed by multiplying the Entropy weights (Table 5) of each attribute to each
element of the normalized decision matrix using Eq. (5). The weighted normalized
matrix is shown in Table 7.

Vij ¼ Pij � wj ð5Þ

Table 3 Entropy values for each element

Criteria

M1 M2 M3 M4 M5 M6 M7 M8 M9

1.307 68.30 322.8 188.8 59.71 253.9 1736 2519 148.3

Table 4 Divergence value

Criteria

M1 M2 M3 M4 M5 M6 M7 M8 M9

2.307 69.30 323.8 189.8 60.71 254.94 1737.8 2520.9 149.3

Table 5 Weight of each criterion

Criteria

M1 M2 M3 M4 M5 M6 M7 M8 M9

0.0004 0.0130 0.0610 0.0357 0.0114 0.0180 0.3273 0.4747 0.0281
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where wj is the weight of the ith criterion and
Pn

i¼1 wj ¼ 1
Step 9: In this step, for every attribute, best performance and worst performance

is computed using Eqs. (6) and (7) by taking the maximum and minimum value
[31]. Before computation, the beneficial and non-beneficial attributes are considered
for this purpose. In this study, the beneficial attributes are M1, M2, M3, M4, M5
and M6, whereas non-beneficial attributes are M7, M8 and M9. The best perfor-
mance values and worst performance values are tabulated in Tables 8, 9 and 10
respectively.

V þ ¼ vþ1 ; vþ2 ; . . .; vþn
� � ¼ Maxvij j�Jj j� �

; Minvij j�Jj j� �� � ð6Þ

V� ¼ v�1 ; v
�
2 ; . . .; v

�
n

� � ¼ Minvij j�Jj j� �
; Maxvij j�Jj j� �� � ð7Þ

Table 6 Normalized decision matrix by TOPSIS method

Criteria

Materials M1 M2 M3 M4 M5 M6 M7 M8 M9

A1 0.204 0.151 0.077 0.003 0.199 0.006 0.086 0.385 0.018

A2 0.148 0.432 0.988 0.666 0.041 0.006 0.190 0.922 0.043

A3 0.114 0.150 0.021 0.226 0.515 0.029 0.121 0.007 0.043

A4 0.113 0.159 0.026 0.222 0.515 0.023 0.138 0.008 0.455

A5 0.525 0.591 0.067 0.048 0.241 0.602 0.130 0.002 0.113

A6 0.398 0.118 0.033 0.057 0.094 0.312 0.303 0.005 0.292

A7 0.112 0.150 0.020 0.666 0.534 0.023 0.121 0.005 0.466

A8 0.525 0.591 0.097 0.048 0.241 0.602 0.433 0.001 0.097

A9 0.430 0.072 0.027 0.044 0.125 0.418 0.780 0.009 0.543

Table 7 Weighted normalized matrix

Alternatives Criteria

M1 M2 M3 M4 M5 M6 M7 M8 M9

A1 0.009 0.001 0.004 0.001 0.002 0.003 0.028 0.183 0.005

A2 0.007 0.005 0.060 0.023 0.004 0.002 0.062 0.437 0.001

A3 0.004 0.001 0.001 0.008 0.005 0.001 0.039 0.003 0.011

A4 0.009 0.002 0.001 0.007 0.005 0.001 0.045 0.003 0.012

A5 0.002 0.007 0.004 0.001 0.002 0.028 0.042 0.009 0.003

A6 0.001 0.005 0.002 0.002 0.001 0.014 0.099 0.002 0.008

A7 0.004 0.001 0.001 0.023 0.006 0.001 0.039 0.002 0.013

A8 0.003 0.007 0.005 0.001 0.002 0.028 0.142 0.008 0.002

A9 0.001 0.009 0.001 0.009 0.004 0.020 0.255 0.006 0.015
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Step 10: This step measures distance from the positive and negative ideal
solution [32]. TOPSIS is a distance-based approach; therefore, for all attributes
distance from the best alternative or positive ideal solution (PIS) and worst alter-
native or negative ideal solution (NIS) is computed using Eqs. (8) and (9) and
depicted in Tables 10 and 11 respectively.

Sþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

vij � V þ� �2vuut ð1� i�m; 1� j� nÞ ð8Þ

S�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

vij � V�� �2vuut ð1� i�m; 1� j� nÞ ð9Þ

Step 11: Determination of closeness measurement: For every alternative, relative
closeness is computed by dividing negative ideal solution by the sum of the dis-
tance to the positive and negative ideal solution, i.e., Ci is determined using
Eq. (10). Ci exhibits the similarity to the positive ideal solution. According to the
magnitude of Ci, alternatives are arranged. The biggest Ci value is selected as the
optimum alternative, and the results of relative closeness are shown in Table 12.

Table 8 Best performance value

Criteria

M1 M2 M3 M4 M5 M6 M7 M8 M9

0.0002 0.0077 0.0602 0.0238 0.0061 0.0289 0.0284 0.0083 0.0005

Table 9 Worst performance value

Criteria

M1 M2 M3 M4 M5 M6 M7 M8 M9

0.0049 0.0009 0.0012 0.0001 0.0004 0.0002 0.2556 0.4379 0.0152

Table 10 PIS value

Alternatives

A1 A2 A3 A4 A5 A6 A7 A8 A9

0.1950 0.4401 0.0690 0.0703 0.0621 0.0960 0.0676 0.1279 0.2365

Table 11 NIS value

Alternatives

A1 A2 A3 A4 A5 A6 A7 A8 A9

0.3417 0.2039 0.4880 0.4855 0.4880 0.4650 0.4886 0.4535 0.4379
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Ci ¼ S�i
Sþ
i þ S�i

1� i�mð Þ ð10Þ

where Ci� 0:1ð Þ. The larger Ci is, the closer alternative to the ideal solution [32].
Finally, the magnitude of all the alternatives is tabulated in Table 12 and ranked

according to the closeness to the ideal solution, wherein the alternative with the
highest value is said to be optimum (A5). Cast Nickel Iron Alloy (A5) is the
preferred choice of energy-efficient material in dispersion of the correlated other
materials with the accustomed equity to wardrobe for environment when different
weights were accustomed to all criteria [33]. This study only deals with the tangible
behavior of the energy-efficient materials. The tangible output is extracted from the
vagueness of information associated with the materials properties. The proposed
methodology also takes care of the unpredictability of the instantaneous output of
the optimum efficient energy materials selection. The methodology undertaken in
this study is user-friendly and time-saving, as the process requires only Microsoft
Office and MATLAB program to validate the results. So, it can serve as an effective
decision-making tool for the materials managers, process engineers and end users.

4 Sensitivity Analysis

Sensitivity analysis is the practical way for determining the effects of uncertainties
with the variation of the criteria of a model and showing substantial effects on the
optimum selection of alternative. Therefore, the uncertainty present in the model
can be justified by this analysis. From the commercial aspects of material selection
strategy, sensitivity analysis is carried out with respect to each criterion.
A mathematical model is proposed by Bhattacharya et al. [34] to combine different
criteria component with the importance weighting found from the Entropy-TOPSIS
method. If the weight assigned to the individual influences a 0\a\1ð Þ, the unbi-
ased influences obtain a weight of 1� að Þ. Thus, sensitivity analysis for alternative
i can be computed using Eqs. (11) and (12).

SIi ¼ a IIið Þþ ð1� aÞ UIið Þ ð11Þ

where IIi is the individual influence measure for alternative i. UIi is the unbiased
influence measure for alternative i and derived as:

Table 12 Ranking order

Alternatives A1 A2 A3 A4 A5 A6 A7 A8 A9

0.636 0.316 0.876 0.873 0.887 0.828 0.878 0.779 0.649

Rank 8 9 3 4 1 5 2 6 7

Optimum Selection of Energy-Efficient Material … 69



UIi ¼ UIAi

Xn
i¼1

1
UIAi

� �" #�1

ð12Þ

where UIAi is the unbiased influences attributes for alternative i. n is the number of
the alternatives (n = 9 in the present case).

The II value, i.e., the comprehensive importance of an alternative, is the unique
quantity found using the proposed Entropy-TOPSIS method. Thus, the II values
used in Eq. (11) are the importance of Ci (normalized) found from Table 12. The
units of UIA are different, but to maintain the similar units normalized UIA values
are chosen. Determination of a values is quite tricky and important. The values of a
depend on the decision maker’s choice regarding the preferences of unbiased and
individual influence measures. A sensitivity plot is strongly recommended to ana-
lyze the effect of a in the selection process. Figure 3 shows the sensitivity plots for
all the alternatives with respect to every criterion. The following cases show the
robustness of the analysis.

Case 1: When a ¼ 0:986 then the optimum alternatives are likely A5, A6, A8,
A1, A9 and A2. Similarly, for a ¼ 0:989 and 0.99.
When a ¼ 0:457 then the optimum alternatives are such as A1, A2, A5,
A6, A8 and A9.
When a ¼ 0:631 then the optimum alternatives are, namely A5, A6, A8,
A9, A1 and A2.

Fig. 3 Sensitivity plot with respect to M1
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When a ¼ 0:64 then the optimum alternatives are, namely A6, A1, A8,
A9 and A2. Figure 3 shows the sensitivity analysis for the above cases
with respect to criteria ‘density’ (M1).

Case 2: When a ¼ 0:986 then the optimum alternatives are such as A5, A6, A9,
A8, A1 and A2. Similarly, for a ¼ 0:986 and 0.983.
When a ¼ 0:785 then all the alternatives are optimum depending upon
the availability and other circumstances.
When a ¼ 0:141 then the optimum alternatives are, namely A4, A1, A5,
A8 and A2.
When a ¼ 0:71 then the optimum alternatives are likely A1, A5, A8
and A2.
When a ¼ 0:81 then the optimum alternatives are, namely A8 and A2.
Figure 4 shows the sensitivity analysis for the above case with respect to
criteria ‘bulk modulus’ (M2).

Case 3: Figure 5 shows the sensitivity analysis for this case with respect to
‘compressive strength’ (M3). In this case all the alternatives are optimum.

Case 4: When a ¼ 0:949 then the optimum alternatives are, namely A5, A3, A6,
A4, A8, A7 and A9.
When a ¼ 0:953 and 0.954 then the optimum alternatives are likely A7,
A3, A4, A6, A8, A9 and A2.
When a ¼ 0:96 then the optimum alternatives are such as A6, A8, A9
and A2.

Fig. 4 Sensitivity plot with respect to M2
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When a ¼ 0:97 then the optimum alternatives are, namely A9 and A2.
When a ¼ 0:99 then the optimum alternative is A2. Figure 6 shows the
sensitivity analysis for the above case with respect to criteria ‘thermal
conductivity’ (M4).

Case 5: When a ¼ 0:951 then the optimum alternatives are likely A5, A7, A3,
A4, A6, A8, A9, A1 and A2. Similarly, for a ¼ 0:954 and 0.956.
When a ¼ 0:92 all the alternatives are optimum.
When a ¼ 0:815 then the optimum alternatives are, namely A2, A9
and A1.
When a ¼ 0:811 the optimum alternatives are such as A8, A9, A1
and A2.
When a ¼ 0:810 then the optimum alternatives are, namely A8, A6, A9,
A1 and A2. Figure 7 shows the sensitivity analysis for the above case
with respect to criteria ‘thermal expansion’ (M5).

Case 6: When a ¼ 0:986 then the optimum alternatives are likely A5, A7, A4,
A3, A6, A8, A9, A1 and A2.
When a ¼ 0:901 then the optimum alternatives are, namely A5, A6, A8,
A9, A1 and A2. Similarly, for a ¼ 0:811. Therefore, the sensitivity
analysis for the above case with respect to criteria ‘resistivity’ (M6) is
depicted in Fig. 8.

Case 7: When a ¼ 0:88 then the optimum alternatives are such as A5, A4, A1,
A6, A8, A9 and A2.

Fig. 5 Sensitivity plot with respect to M3
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Fig. 6 Sensitivity plot with respect to M4

Fig. 7 Sensitivity plot with respect to M5
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Fig. 8 Sensitivity plot with respect to M6

Fig. 9 Sensitivity plot with respect to M7
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When a ¼ 0:65 then the optimum alternatives are likely A5, A4, A6, A8,
A9 and A2. Figure 9 shows the sensitivity analysis for the above case
with respect to criteria ‘cost’ (M7).

Case 8: When the value of a ¼ 0:74 then all the alternatives are optimum.
Figure 10 shows the sensitivity plot for this case with respect to criteria
‘energy production’ (M8).

Case 9: When a ¼ 0:92 then all the alternatives are optimum. Sensitivity plot for
this case with respect to criteria ‘CO2 emission’ (M9) is depicted in
Fig. 11.
When a ¼ 0:60 then the optimum alternatives are likely A5, A3, A4, A6,
A7 and A9.

The graphical representation of Figs. 3, 4, 5, 6, 7, 8, 9, 10 and 11 is based on
sensitivity index values with respect to relative criterion. The selection of
energy-efficient alternatives with respect to every criterion followed the analogy
‘higher the better.’

Fig. 10 Sensitivity plot with respect to M8
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5 Conclusion and Future Scope

The optimal material selection is an important aspect of material management and
essential to material planning. It is a complex multi-criteria decision-making
problem that includes both qualitative and quantitative factors which are often
assessed with imprecise data and human judgement. Various methods have been
proposed to analyze material selection. An efficient assessment system is essential
for appropriate energy-efficient material selection for sustainability. This study uses
a theoretical case in the form of an arithmetical illustration. Considering the fact of
various crucial factors on the optimum energy-efficient material selection, the
proposed methodology addresses the major issues and the alternatives considered in
this study. The application of integrated Entropy-TOPSIS methodology gives an
orderly and reasonable explanation to the decision maker. Weighting factors
influence has also been discussed using Entropy method. Each approach suggests
its own pros and cons, but completely it is preferred by the decision maker to go
with. This study shows that Cast Nickle Iron Alloy (A5) is the optimum choice of
energy-efficient material for the accustomed dilemma by the integrated methodol-
ogy. It is also evident from the sensitivity analysis for all the nine cases. At this
juncture, this research can select A5 material because study follows the analogy ‘the
higher one, the better one’ but when A5 is exhausted then remaining alternative
materials may be used according to availability. The main features of the potential
selection can be catalogued below:

Fig. 11 Sensitivity plot with respect to M9
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• Recommending an exemplary which simultaneously brings about;
energy-efficient material selection and procedure appropriation,

• This research identifies the most critical factors for optimum energy-efficient
material selection. Sensitivity analysis shows the robustness of the combined
entropy-TOPSIS approach.

Again, there is a scope of future research in the areas of the intangible behavior
of the energy-efficient materials properties and their unpredictability toward the
output of the selection procedure. Further investigation may also assimilate a
practice to contemplate new restraints in prospective Entropy-TOPSIS method.
Alternative optimization techniques alike artificial neural network, bee-colony
optimization, etc., seems to be practical to appraise and putrid the energy-efficient
materials properly.
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Role of Sodium, Potassium and Synaptic
Conductance in STN-GPe Model of Basal
Ganglia in Parkinson Disease

Jyotsna Singh, Phool Singh and Vikas Malik

Abstract This work focuses on the causes of alterations, in the discharge patterns
generated STN-GPe network of basal ganglia in Parkinson disease. Model used in
this manuscript is conductance based which has various ionic currents like sodium,
potassium, calcium and synaptic current etc. These parameters along with various
ionic currents like applied current and leakage current are used to generate the
membrane potential for healthy primate and Parkinson disease condition. This
membrane potential is used to calculate the correlation coefficient among healthy
and Parkinson primate and it has been found that discharge patterns has low cor-
relation coefficient between healthy primate and Parkinson condition. Focus of this
study is to target the parameters which play a significant role for improving the
correlation among healthy primate and Parkinson condition and also to study the
effect of one parameter in comparison to other parameter on correlation coefficient.
This study is important to look into the causes of deviation of Parkinson discharge
pattern and to identify the parameters which might play a crucial role in treating the
disease.
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1 Introduction

It is evident in subthalamic nucleus (STN) that there is an increased incidence of
oscillations and burst firing, as well as higher overall spike rates, as observed in
experimental findings [1] and clinical parkinsonian states [2, 3]. These parkinsonian
alterations in subthalamic nucleus outputs may arise through reciprocal synaptic
interactions of subthalamic neuron with neurons in the external segment of the
globus pallidus [4–6]. Subthalamic nucleus neurons also receive glutamatergic
inputs from other brain areas, however, including cortical inputs via the so-called
hyper-direct pathway, offering an alternative source for the modulation of subtha-
lamic nucleus activity. Individual subthalamic neurons can also fire bursts in rat
subthalamic slice [7–9]. Parkinson disease (PD) is a neurodegenerative pathology
which is characterized by rigidity, tremor and movement abnormalities. The main
cause to this disease is the progressive loss of nigrostriatal dompaminergic neuron
in substantia nigra (SNc) and other nuclei of the basal ganglia [10, 11]. Many
hypothesis have postulated the development in neuro-anatomical and physiological
changes in basal ganglion circuits, which leads to motor dysfunction [12].
Comprehensible answer to the cause of this neuro-anatomical and physiological
change is still not clear among the presence of various conflicting results and
data [13].

There are various models which depicts the basal ganglia dysfunction on account
of the development of Parkinson motor symptoms. The Rate Model [14–16] poised
that the Parkinson motor symptoms were the result of change in mean discharge
rate in basal ganglia circuit. Experimental studies [14–16] are although supported
by human and non-human primates [17], but a recent study [3], failed to show in
non-human primate the increase in rate of discharge in internal globus pallidus
(GPi) in Parkinson disease. In addition to this, in Parkinson patients the pallidotomy
is said to be reduced rather than increase [17, 18], while there is an increase in rate
of discharge in GPi in subthalamic nucleus during deep brain stimulation
(DBS) with improvement in motor signs [19]. Above observations put doubt on the
validity of Rate Model and it led various other theories like bursting and oscillation
in a particular frequency range [20].

In DBS, oscillation synchrony is observed in STN and GPi in the beta band [21],
in a PD patient [22, 23]. Other studies have shown that pathological STN drive in
Parkinson disease modifies the electrophysiological activities in GP, which in turn
disrupts the normal function of basal ganglia [24, 25]. Thus the role of neuronal
activity within basal ganglia in the development of Parkinson disease remains
unclear. The aim of this study is to characterize the changes in neuronal activity in
conductance-based subthalamic nucleus model with respect to calcium, potassium,
sodium and synaptic conductance for healthy and PD condition. Our focus is on the
connection of subthalamic nucleus in basal ganglia model in hyper-direct pathways
as shown in Fig. 1 (Schematic diagram of STN-GPe architecture in basal ganglia in
Parkinson disease) [26].
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2 Architecture of Subthalamic Nucleus and Globus
Pallidus External in Basal Ganglia in Parkinson Disease

Basal ganglia is the part of fore-brain which is mainly responsible for motor action
and activity selection. It has three main nuclei: striatum, subthalamic nucleus and
globus pallidus. Various ionic currents flow through them and their concentration
determines the spiking pattern in healthy primate and in Parkinson condition. There
are few nuclei in basal ganglia which need to be targeted in case of Parkinson
disease, and subthalamic nucleus (STN) is one of them [1]. Subthalamic nucleus
directly receives signal from cortex. It provides excitatory post-synaptic signals to
globus pallidus and other nuclei. It receives inhibitory post-synaptic signal from
globus pallidus. This information is processed via indirect pathway in globus
pallidus and subthalamic nucleus network and in hyper-direct pathway in subtha-
lamic nucleus and globus pallidus external (GPe) network. This is still a largely
unknown area that what are the cellular mechanisms which are responsible for the
change in the reading of cortical activity by the dopamine-depleted architecture of
STN-GPe in basal ganglia. Schematic diagram of STN-GPe architecture in basal
ganglia in Parkinson disease is shown in Fig. 1.

3 Formation of STN-GPe Model

A conductance-based model has been considered to generate the activity patterns in
Parkinson disease in the subthalamic nucleus model of basal ganglia. This model
(9) incorporates calcium current along with potassium and sodium current. It also
considers the synaptic currents from GPe and applied current. This model calculates
the membrane potential inside subthalamic neuron in healthy primate and Parkinson
condition. There is little variation in the concentration of current in Parkinson
disease as compared with the healthy primate. Due to this difference, discharge

Fig. 1 Schematic diagram of
STN-GPe architecture in
basal ganglia in Parkinson
disease
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patterns (spiking patterns) vary with respect to time in both the cases. Equation
governing membrane potential is given (9):

C
dV
dt

¼ Iapplied � Ileakage � IK � INa � IT � ICa � IAhp � ISyn ð1Þ

where different membrane currents are given by

INa ¼ gNa � m3
1 � h � ½V � VNa� ð2Þ

Ik ¼ gk � n4 � ½V � Vk� ð3Þ

Ileakage ¼ gl � ½V � Vl� ð4Þ

IT ¼ gT � a31 � Vð Þ � r � ½V � VCa� ð5Þ

ICa ¼ gCa � s31 � Vð Þ � ½V � VCa� ð6Þ

IAph ¼ gAph � ½Ca�
½Ca� þ k1

� ½V � Vk� ð7Þ

VCa, Vk, VNa and Vleakage are the calcium, potassium, sodium and leakage
membrane potential. k1 is the dissociation constant of Ca2+-dependent AHP current.
Applied current Iapp current is used to adjust the membrane resting potential with
the experimental data [6, 28, 29].

The equation for gating variable m, n, h, s and a is given as under

dx
dt

¼ /x x1ðVÞ � x½ �
sxðVÞ ð8Þ

/ is the constant in the equation for gating variables. Synaptic current Isyn in the
subthalamic neuron is computed as a sum of synaptic currents from the GPe and
other feedback neurons (9). Synaptic current Isyn is defined by considering the
synaptic inputs from GP to STN and from feedback neurons to STN.

Isyn ¼ ggs � sg½V � Vgs� þ gfs � sf ½V � Vfs� ð9Þ

Here, ggs and gfs are the synaptic conductance and sg and sf are synaptic vari-
ables. Dopamine depletion is the main cause of Parkinson disease [27, 29]. The
depletion in dopamine can be shown with the help of synaptic inputs as synaptic
input has an important effect on the information processing within the cell. In this
study, two synaptic variables has been considered, sg and sf. Strength of synaptic
current has been modulated with the help of these variables, and it is used to show
higher and lower dopamine levels [30], so that the lower values of sg and sf
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correspond to lower dopamine levels and stronger conductance and higher values
represents the opposite.

The values of synaptic strengths in the normal state (high dopamine level) are
taken as gfs = 0.215 and ggs = 0.695, and the maximal conductance of the AHP
current in subthalamic neuron is gAHP = 4.23 nS/mm2. The values of synaptic
strengths corresponding to the PD (low dopamine level) state are ggs = 1.39,
gfs = 0.43, with subthalamic cells AHP conductance set to gAHP = 8.46 nS/mm2 (9).

Systems of differential Eq. (1) has been simulated in MATLAB 7.14 (i7 Intel
processor, 4 GB RAM machine) using ODE45 for different time period.
Explanation to which has been provided in next section.

4 Analysis of Discharge Patterns Within STN-GPe Model
of Basal Ganglia in Parkinson Disease

Above discussed model has been used to generate the spiking patterns within
subthalamic model of basal ganglia in healthy primate and Parkinson disease. These
spiking patterns show bursting, which is the common sign of Parkinson disease as
shown in Fig. 2. These spiking patterns are further characterized on the basis of
their variability in relation to various ionic currents used in the conductance-based
model. The characterization of activity pattern is performed on the basis of corre-
lation coefficient between healthy discharge patterns referred as STN and diseased
discharge patterns, referred as STNP. The objective of this analysis is to identify the
ionic parameter which highly influences the discharge patterns in PD. The analysis
gives some insight into the deviation of diseased discharge pattern from healthy
patterns. It also presents the analysis of dependence between different parameters
and their implications on the patterns generated.

Value of different parameters used in the model is specified in Table 1 (9).
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Fig. 2 Bursting in
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Discharge patterns generated inside subthalamic nucleus for both healthy
(STN) and Parkinson condition (STNP) are simulated and analyzed for various time
spans. Initially, the model is simulated for 500 ms. The value of applied current Iapp
is taken as 32 nA. The value of other parameters is specified in Table 1 and in the
section, formation of Model. In both the cases, synaptic conductance influences the
generation of spikes. Cellular changes occurring in striatum and post-synaptic and
due to dopamine loss may lead to synaptic dysfunction. These changes will also
impact the connecting nuclei, subthalamic nucleus and globus pallidus. So due to
alterations in the glutamatergic receptors, the maladaptive forms of synaptic plas-
ticity, contribute to the clinical features of PD [31]. Therefore, synaptic strength is
an important parameter. Synaptic strength has been modulated to generate the
spiking pattern of PD primate (9). In healthy primate, the strength is 1.5 and for PD
the strength is 1. Correlation coefficient has been an important parameter to com-
pare discharge patterns in healthy and Parkinson primate. Better the correlation
coefficient, the more inclination of diseased patterns is toward healthy discharge
patterns.

Table 1 Parametric values
for subthalamic neuron

Parameter Value Unit of measurement

C 1 pF (lm2)

Iapp 32 pA (lm2)

gl 2.25 nS (lm2)

gk 45 nS (lm2)

gNa 37.5 nS (lm2)

gT 0.5 nS (lm2)

gCa 0.5 nS (lm2)

Vl −60 mV

Vk −80 mV

VNa 55 mV

VCa 140 mV
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It has been approx 0.9551 in our earlier work [26]. The difference between STN
and STNP has depicted in frequency domain in Fig. 3. The improved correlation is
shown in Fig. 4.

Our focus is to further improve it in the current work and to identify the
parameters which are dependent on each other and effect the system in positive or
negative ways.

4.1 Effect of Synaptic Conductance on STN-GPe Model
in Parkinson Disease

Synaptic inputs play an important role in the conductance and information flow
between different nuclei in the brain. Here, our focus area is subthalamic nucleus
and its neighboring neuron, i.e., globus pallidus external. Subthalamic nucleus
receives inhibitory input from globus pallidus and synaptic input from other neu-
rons. Entire information inside subthalamic neuron depends upon the membrane
potential computed by taking into consideration the input from all neighboring
neurons. Here, our concentration parameters are ggs and gfs. These are the synaptic
conductance while computing Isyn. ggs and gfs play an important role in improving
the correlation coefficient between STN and STNP. It is shown in Table 2 and the
graphs, which show the improved correlation coefficients in Figs. 6 and 7. Initial
values of ggs and gfs were 1.39 and 0.43. We have modulated the values, ggs = 2.5
and gfs = 0.1 and seen the effect on the model. At a particular value of ggs and gfs, it
gives the maximum correlation as shown in Fig. 7.

Figure 5 displays the discharge pattern generated in STN-GPe network for
enhanced calcium membrane potential VCa = 235–275 mV and ggs = 1.39 and
gfs = 0.43. Figure 6 displays the correlation coefficient for VCa = 235–275 mV and
ggs = 1.39 and gfs = 0.43. Correlation coefficient if approx. equal to 0.9951 for
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Table 2 Parametric values
of ggs, gfs and correlation
coefficient computed

ggs gfs Correlation coefficient

2 0.4 0.9622

2 0.3 0.9648

2 0.2 0.9674

2 0.1 0.9702

2.8 0.3 0.9711

2.8 0.2 0.9712

2.9 0.1 0.9712

2.7 0.22 0.9713

2.5 0.22 0.9713

2.6 0.22 0.9715

2.5 0.12 0.9716

2.5 0.17 0.9716

2.5 0.1 0.9718
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VCa = 246 mV. Figure 7 displays the enhanced correlation when we change the
value of synaptic conductance to ggs = 2.5 and gfs = 0.1 for VCa = 246 mV. Now it
becomes approx equal to 0.9718.

4.2 Effect of Potassium Membrane Potential on STN-GPe
Model in Parkinson Disease

Calcium, sodium and potassium are important parameters for human brain. This
study represent the effect on Parkinson disease discharge patterns when the con-
centration of potassium membrane potential has been modulated keeping in view
the other parameters values as VCa = 235–275 mV, VNa = 55 mV and ggs = 2.5
and gfs = 0.1. Other parameters remain unchanged (9). Initial value of potassium
was −80 mV. We have modulated it in the range from −60 to −100 and recorded
the change in discharge pattern for each value. Results are displayed for different
values of Vk in Figs. 8, 9, 10 and 11.

We generated spikes for different time spans for healthy and Parkinson disease
condition for subthalamic nucleus model discussed above. Initially, the spikes
generated for 250 ms then 500 ms till 10,000 ms. These spikes/discharge patterns
are compared by calculating their correlation coefficient. Figure 7 represents the
correlation coefficient for STN and STNP for 250 ms. Value of calcium membrane
potential VCa is consider between 235 and 275 mV, sodium membrane potential is
55 mV and potassium membrane potential is also modulated from −60 to
−100 mV. Figure 8 shows the correlation coefficient for Vk = 60 mV, Fig. 9 for
Vk = 70 mV, Fig. 10 for Vk = 80 mV and Fig. 11 for Vk = 100 mV. There is
variability in the correlation coefficient with change in the potassium membrane
potential. But there is no significant improvement in the correlation coefficient with
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increase or decrease in the potential due to potassium ionic current. Increasing
calcium significantly improves the correlation among STN and STNP, but increase
in potassium display the opposite effect on results.
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Fig. 9 Correlation coefficient
graph between STN and
STNP for VCa = 235
−275 mV, VNa = 55 and
Vk = −70 mV
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4.3 Effect of Sodium Membrane Potential on STN-GPe
Model in Parkinson Disease

After observing the not so significant effect of potassium ionic current on subtha-
lamic nucleus model in Parkinson disease, we focused on the other important
parameter, i.e., sodium ionic current in human brain. Our focus was to further
improve the correlation among STN and STNP, which was improved by increasing
the concentration of calcium ionic current from 140 mV to in a range between 235
and 275 mV. The results are promising for VCa = 246 mV. We can not arbitrary
increase the calcium concentration alone. It might have adverse effect on the entire
system. To check whether the combination of calcium and sodium might play a
significant role for Parkinson patients, we modulated the value of sodium potential
from its ideal value, i.e., 55 mV. Cross-correlation for VNa = 10−100 mV has been
computed and represented in Table 3. Correlation coefficient has been plotted for
four different values of VNa, 40, 45, 50 and 65 mV. Maximum value of correlation
coefficient computed is for VNa = 55 mV. This is the initial value of the system.
Changing the value of sodium ionic current with calcium ionic current does not
effect the system in a positive way. Calcium alone plays a significant role along
with the synaptic conductance

Table 3 shows the correlation coefficient computed for different values of
VNa = 10–100 mV. Correlation improves from 0.293 to 0.2348 from VNa = 10 to
20 mV. It decreases for VNa = 30–40 mV. It again start improving for VNa = 45
−55 mV. It is maximum for VNa = 55 mV, and it starts decreasing again after
VNa = 65 mV till 100 mV. Values of correlation coefficient has been computed for
Vca = 235–275 mV for each modulated value of sodium ionic current. Correlation
coefficient graph for selected values of VNa has been shown in following figures.

Figures 12, 13, 14 and 15 show the correlation coefficient graph between STN
and STNP for a range of sodium membrane potential between 55 and 95 mV and
corresponding value of calcium membrane potential in the range between 235 and
275 mV. We can clearly see the variance in the graph generated. There is no
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Table 3 Parametric values of
VNa and correlation coefficient
computed

VNa(mV) Correlation coefficient

10 0.293

15 0.1877

20 0.2348

30 0.1374

40 0.0626

45 0.3069

50 0.9059

55 0.9551

65 0.8197

70 0.2225

75 0.0853

80 0.1268

85 0.1588

90 0.1595

95 0.1419

100 0.116
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significant improvement in the correlation coefficient if we simultaneously increase
the value of calcium and sodium membrane potential. Maximum correlation
achieved in this case is between 0.6 and 0.7.

5 Conclusion

This work demonstrates that STN-GPe model account for the symptoms of
Parkinson disease. It generates oscillation and bursting in Parkinson disease.
Calcium, sodium and potassium ionic currents are important for information flow
inside the human brain. Due to the depletion of dopamine, the connections got
disrupted between different nuclei. But the cause to this dopamine depletion is not
yet completely understood. Here, the connection taken into consideration is
between subthalamic nucleus and globus pallidus external. We have considered
above-mentioned ionic currents along with synaptic conductance to study their
effect on the discharge patterns generated inside subthalamic nucleus. Our findings
are that calcium current is very important for the identification of PD Primate. It is
also a very important parameter to improve the correlation among spiking pattern of
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Non-PD and PD primate. The abnormal calcium influx may be aggravated by
subthalamic nucleus through a mechanism involving NMDA glutamate receptors.
But for the entire process of excitations and inhibition due to glutamate and GABA
receptors is limited by the timing of depolarization of the model. Along with
calcium, synaptic conductance also plays important role in improving the correla-
tion among healthy and PD primate. Other parameters under study for the time
period from 0 to 250 ms do not put any significant effect on the model in Parkinson
disease. This model can be exploited further to use any optimization technique for
the improvement of correlation between PD and healthy primate.
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A New Hybrid Algorithm Using
Chaos-Enhanced Differential Evolution
for Loss Minimization with Improvement
of Voltage Profile of Distribution Systems

S. Mandal, K. K. Mandal and B. Tudu

Abstract Optimal operation of distribution systems plays an important role in the
successful economic and secure operation of modern-day power systems under
deregulated environment. Reduction in distribution loss and enhancement of bus
voltage profile is often considered as the key parameters for economic and secure
operation for distribution systems. Various methods including both mathematical
and methods based on soft computing techniques have been utilized to address
these problems. As reported in the literature, success of any heuristic technique
greatly depends on the determination of optimal values of control parameters.
Unfortunately, no analytical and straightforward method is available for the pur-
pose. Usually, these parameters are selected experimentally considering different
combination each time. A new hybrid algorithm using differential evolution and
chaos theory is presented in the present work. Tent map chaotic sequence is utilized
for self-adaptation of control parameters. The method is referred as tent map dif-
ferential evolution (TMDE) in this work. The proposed hybrid algorithm is tested
on 33-bus radial distribution system for validation and demonstration purpose.
Systematic simulation results are presented and compared with same obtained by
other modern techniques. It has been observed that it is capable of producing higher
quality solution.
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1 Introduction

Proper and effective planning of reactive power compensative devices can signif-
icantly improve the performance of distribution systems. Distribution systems are
generally operated at low-voltage level, and a substantial amount of power loss is
associated with the distribution systems. As a result, sometimes bus voltage may
violate the specified limits. Thus, system reliability is largely affected. Placement of
capacitors is often considered as one of the simple and effective means for com-
pensation of reactive power in distribution systems. For achieving maximum eco-
nomic as well as technical benefits, capacitors of optimal sizes should be placed at
optimal locations. This is specially required for a deregulated electricity industry
where reactive power is traded as ancillary services and supplied by ancillary
service providers. Thus, in a competitive deregulated electricity market mainly two
objectives are taken into account during the problem formulation. Minimization of
system operational cost by minimizing the system loss thereby maximization of
profit is one of the objectives. While minimizing the loss by capacitor placement,
cost of the compensating devices should be considered because that will finally
affect the profit for the project. Another one is the enhancement of bus voltage
profile which is associated with the system reliability and service quality.

In recent years, many optimization techniques have been proposed to solve this
complex nonlinear constrained optimization problem. Nonlinear programming [1,
2], genetic algorithm [3, 4], tabu search [5], artificial bee colony [6, 7], bacteria
foraging [8, 9], gravitational search algorithm [10], harmony search [11, 12] and
particle swarm optimization [13] have been successfully applied to address the
problem. Abdelaziz et al. [14] proposed a new algorithm using flower pollination
optimization technique to find the optimal sizes and location of capacitors in radial
distribution systems. The proposed algorithm was tested on several systems
including 15-bus system, 69-bus system and 118-bus system, and encouraging
results were presented. Das et al. [15] presented a new method using loss sensitivity
factor and cuckoo search algorithm. Teaching learning-based optimization tech-
nique was proposed for capacitor placement problems in distribution systems by
Sultana et al. [16]. Recently, Gnanasekaran et al. [17] developed a new algorithm
using shark smell optimization technique for optimal placement of capacitors in
radial distribution systems, and encouraging simulation results were presented.
A new and comprehensive objective function formulation for capacitor placement
in distribution networks was proposed by Karimi et al. [18], and a particle swarm
optimization algorithm was used for demonstration purpose.

Differential evolution (DE) is one of the efficient members of evolutionary
algorithms and was proposed by Storn and Price in the year 1995 [19]. DE is a fast
and simple optimization technique which has been successfully applied for solving
a wide variety of complex engineering problems. One of the major drawbacks for
almost all modern heuristic techniques is the setting of control parameters on which
success of the particular method is largely dependent. Further, these parameters are
in general problem dependent. In other words, these parameters are to be selected
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separately each time for different problems. It becomes a tedious job as there is no
well-defined rule for parameter selection. Thus, a wrong parameter may affect the
performance and sometimes may converge to suboptimal solution and even stag-
nation may occur. A new parameter adaptive strategy for DE is proposed in this
work using chaotic sequence. For the present work, tent map chaotic sequence is
utilized and it is termed as tent map differential evolution (TMDE). The proposed
algorithm is applied for solving loss minimization and profit maximization prob-
lems of distribution networks. The simulation results show that the performance of
DE is enhanced and is capable of avoiding premature convergence.

2 Problem Formulation

The primary aim of the present work is to reduce system loss with enhancement of
bus voltage profile. This section describes the problem, and finally objective
function is formulated.

2.1 Power Loss Calculation

Power loss for a radial distribution system can be determined by adding up the
losses for all the lines of the system. Single-line diagram of a feeder with n number
of bus is shown in Fig. 1.

From the above, following set of equations relating active power, reactive power
and voltage for ith bus can written for loss calculation.

Piþ 1 ¼ Pi � PLiþ 1 � Ri;iþ 1 P2
i þQ2

i

� �.
Vij j2

h i
ð1Þ

Qiþ 1 ¼ Qi � QLiþ 1 � Xi;iþ 1 � P2
i þQ2

i

� ��
Vij j2

h i
ð2Þ

Viþ 1j j2¼ Vij j2�2 Ri;iþ 1 � Pi þXi;iþ 1 � Qi
� �þ R2

i;iþ 1 þX2
i;iþ 1

� � P2
i þQ2

i

� �
Vij j2 ð3Þ

Fig. 1 Single-line diagram of
a distribution feeder
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where

Pi is the real power flowing out of bus i
Qi is reactive power flowing out of bus i
PLi represents active load at ith bus
QLi represents reactive load at ith bus
Ri;iþ 1 indicates the resistance and reactance of the line section between buses i and
i + 1
Xi;iþ 1 indicates the resistance and reactance of the line section between buses i and
i + 1
Vi is the voltage of ith bus.

The real power loss of the line section between buses i and i + 1 can be obtained
as

PLoss i; iþ 1ð Þ ¼ Ri;iþ 1 � P
2
i þQ2

i

Vij j2 ð4Þ

Thus, total real and reactive power loss for the system can be determined as

PT ;Loss ¼
Xn
i¼0

PLoss i; iþ 1ð Þ ð5Þ

QT ;Loss ¼
Xn
i¼0

QLoss i; iþ 1ð Þ ð6Þ

where

PT ;Loss indicates total real power loss of the system under consideration
QT ;Loss indicates total reactive power loss of the system under consideration.

2.2 Cumulative Voltage Deviation

One of the objectives for the present work is the improvement of bus voltage profile
for enhancing system performance. Thus, voltage deviation is to be kept as smaller
as possible. Cumulative voltage deviation (CVD) is considered as a measure for bus
voltage enhancement [20] and is expressed as

CVD ¼
0 for 0:95�Vi � 1:05Pn
i¼1

1� Vij j otherwise

8<
: ð7Þ
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2.3 Objective Function Formulation

The primary objective for the present problem is to minimize system loss and
enhancement of bus voltage profile subject to several equality and inequality
constraints. Thus, it is expressed as

Minimize f ¼ Minimize w1 � PL; Compensated

PL; Uncompensated
þw2 � CVDCompensated

CVDUncompated

� �
ð8Þ

where

PL;Compensated indicates the real power loss of the compensated system
PL;Uncompensated represents the real power loss of the uncompensated system
w1 and w2 are the two weight factors. For loss minimization w1 ¼ 1 and w2 ¼ 0,
whereas w1 ¼ 0 and w2 ¼ 1 result in minimization of cumulative voltage
deviation. When both loss and voltage deviation are considered, both are set to 1,
i.e., w1 ¼ 1 and w2 ¼ 1.

2.4 Constraints

The above function is to be minimized subject to the several equality and inequality
constraints.

(i) Power balance constraints:

At every instant, both active and real power constraints must be satisfied and can be
expressed as

PSlack ¼
Xn
i¼1

PDi þ
XnL
j¼1

PLj ð9Þ

QSlack þ
XnB
i¼1

QCi ¼
Xn
i�1

QDi þ
XnL
j¼1

QLi ð10Þ

where

PSlack and QSlack are the active and reactive power of the slack bus, respectively.
PDi and QDi are the active reactive power demand of ith bus, respectively.
PLj and QLj represent active and reactive power loss at jth line, respectively.
n; nB and nL indicate the total bus number, number of buses where compensation
devices are connected and number of lines, respectively.
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(ii) Bus voltage constraints:

For maintaining service quality, bus voltages must be maintained within specified
limits and it is expressed as

Vmin
i �Vi �Vmax

i
i ¼ 1; 2; . . .; n

ð11Þ

where Vmin
i and Vmax

i are the minimum and maximum bus voltage limits.

(iii) Reactive power compensation limits:

For a practical system, reactive power compensation at the buses must be limited by
lower and upper limits and it is represented as

Qmin
Ci �QCi �Qmax

Ci

i ¼ 1; 2; . . .; nB
ð12Þ

(iv) Maximum reactive power compensation:

For practical point of view, maximum reactive power compensation must be less
than the reactive power demand and is expressed as

XnB
i¼1

QCi �
XnL
j¼1

QDj ð13Þ

3 Power Loss Index

Power loss index (PLI) is used to identify the potential candidates for placing
reactive power compensating devices. Real power loss is calculated for all buses
except the slack bus for the uncompensated system. Reactive power injected at each
bus is equal to the reactive load except slack bus. Thus, power loss index (PLI) for
the kth bus can be expressed as

PLI kð Þ ¼ LR kð Þ � LRmin

LRmax � LRmin ð14Þ

where

LR kð Þ is the loss reduction (LR) for the kth bus
LRmin and LRmax are the minimum and maximum loss reduction, respectively.

The buses with higher loss are characterized with lower bus voltage. Therefore,
these buses are the potential candidates for reactive power compensation. The buses
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are arranged in decreasing order depending on power loss index, and the list of
candidates is prepared.

4 Differential Evolution (DE)

Differential evolution (DE) is one of the efficient and powerful global optimization
techniques and was proposed by Storn and Price in 1995 [19, 21]. Since its
inception in 1995, various optimization problems in engineering and science have
successfully solved by DE. According to several reports in the literature, DE has
shown the capability in producing competitive performance in terms of conver-
gence characteristics, speed and global optimum values. Several variants of DE
have been reported to enhance its performance. It is easy to implement and has only
four steps: initialization, mutation, crossover and selection.

4.1 Initialization

Let there be d-dimensional decision variables in the problem search space. It begins
randomly the initialization process of NP individuals with d-dimensional decision

variables. Thus, if x oð Þ
i;j represents the jth component of the ith decision variables,

then it can be expressed as

x 0ð Þ
i;j ¼ xmin;j þ randi;jðÞ xmax;j � xmin;j

� �
i ¼ 1; 2; . . .NP j ¼ 1; 2; . . .d

ð15Þ

where randi;jðÞ is a random number within 0 and 1 including both the upper and
lower values. If P Gð Þ denotes the population that evolves after Tth iteration, then it is
expressed as

PðTÞ ¼ XðTÞ
i

h
; . . .;XðTÞ

NP

i
ð16Þ

XðTÞ
i ¼ XðTÞ

1;i

h
; . . .XðTÞ

d;i

i T

i ¼ 1; . . .NP

ð17Þ
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4.2 Mutation Operation

Mutation operation is the method which is utilized to create mutant or donor vectors
Við Þ with the help of vector difference. Several variants of DE are available in the

literature depending on vector difference of parent or target vectors Xið Þ. For this
work, DE/rand/1 is used. The mutation operation can be described as follows:

V ðTÞ
i ¼ XðTÞ

k þ FM XðTÞ
l � XðTÞ

m

� �
ð18Þ

where Xk ;Xl ; Xm are chosen randomly from the set of parent vectors Xið Þ and
k 6¼ l 6¼ m 6¼ i: The mutation factor FM is one of the important control
parameters of DE and is used for scaling the vector difference. It is normally
selected by the user within the range [0, 2].

4.3 Crossover Operation

Crossover operation is used for mixing the components of mutation or donor
vectors with parent or target vectors and thus trial vectors Uið Þ are created. DE
uses two crossover methods called binomial and exponential. For the present work,
binomial method is used which can be expressed as

UðTÞ
j;i ¼ V ðTÞ

j;i ; if randi;jðÞ�CR or j ¼ N

XðTÞ
j;i ; otherwise

(
ð19Þ

where randi;jðÞ is a uniform random number within [0, 1] and N is any randomly
chosen natural number from 1; 2; . . .d½ �. This ensures that at least one component of
trial vector Ui is selected from mutant vector Vi. The crossover factor is another
important predefined control parameter of DE. Diversity of the population is con-
trolled by CR.

4.4 Selection Operation

Selection operation is the last step of DE which determines whether parent vector Xi

or trail vector Ui is to be selected for the next iteration. If f is the objective function,
then it is described as

XðT þ 1Þ
i ¼ UðTÞ

i ; if f UðTÞ
i

� �
� f XðTÞ

i

� �
XðTÞ
i ; otherwise

(
ð20Þ
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5 Tent Map Differential Evolution (TMDE)

Various search strategies such as simplex crossover search strategy, orthogonal
search strategy and chaotic search strategy have been used to enhance the perfor-
mance of many meta-heuristic techniques like DE and particle swam optimization
(PSO) [22]. For the present work, chaotic search strategy is used. Chaos is a special
branch of mathematics which is associated with chaos phenomenon in nature.
Actually, chaos is a typical classic nonlinear dynamical system which is charac-
terized with ergodicity and randomicity and very sensitive to initial conditions.
Because of its ergodicity and randomicity, a chaotic system is capable of generating
long time sequence randomly which can traverse to every state if a long time
duration is allowed. This feature of chaotic sequence is utilized for self-adaptation
of two important controlling parameters mutation factor and crossover ratio of DE
to enhance its performance.

In this paper, tent map chaotic sequence [23] is used which can be represented as

yðkÞ ¼
y k�1ð Þ
0:7 y k � 1ð Þ\0:7

10
3 1� y k � 1ð Þð Þ y k � 1ð Þ� 0:7

	
ð21Þ

where k is the sample.
In this work, mutation factor and crossover ratio are controlled dynamically

using (21) as follows:

FM Tð Þ ¼
FM T�1ð Þ

0:7 FM T � 1ð Þ\0:7
10
3 1� FM T � 1ð Þð Þ FM T � 1ð Þ� 0:7

	
ð22Þ

CR Tð Þ ¼
CR T � 1ð Þ

0:7 CR T � 1ð Þ \ 0:7
10
3 1 � CR T � 1ð Þð Þ CR T � 1ð Þ � 0:7

	
ð23Þ

where T is the current iteration number.

6 Simulation Results

The effectiveness of the proposed chaotic sequence and DE-based algorithm is
tested on 33-bus radial distribution system [20] as shown in Fig. 2. The system data
including load and line data are shown in Table 1. Total load of the system is
(3715 + j2300) kVA as seen from Table 1. The proposed algorithm is tested using
MATLAB on 3.0 GHz, 8.0 GB RAM PC.

Using power loss index (PLI) as described in Sect. 3, the buses are arranged in
descending order as [30, 32, 31, 14, 8, 29, 7, 33, 18, 13, 12, 11, 17, 16, 10, 28, 27,
9, 26, 6, 15…]. For simplicity and direct comparison, only seven higher potential
buses are considered to be the candidates for reactive power injection.
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The population number is selected as 30. Initial values of mutation factor and
crossover ratio are set at 0.85 and 0. 65, respectively. Maximum iteration is set at
100. Available sizes of capacitor are considered to between 0 and 1500 kVAr in
step of 50 kVAr. For the present work, both w1 and w2 are taken as 1 for a direct
comparison. In other words, both the loss and cumulative voltage are given equal
importance. Optimal size and location of capacitors (location, size in kVAr)
obtained by the proposed algorithm based on TMDE are shown in Table 2. Table 2
also compares the same with that obtained by other methods like cuckoo search
algorithm (CSA), genetic algorithm and plant growth simulation algorithm [20].

Minimum and bus voltage, active and reactive power losses, cumulative voltage
deviation (CVD) for both the uncompensated and compensated system are shown
in Table 3. Table 3 also compares the results with other modern heuristic method. It
is observed from Table 3 that active power loss is 137.250 kW with a reduction of
34.64% in comparison with uncompensated system. The computation time is found
to be 30.34 s.

Table 4 shows the bus of the compensated system, whereas variation of bus
voltage is shown in Fig. 3. Figure 3 also compares the bus voltage of the
uncompensated system with that of compensated system. Bus voltage is seen to be
improved substantially with respect to uncompensated system.

The convergence characteristic for minimum loss is shown in Fig. 4. Figure 5
shows the convergence characteristic for the objective function. Figure 4 also
compares the minimum loss obtained by the proposed TMDE and classical DE
where the loss is 146.28 kW. It is clearly observed that the proposed algorithm is
capable of enhancing the performance of classical DE.

Fig. 2 One-line diagram of 33 bus radial distribution system
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Table 1 Bus and line data for 33-bus system

Branch
no.

Sending
node

Receiving
node

Active
load
(kW)

Reactive
load
(kVar)

Resistance
(X)

Reactance
(X)

1 1 2 100 60 0.0922 0.0470

2 2 3 90 40 0.4930 0.2511

3 3 4 120 80 0.3660 0.1864

4 4 5 60 30 0.3811 0.1941

5 5 6 60 20 0.8190 0.7070

6 6 7 200 100 0.1872 0.6188

7 7 8 200 100 1.7114 1.2351

8 8 9 60 20 1.0300 0.7400

9 9 10 60 20 1.0440 0.7400

10 10 11 45 30 0.1966 0.0650

11 11 12 60 35 0.3744 0.1238

12 12 13 60 35 1.4680 1.1550

13 13 14 120 80 0.5416 0.7129

14 14 15 60 10 0.5910 0.5260

15 15 16 60 20 0.7463 0.5450

16 16 17 60 20 1.2890 1.7210

17 17 18 90 40 0.7320 0.5740

18 2 19 90 40 0.1640 0.1565

19 19 20 90 40 1.5042 1.3554

20 20 21 90 40 0.4095 0.4784

21 21 22 90 40 0.7089 0.9373

22 3 23 90 50 0.4512 0.3083

23 23 24 420 200 0.8980 0.7091

24 24 25 420 200 0.8960 0.7011

25 6 26 60 25 0.2030 0.1034

26 26 27 60 25 0.2842 0.1447

27 27 28 60 20 1.0590 0.9337

28 28 29 120 70 0.8042 0.7006

29 29 30 200 600 0.5075 0.2585

30 30 31 150 70 0.9744 0.9630

31 31 32 210 100 0.3105 0.3619

32 32 33 60 40 0.3410 0.5302
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Table 2 Optimal location and size of compensation device

Proposed method (TMDE) CSA [20] GA [20] PSGA [20] DE-PS [20]

(7,300) (7,450) (8,300) PSGA [20] (14,400)

(8,200) (14,300) (15,300) (61,200) (30,850)

(14,250) (30,900) (20,300) (28,760) (31,100)

(29,250) (21,300) (29,200)

(30,450) (24,300)

(31,100) (26,300)

(32,200) (27,600)

(28,300)

Table 3 Optimal results obtained by the proposed method

Parameters of
comparison

Uncompensated
system

Proposed
method
(TMDE)

CSA
[20]

GA
[20]

PSGA
[20]

Vmin p.u.ð Þ 0.9039 0.9350 0.9334 0.9383 0.9250

Vmax p.u.ð Þ 0.9970 0.9998 0.9976 0.9996 0.9977

CVD 1.6188 0.5378 0.7601 0.8028 0.8410

Ploss (kW) 210.019 137.250 139.643 150.225 151.838

Reduction in
Ploss(%)

– 34.64 33.77 28.75 27.98

Qloss (kvar) 142.46 94.667 95.278 97.956 104.840

Reduction in
Qloss(%)

– 33.54 33.34 31.55 26.74

Total
compensation
(kVAr)

– 1750 1650 2700 2160

CPU time (sec) 30.34 45.50 NA 5.13

Table 4 Bus voltage of the compensated system

Bus no. Voltage (p.u.) Bus no. Voltage (p.u.) Bus no. Voltage (p.u.)

1 1.0000 12 0.9447 23 0.9829

2 0.9865 13 0.9406 24 0.9763

3 0.9812 14 0.9396 25 0.9729

4 0.9762 15 0.9382 26 0.9650

5 0.9662 16 0.9369 27 0.9635

6 0.9658 17 0.9350 28 0.9585

7 0.9561 18 0.9343 29 0.9552

8 0.9512 19 0.9970 30 0.9530

9 0.9467 20 0.9934 31 0.9509

10 0.9460 21 0.9927 32 0.9505

11 0.9445 22 0.9921 33 0.9503
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7 Conclusion

A new improved algorithm based on chaos-enhanced differential evolution is
proposed in this paper to minimize system loss with enhancement of bus voltage
profile of distribution systems. The problem is formulated considering both loss and
cumulative voltage deviation. Power loss index is used to find the potential can-
didates for reactive power compensation. It applied on 33-bus distribution system to
test its effectiveness. It is observed that proposed algorithm based on TMDE is
really capable in producing good-quality solutions. Simulation results and a com-
parative study with other heuristic techniques are presented. It is also found that
proposed TMDE-based algorithm is capable in avoiding premature convergence in
comparison with classical DE.
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Fractal and Periodical Biological
Antennas: Hidden Topologies in DNA,
Wasps and Retina in the Eye
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S. Ghosh, Kanad Ray and Anirban Bandyopadhyay

Abstract Although the notion of an integrating equation of life has yet to be
discovered, the Fibonacci order may institute a basis for such a growth. We
examined various biological structures based on Fibonacci numbers. We have
observed that (i) for wasp Fibonacci’s sequence increases the information amount.
(ii) The energy sources should be connected at both ends of DNA structure; single
source is not suitable for energy transmission. (iii) Array form of eye’s receptor cell
is enabled to capture the clocking conduction, localization and delocalization nature
of field. We also identified the entire resonance peaks for every reported structure.
Fibonacci-based structures may be used in biomedical applications like as to
understand the signal propagation along the structures.
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1 Introduction

We can define the concept of shapes accurately by equations borrowed from
classical geometry that led to the creation of several architectural structures of
modern and ancient civilizations. However, classical geometry fails to explicate the
intricacy and complication of nonlinear shapes observed in nature. Fractal geometry
on the other hand accounts for such nonlinearity and paves the way for shapes that
emulate those evolved in nature with remarkable accuracy. Such occurrence begs
the inquiry of structural basis for biological subsistence within the world. While the
notion of an integrating equation of life has yet to be discovered, the Fibonacci
order may institute a basis for such a growth.

Nature presents infrared (IR) and ultraviolet (UV) detectors in the most capri-
cious and fascinating ways. Such detectors can be observed in plants and animals
[1]; among them we find wasps, birds, butterflies and human organs such as the
retina or DNA molecules. But how can we characterize the communication mode of
such diverse detectors. We propose that it is possible to use the analogy of antennas.
The antenna is the most crucial part in the field of wireless communication. With
the increasing development in the field of wireless communication, humans are
using antennas in many applications. There are many areas where body-centric
communication systems can be used, such as identification, tracking and healthcare
systems.

We have previously discussed that insects and birds use some types of com-
munication systems similar to antennas. It is not surprising then to find the same
kind of mechanisms in plants or even other biological structures such as molecular
DNA and human retina.

DNA within cells has a small structural property similar to a fractal antenna with
a bandwidth lying in the RF range. By fractal behavior in the electromagnetic
resonance spectrum, it is meant that the arrangement of the frequencies has a similar
distribution at different scales.

The observation of the Fibonacci sequence is existent in almost all aspects of life
ranging from the leaves of a fern tree, architecture, and even paintings, making it
highly unlikely to be a stochastic phenomenon [2]. Regardless of its extensive
occurrence and existence, the Fibonacci series and the rule of golden proportions
have not been widely documented in light of the distribution of the electromagnetic
fields, information processing and energy propagation in the living body or living
organisms. This chapter serves to address these problems in the following three
sections. Section 2 describes the underlying mechanism for the distribution of
electric and magnetic energies over an insect’s body. In Sect. 3 we describe the
importance of geometry on the energy propagation through the DNA structure.
Finally, Sect. 4 unveils the importance of periodical geometry within an eye
structure which can be explained in terms of delocalization of electric and magnetic
field energy in photoreceptor cells.
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2 Underlying Mechanism for Distribution of Electric
and Magnetic Energies Over an Insect’s Body

Fibonacci numbers are the critical components for information processing. Reports
dealing with communication between insects not only involve the field of zoology,
but also attract electrical engineering as well [3]. Communication between insects is
one of the most important aspects of insect life. There are many different ways of
communicating, e.g., sound, vibration, chemical transportation [4]. One study has
argued that two antennas on the head of the wasp may detect and radiate the radio
wave energy from the piezoelectric or photoelectric source [5]. In previous studies,
it has been suggested that both antennas behave like infrared antennas and radars
[6–8].

It has already been reported that human body and body structures of different
animals such as dolphins, wasps, bees, bats, snails have Fibonacci characteristics,
which describe their very formation. Many researchers are interested to know the
role of topology in information processing. Fibonacci numbers are straightforward
to generate in such a way; the next digit is the sum of previous two successive digits
like 0, 1, 2, 3, 5, 8 … [9–11]. One neat example is the sunflower structure, which
has the maximum capability to absorb the sunlight energy due to orientation and
distribution of seeds on its structure. The orientation of the seeds forms a spiral
whose arrangement over the whole structure follows the Fibonacci sequence, which
plays an important role in regard to their performance [12, 13].

In this section, we have studied various components of the wasp body, which are
arranged following Fibonacci’s sequence. By using the structural data file of the
insect (wasp), we have created an artificial structure of wasp in the electromagnetic
resonance software CST and analyzed the signal processing mechanism through
wasp components. We have simulated electric and magnetic field energies, reso-
nance frequency band and directivity. We detected the physical response of field
energy, resonance band and directivity by varying the insect’s body components
according to Fibonacci numbers. We observed the resonance band from 1 to
30 MHz connecting the input energy supply source at different positions of the
structure. Mainly we have identified only those resonance frequencies, which
provide us significant results related to electric and magnetic field distribution in the
MHz frequency range. The resonance characteristics hold essential information
about which field energy dominates. In all figures, E depicts electric field, while H
depicts magnetic field. We observed interesting results, which are discussed in the
following three panels.

Panel 1 (i) We have studied different components of insect body as shown in
Fig. 1(A). We have found interesting electric and magnetic energy profiles. At the
initial stages B, C and D (Fig. 1), both energies are insignificant; but at (E) stage,
both energies are equally dominating. The magnetic field is radiated in the par-
ticular direction, but the electric energy radiation is of isotropic nature. In this
particular case putting the different components of insect body in Fibonacci order,
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we found improved results. (ii) In this panel, the absolute value profile of electric
and magnetic field energies are represented in counter-form. The magnetic energy
on component lengths represented at a, b and c dominates. The black rectangular
box shows this. Both energies are radiating in the form of the pulse shown in
section (E) of Fig. 2b.

Panel 2 In this panel (see Fig. 3), we have studied how directivity varies with
frequency. Directivity may be defined as a parameter, which measures the degree of
emitted radiation that is concentrated in a particular direction [14]. If we plot the
curve between directivity and frequency, then the value of the directivity increases
monotonically. It gained a higher value level [from (B), 5.45 dBi, to (E),
18.88 dBi] with increasing Fibonacci number through insects’ components.

Panel 3 In this panel (see Fig. 4, we observed, by increasing the Fibonacci number
over insects’ components, that the single resonant band converts into multiple
resonance bands. Since it has been shown that electromagnetic resonance is the key
component for information processing and regulates biological processes [15, 16]
the result in this panel demonstrates that Fibonacci’s sequence increases the amount
of information (one resonance band versus multiple bands).

Fig. 1 Electric and magnetic field distributions over various components of the wasp’s body (A):
(a) wasp structure. Case (B) the energy source is modulated at frequency 3.37 MHz (resonance
frequency); electric and magnetic field amplitudes are minimal at resonance frequency 3.40 MHz
in case (C). E and H fields both are similar at 21.40 MHz (case D). In whole wasp structure,
electric field dominates when compared to the magnetic field. Here the behavior of magnetic
energy is straightforward, while electric energy is distributed in different directions around the
insect body (see Fig. 1E)
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In the next section, we will apply a similar methodology to study another fas-
cinating biological system, the DNA.

3 Energy Propagation Through the DNA Structure

Fibonacci sequence applies to growth on every living thing in nature [17]. Previous
studies have argued for a mathematical relation between nucleotide frequencies in
human single-stranded DNA and the Fibonacci number [18], specifically that DNA
holds the phi relation between major groove and minor groove. In the past, we have
discussed that the electromagnetic behavior of DNA is an analog of an electro-
magnetic cavity as well as a fractal antenna in which we assumed the vibrational
response of DNA molecules in the GHz frequency range [19]. The stored

Fig. 2 Absolute value of the electric and magnetic field (in counter-form) distribution over
different wasp insect components. Magnetic field dominates over the electric field in cases B and
C, and the magnetic field is maximum around the head of the wasp, while electric field circulated
the corner of the port. In D, at first resonance frequency, there is no field around the structure, but
at the resonance frequency (21.40 MHz), both energy fields propagate along the structure in the
form of a pulse. In E, the majority of the magnetic field is maximum at all resonance frequencies.
Here, both fields’ propagation nature is the same as described above. Simulation detail: used
solver = time domain solver, boundary condition = open space, location of the port = bottom of
the structure, (B) simulation frequency details = 1–20 MHz, port dimensional = 0.35e
+003 � 0.35e+003 mm2, (C) simulation frequency details = 1–7 MHz, port dimen-
sional = 0.40e+003 � 0.40e+003 mm2, (D) simulation frequency details = 17–30 MHz, port
dimensional = 0.40e+003 � 0.40e+003 mm2, (E) simulation frequency details = 22–26 MHz,
port dimensional = 0.60e+003 � 0.60e+003 mm2
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information in DNA is in the form of a code which is made up of four chemical
molecules, namely guanine, cytosine, thymine and adenine. The whole human
DNA contains approximately 3 million base pair molecules, and the information
available for building and maintaining the cell relies upon the order and sequence
of these base pair molecules [20–24]. Previous studies have argued that the DNA
spiral presents the well-known golden section, which can be obtained from the
Fibonacci sequence. The life formation program is based on the golden
section 13 � 21 Å wide helix spiral cycle [25]. The essential DNA component of
DNA structure is shown in Fig. 5.

In this section, we analyzed the electric and magnetic field distribution over the
geometrical arrangement of DNA molecules. By using the structural database file,
we have built the human DNA structure and simulated field distributions and
resonance frequencies by using the same electromagnetic resonance simulation
software as before (CST). We detected frequency responses from electric and
magnetic fields over the variation of the source dimensions. The resonance fre-
quency curves show the existence of the Fibonacci sequence over the DNA
structure in such way that at specific frequencies the electric field dominates and in
other frequencies the magnetic field dominates. We simulated the resonance band
from GHz frequency range to THz frequency range. We took into account only
peaks, which provide significant phase for electric and magnetic field distribution
within that frequency range. Moreover, we analyzed only the energy transmission

Panel 2 

Fig. 3 (A) Wasp structure. From the above figure, the Fibonacci number based on insect body
parts improved the performance in exhibiting their own function. The degree of the emitted
radiation in a particular direction increases in the order shown from case B up to case E. Value
levels of the directivity at their resonance frequencies: B = 5.45 dBi; C = 6.09 dBi; D = 9.14 and
13.14 dBi; E = 18.88 dBi, 18.54 dBi and 18.28 dBi. Directivity curve over the frequency
increases monotonically. Simulation details: used solver = time domain solver, boundary
condition = open space, location of the port = at the lower view of the structure.
(B) Simulation frequency details = 1–20 MHz, port dimensional = 0.35e+003 � 0.35e
+003 mm2. (C) Simulation frequency details = 1–7 MHz, port dimensional = 0.40e
+003 � 0.40e+003 mm2. (D) Simulation frequency details = 17–30 MHz, port dimen-
sional = 0.40e+003 � 0.40e+003 mm2. (E) Simulation frequency details = 22–26 MHz, port
dimensional = 0.60e+003 � 0.60e+003 mm2
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through the DNA molecules at a particular frequency by placing at different
locations the input energy supply port and by changing the dimensions of the input
energy supply port.

The results are displayed in Figs. 6, 7, 8, 9, 10, 11 and 12.

Fig. 4 (A) Wasp structure. From the above panel, we have observed that Fibonacci-based
arrangement of the insect body suggests an important functional role related to insect
communication. If we look carefully at the resonance frequency band, we can appreciate
the importance of Fibonacci order arrangement over the insect body. From case A to case E, the
resonance frequency curve converts from single band to multiple bands and such curves have
the tendency to move toward the infrared frequency band. Simulation details: used solver = time
domain solver, boundary condition = open space, location of the port = at the lower view of the
structure. (B) Simulation frequency details = 1–20 MHz, port dimensional = 0.35e+003 � 0.35e
+003 mm2, (C) simulation frequency details = 1–7 MHz, port dimensional = 0.40e+003 � 0.40e
+003 mm2, (D) simulation frequency details = 17–30 MHz, port dimensional = 0.40e+003 �
0.40e+003 mm2, (E) simulation frequency details = 22–26 MHz, port dimensional = 0.60e
+003 � 0.60e+003 mm2

Fig. 5 Essential building
component of DNA structure
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Fig. 6 a Simulated model of DNA structure; the energy source is applied at the bottom end. b The
resonance curve with two resonance frequencies 4.04 and 7.24 THz. c Electric and magnetic field
distribution profiles: At first resonance frequency, electric field dominates more, while at second
resonance frequency magnetic field amplitude is higher. Also, the energy is not transmitted to the
other end

Fig. 7 By reducing the dimensions of the port, resonance frequencies are slightly shifted; the
nature of the frequency curve became smooth. Simulation details: solver used = time domain
solver (CST), simulated frequency range = 3–8 THz, port dimensional = 6.0e+004 � 6.0e
+004 nm2, boundary condition = open space, location of the port = bottom side of DNA structure
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The First Case, When the Energy Source is Applied at the Bottom End of DNA
Structure: (3–8 THz)

Panel 1—Fig. 6a shows the simulated structure of DNA model where the phi
relationship is maintained between the major groove and minor groove. Panel 1—
Fig. 6b shows the resonance curve. Panel 1—Fig. 6c shows, by increasing the
energy source dimension, the structure gets the maximum time resonance. At the
first resonance frequency, both fields are partially transmitted, but at the second
resonance frequency, the electric field disappears, while the magnetic field
dominates.

Panel 2—Fig. 7b shows the resonance behavior of the DNA structure that
decreases by reducing the port dimensional. It shows sharp frequency resonance
curve. Here, both fields appear around the energy source.

The Second Case, When the Energy Source is Applied at the Upper End of
DNA Structure: (3–8 THz)

Panel 3—Fig. 8a–c shows DNA resonances at three different frequencies where
magnetic field amplitudes are maxima in all cases. The magnetic energy and electric
energy are not transmitted to the bottom end.

Fig. 8 a Simulated DNA structure: The port is located at the top of DNA structure, b simulated
resonance curve. Here, the structure has three resonance frequencies: 3.83, 4.52 and 6.46 THz.
c Magnetic field dominates more than the electric field, at the first resonance frequency; energy is
transmitted partially through the whole structure. Electric field weakens by increasing the
frequency within the studied range. Simulation details: solver used = time domain solver (CST),
simulated frequency range = 3–8 THz, port location = top side of DNA structure
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The Third Case, When the Energy Source is Applied at Both Ends of DNA
Structure: (7–30 THz)

By supplying energy at both ends of the DNA structure, there are no improvements
in the results. This is shown in Panel 4—Fig. 9a by keeping the energy source
dimensions of 4.0e+0004 � 3.0e+0003 nm2 and the simulation frequency range
from 7 up to 15 THz. The transmission of both fields are very low near the energy
source, but when the port dimensional is increased, both energy fields are partially
transmitted from 7 THz up to 20 THz (see Panel 5—Fig. 10a). If we use the sim-
ulation range between 10 and 30 THz, the resonance frequency curve shows many
resonance frequencies due to the combined effect of both ports. Both electric and
magnetic energies oscillate around the applied energy source as shown in Panel 6—
Fig. 11. In Panel 7—Fig. 12, we keep the same dimensions of the energy source in
the simulated frequency range 6–20 THz. In this case, DNA structures have a deep
resonance at 13.93 THz (see Fig. 12b), where again magnetic field dominates. At
23.39 THz, maximum energy transmits from one end to the other end of DNA
structure (see Fig. 12c). Surface current flows through the superphosphate backbone
chain are shown in Fig. 12d. The field energy oscillate around the applied energy

Fig. 9 a Simulated DNA structure: The energy port is located at both top and bottom sides of the
DNA model. b Resonance frequency curve, the model design has the resonance at 8871.8 GHz.
c Both fields oscillate, and the energy is not transmitted. Simulation details: solver used = time
domain solver (CST), simulated frequency range = 3–8 THz, port dimensions = 4.0e+004 � 3.0e
+004 nm2, boundary condition = open space, location of the port = both sides of DNA structure

122 P. Singh et al.



source which connected at one end of DNA structure. There is no energy trans-
mission between both ends of DNA structure. By connecting the second energy
source at other end, energy is successfully transmit across the DNA. This result is
obtained at all resonance frequencies, and it is characteristic of a receiver.

Similar results can be found in an artificial architecture of retinal blood vessels in
human eyes based on realistic geometry, but not with real dimensions. We observed
that Fibonacci sequence also exists in human eye’s blood vessel with a resonance
peak in PHz frequency range. Moreover, the electric and magnetic field distribu-
tions at resonance (17 PHz) alternate their dominance at different spatial locations.

In this section, we have seen the effect of the Fibonacci sequence, which is
intrinsic to DNA structure, on the electric and magnetic field behaviors within DNA.
The fields showed different resonance peaks well defined inside the range of THz.
Comparable results were found in an artificial architecture of retinal blood vessels in
human eyes based on realistic geometry but not with real dimensions. In the next
section, we will present another physiological system contained within our eyes
where once again geometry can play a vital role. We will explore if translational
symmetry displayed by photoreceptors causes the appearance of resonance bands.

Fig. 10 a Simulated DNA structure: The energy source is placed at both top and bottom sides of
the DNA model. b Simulated DNA model highly resonates at 13,904 GHz; both ports show the
resonance at almost the same frequency. c By increasing the dimension of the waveguide ports,
both electric and magnetic field energies are partially transmitted to the other end. Simulation
details: solver used = time domain solver (CST), simulated frequency range = 7000–20,000 GHz,
port dimensions = 6.0e+004 � 6.0e+004 nm2, boundary condition = open space, location of the
port = both sides of DNA structure
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Fig. 11 a Simulated structure of DNA, where major and minor lobe lengths are 21 and 13 Å,
respectively. The ratio of the major groove to minor groove is approximately 1.618, which is
equivalent to the golden ratio (phi) [24]. b Simulated DNA structure shows resonances at 13,937,
14,507 and 23,398 GHz; maximum resonance appears at a frequency of 13,937 GHz. c Electric
and magnetic field distribution profiles at their resonance frequencies; in this frequency range,
magnetic field amplitude dominates over the electric field amplitude. At 13,937 GHz, the energy is
not completely transmitted from one end to the other, but at 14,507 GHz, it is partially transmitted
to the other end. At 23,398 GHz, whole energy is transmitted to the second end. Maximum energy
passes through by sugar-phosphate backbone chain. d The electric field, magnetic field and surface
current profile at 23,398 GHz frequency. Here, sugar-phosphate backbone chain plays an
important role in the propagation of the surface current. Simulation details: solver used = time
domain solver (CST), simulated frequency range = 6 � 103 to 2 � 104 GHz, port dimensions =
6.0e+004 � 6.0e+004 nm2, boundary condition = open space, location of the port = bottom side
of DNA structure
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Fig. 12 a Simulated structure of DNA, where major and minor lobe lengths are 21 and 13 Å,
respectively. The ratio of the major groove to minor groove is approximately 1.618, which is
equivalent to the golden ratio (phi) [24]. b Simulated DNA structure shows resonances at 13,937,
14,507 and 23,398 GHz; maximum resonance appears at a frequency of 13,937 GHz. c Electric
and magnetic field distribution profiles at their resonance frequencies; in this frequency range,
magnetic field amplitude dominates over the electric field amplitude. At 13,937 GHz, the energy is
not completely transmitted from one end to the other, but at 14,507 GHz, it is partially transmitted
to the other end. At 23,398 GHz, whole energy is transmitted to the second end. Maximum energy
passes through by sugar-phosphate backbone chain. d The electric field, magnetic field and surface
current profile at 23,398 GHz frequency. Here, sugar-phosphate backbone chain plays an
important role in the propagation of the surface current. Simulation details: solver used = time
domain solver (CST), simulated frequency range = 6 � 103 to 2 � 104 GHz, port dimen-
sions = 6.0e+004 � 6.0e+004 nm2, boundary condition = open space, location of the port = bot-
tom side of DNA structure
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4 Delocalization of Electric and Magnetic Field Energies
in Photoreceptor Cells

Human eye is often compared to a camera, which is self-focusing automatically
adjustable for light intensity and provides the 3D colored image. Human eyes create
visual world images, where the retina plays a vital role. Retina itself is a fantastic
structure that translates the light into nerve signals under the condition of light
wavelength so we can see color [26]. The retina is a thin, fragile meshwork, which
lies below of a vitreous chamber. The thickness of retina is not homogenous; it has
the minimum thickness at the fovea, which reduces light absorption and scattering
before reaching photoreceptor cells such as rods and cones, while collector cells
collect information from the photoreceptor cells and transfers to the brain [27–29].
Several millions of rods and cones exist in our retinal system and are responsible for
light processing. Human eyes have three types of cones: long wavelength (*red)-,
short wavelength (*blue)- and medium wavelength (*green)-sensitive cones;
these cones help us to detect broad kind of colors, while rods are not color sensitive
and respond to intensity (black, white and gray). Many researchers are interested to
understand the details about circuit mechanisms that underlie trichromatic color
vision in human eyes. C. Canbay and I. Unal observed the spectral sensitivity of
these three types of cones that are broadband in the visible light spectrum. The
cones have a small significance peak near central peak due to their conical shape,
while there was only one peak for rods due to their cylindrical geometry [30].
Gerald C. Huth provides current work on light interaction with the retina, which is
based principally on nanostructure geometry. Photoreceptor cell structure (like
space and phase difference between adjacent rods and cones) could in part control
the light wavelength that we can detect.

Here, we have done a theoretical simulation study by creating an artificial
architecture of photoreceptor cells “rods and cones” by using the original structure
of photoreceptor cells in a computer simulation software (CST). For the purpose of
simulation we consider that all photoreceptor cell structures are identical. We have
studied two parameters, resonance frequency band and electric and magnetic field
energies. We have compared the behavior of electric and magnetic fields over one
complete phase cycle for the photoreceptor cell cross section (shown in Fig. 13).
Resonance band shows a peak at a near-UV region for one single photoreceptor cell
and within the visible region of the assembly of photoreceptor cells. We have found
that by increasing the number of receptor cell units, both fields are delocalized in
different functional domains (space and phase). At a particular resonance frequency,
we have analyzed clocking phase phenomena in which both electric and magnetic
energies are inhomogeneously distributed over the architecture. Results are dis-
played in Figs. 13 and 14.

In Fig. 13, we obtained exciting results related to field energy distribution over a
photoreceptor cell cross section. For example, electric and magnetic field energies
over one complete phase cycle almost presented the unique characteristic of
clocking. Clocking is the fundamental property of resonance. Electric and magnetic
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energies are distributed over the structure in a particular way during one phase
cycle. In our previous work, the same kinds of energy characteristics have been
observed in axons, microtubules and tubulin. Here, we have analyzed such type of
features in the PHz frequency domain. Magnetic field concentrates at a particular
region of the retinal cross section, while electric field distribution is inward or
outward of the whole structure. Theoretical simulation studies based on such type
of receptor system lead to good results matching with experimental results pro-
duced by Berkeley groups and Gerald Huth’s theory [31]. Retinal cross section
simulation shows the frequency band in NUV region.

In Fig. 14, we created an array of cones/rods by putting several small units of
cones surrounding a rod (assembly of photoreceptors) that is shown in Fig. 14a.
Our findings are shown in Fig. 14b, c. One result is based on electromagnetic
energy. In Fig. 13, we have found the delocalization of electric energy at different
functional domains on a receptor cell, while magnetic energy is concentrated on a
particular area of a receptor cell. Resonance band has only one peak in the NUV

Fig. 13 a Small simulated section of retinal receptor system; here, several cones surround the
central rod. b Resonance band graphic shows that this structure resonates in the NUV region at
1.1 PHz. c This section represents the clocking nature of the electric and magnetic energies at
different phases (0°–340°) over the simulated structure. Over all the phases, magnetic field
dominates more than the electric field. Here, we can easily analyze the behavioral mechanism of
field energy. Magnetic energy comes at the phase duration 0°–60°, after that it became off for 80°–
140°; it became on again for 160°–240°, while the electric energy runs just to the opposite phase of
magnetic energy. Magnetic energy circulated on a particular cone, while electric field propagates
inward or outward direction through the structure. Simulation details: solver used = time domain
solver, boundary condition = open space, simulation frequency range = 0.4–1.2, port dimensions =
0.030 � 0.15 µm2, location of applied port = from side of cone
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region. But in Fig. 14, both field energies are delocalized randomly at different
areas. Electromagnetic resonance band shows three peaks: two peaks in the visible
region and one peak within NUV region. For all three frequencies, electric and
magnetic fields show the same amplitude maximization and minimization for
complete phase duration, but we only depicted this process for the first frequency
peak (0.54 PHz, is this correct?). This result shows that by changing the receptor
cell scale, the mechanism of field delocalization is triggered. In general, any change
in the receptor cell dimensional scale selects a particular energy delocalization
domain.

5 Conclusions

We have shown the significance of Fibonacci numbers over living things and
physiological organs in nature. We observed one major feature regarding wasp:
Fibonacci numbers over the wasp body are essential to exhibit function because by

Fig. 14 a A simulated array structure of cones/rods receptor system of the retina. b The resonance
frequency band of retinal array section, which has two electromagnetic resonance frequencies in
the visible region and has one within NUV region at 0.54, 0.73 and 1 PHz frequency. c Magnetic
and electric energy profiles at peak resonance frequency. Electric and magnetic fields are
delocalized at different function domains in rods and cones structure over one complete cycle of
the phase. Both fields are dominated at some particular phase duration. Initially, electric field
dominates, while the magnetic field is silent, and after the next phase duration, magnetic field
dominates and the electric field is silent. Such clocking nature repeats for the next phase cycle.
Simulation details: solver used = time domain solver, boundary condition = open space, simulation
frequency range = 0.5–1.5, port dimensions = 0.030 � 0.15 µm2. Location of applied port = from
the side of the cone
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taking any parameter from electric and magnetic fields namely resonance band or
directivity, we found that Fibonacci’s sequence increases the information amount
(one resonance band versus multiple bands).

Besides, here, we have also shown that electric and magnetic energies are
functions of the Fibonacci sequence existing in the molecular arrangement of DNA
structure. Electromagnetic energy propagates through the superphosphate backbone
chain by applying an energy source on both DNA sides. One interesting finding is
that, the current conduction occurs across the DNA structure at particular frequency
(DNA conduction mode). We also found that DNA resonates at many different
frequencies in the range from 3 up to 30 THz, but energy is transmitted at a
particular rate. The second interesting result is the domination of the magnetic field
energy over the electric field energy throughout the 3–30 THz frequency range. As
regards the photoreceptor cells in our retina, we have also observed one major
feature. Electric and magnetic field energies are the topological function of pho-
toreceptor cell’s structure. Here, we have compared both results obtained from a
single unit and assembly of photoreceptor cells. The behavioral characteristic of
magnetic field changes from localized to delocalized nature keeping clocking
nature intact. Electric and magnetic fields go periodically in silent mode, always
maintaining the opposite phase relation. Resonance peaks of rods and cones in
retinal receptor system occur near PHz frequency range. The primary conclusion of
our overall study can be explained in terms of result optimization. Mainly, the
Fibonacci sequence-based structure or the periodical array of basic physiological
units (such as photoreceptors within the retina) is responsible for optimizing the
signal communication in biological living systems.
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Efficient Multiprocessor Scheduling Using
Water Cycle Algorithm

Sasmita Kumari Nayak, Chandra Sekhar Panda
and Sasmita Kumari Padhy

Abstract The multiprocessor scheduling problem consists of a set of tasks to be
performed using a finite number of processors. This paper deals with the problem in
a heterogeneous processing environment. A nature-inspired metaheuristic algo-
rithm, water cycle algorithm (WCA), is being used for the purpose. For the purpose
of comparison, contemporary strategies using genetic algorithm (GA), bacteria
foraging optimization (BFO) and genetic-based bacteria foraging (GBF) found in
the literature also reproduced in this paper. Because of close relationships between
the matrixes formed by the problem with those of the WCA, proposed strategy of
scheduling outperforms GA- and GBF-based strategies.

Keywords Water cycle algorithm � Multiprocessor processing
Optimization

1 Introduction

From the issues of load balancing, the problem of multiprocessor scheduling is
NP-hard [1–6]. The job of resource sharing is to allocate the set of task to a set of
processors for deterministic execution [1]. Traditional method gives the global
optimum value which is regularly prolonged yet does not influence for fathoming
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the present reality issues. The researchers have determined to minimize the exe-
cution time and communication costs using branch and bound method and simu-
lation techniques, and they found the complexity of these methods [1, 7].
Traditional methods get stuck on local optima, and these are very fast, give accurate
answers and deterministic [8]. A few focal points of element systems over the static
strategies are, for example, the dynamic methods do not require any former data or
knowledge, whereas the static techniques must oblige earlier information to execute
every one of the assigned tasks [1].

Recent heuristics methods are [9] broadly useful optimization algorithms, and
exactness or relevance or proficiency is most certainly not settled to any particular
problem area. Works in [1, 10] frame the problem is a multi-objective optimization
problem [1, 10] that is time-consuming. Hence, in this work, we study it as a
single-objective function.

In heterogeneous systems, multiprocessor scheduling problem is a
multi-objective optimization problem [1, 10]. Nonetheless, this paper formulates
that the multiprocessor scheduling problem uses single-objective function in
heterogeneous systems. A hybrid genetic-variable neighborhood search algorithm is
a heuristic-based algorithm solved multiprocessor scheduling problem to minimize
execution time [1, 11]. However, this paper does not use any genetic-variable
neighborhoods search algorithm. The ACO (ant colony optimization) and SS
(scatter search) algorithms are bonded together called as ACOSS algorithm
(ACO-SS); a local search strategy is utilized to calculate the healthier result of
resource-constrained project scheduling problems [1, 12]. Be that as it may, in this
paper we utilize the proposed water cycle algorithm which is a strategy of global
search to get the better solution in multiprocessor scheduling problem. This planned
approach proves the higher performance of multiprocessor scheduling problem with
experimental results by comparing with other evolutionary and nature-based
algorithms.

Different algorithms have grown as of now to explain a different constrained
engineering optimization problem in the most recent decade. On the other hand,
these problems are very complex [13] and somewhat hard to solve. If a problem
more than one local optimum value will have, then the results possibly depend on
the choice according to the starting point and the optimum solution may not
essentially be the global optimum value. Also when the objective (fitness) function
and constraints have sharp and different peak values, the gradient search may
transform into unbalanced. Depending on the efficiency and correctness, the dis-
advantages of existing numerical techniques, to answer engineering optimization
problems using nature-inspired methods based on simulations, have urged spe-
cialists to put stock in metaheuristic algorithms [13].

Metaheuristic algorithms usually function by randomness and consolidating
guidelines to reproduce natural phenomena [14]. This may include the animal
activities, for example, Kennedy and Eberhart [15] developed PSO (particle swarm
optimization) and Kirkpatrick et al. [16] developed the physical annealing also
known as SA (simulated annealing), Holland [17] and Goldberg [18] developed
genetic algorithms (GAs) based on biological evolutionary process.
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From the various optimization algorithms, generally the EAs (evolutionary
algorithms) are known as general purpose optimization algorithms [13]. It has the
capacity to locate the close optimal solution from the numerical genuine esteemed
test issues, and it utilized as a part of constrained optimization problems success-
fully [19].

GA depends on Darwin theory of evolution. It grew predominantly by imitating
the nature and behavior of genetic chromosomes [13, 18]. Genetic algorithms
are preferred for look issues which require the identification of a global
optimal solution without stuck in local minima or maxima. All living organisms are
made of cells. The cell is also called as gene. A chromosome is made from
genes. Each chromosome represents a solution. The solution is also called as an
individual [13, 18].

PSO, by Kennedy and Eberhart [15], is a metaheuristic technique propelled by
social behavior of organisms, for example, bird gathering. It involves an individual
called particle (or solution) changing its position (or state) gradually; each particle
alters its position as per its own understanding on the base of the best location
encountered by itself, its neighbors and the best position available globally.

In this paper uses the WCA a strategy of global search to get the better solution
in multiprocessor scheduling problem. The fundamental goal of a WCA is to locate
the best estimations of a predefined arrangement of free parameters connected with
multiprocessor scheduling problem. The performance and the result of multipro-
cessor scheduling problems using WCA are compared in terms of number of
iterations and the best function value with other optimizers. This planned approach
proves the higher performance of multiprocessor scheduling problem with experi-
mental results by comparing with other evolutionary and nature-based algorithms.

2 The Problem

The objective of the multiprocessor scheduling problem is to reduce the total
execution time. This paper considers the multiprocessor scheduling problem which
comprises of an arrangement of diverse processors (I) having distinctive processing
resources including memory, which imply that tasks (J) executed on diverse pro-
cessor experience distinctive execution time. Assume that the connected links are
indistinguishable. The communication cost between two tasks is experienced, if
they executed on diverse processors.

Consider fitness functionðIiÞ is utilized to calculate the superiority of the task
assignment processor Ii. Efficient processor utilization is expected to hold the idea
of load balancing [20]. The fitness function is calculated using Eq. (1) [20].

fitness functionðIiÞ ¼ ð1 = makespanÞ � maxðutilizationÞ ð1Þ
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Taking into account the individual execution of the processor, the average uti-
lization is calculated. The operation of distinct processor can be calculated by using
Eq. (2) [20].

utilizationðIxÞ ¼ completion timeðIxÞ=makespan ð2Þ

The usage of optimized average processor is utilized to avoid those processors
which are being unused for long period of time [1, 20].

The average of total execution time of all task assigned to the processors is
called as the objective function of this problem which is calculated as shown in
Eq. (3). In this case, m is considered as a number of processors. The purpose is to
minimize Eq. (3). At this point, the balance between the processor utilization and
the optimum schedule clearly indicated by this value.

Objective function ¼ min
Pm

i¼1 fitness functionð IiÞ
m

� �
ð3Þ

The objective is to get the minimum value of total execution time of allocated
task.

3 Methodology

The nature-inspired algorithm, WCA, introduced in [13, 21], is derived from the
hydrologic cycle process as shown in Fig. 1, consisting of 5 stages such as
(a) transpiration (the evaporation of water is from rivers and lakes at the same time
as discharge of water by the plants during photosynthesis), (b) condensation
(generation of cloud in atmosphere that condenses and makes it colder), (c) pre-
cipitation (release of water to earth like melting of ice), (d) percolation (reservation
of water in field termed as groundwater) and (e) evaporation (water released from
the underground converted into a stream through evaporation). For more detailed
study on WCA, one can refer to [13, 21].

The proposed strategy starts from a primary population called the raindrops
resulting from rain or precipitation. To start with, we expect that we have downpour
or precipitation [13]. We know that the streams are made from the raindrops and
connect one another to shape new rivers. A percentage of the streams might like-
wise stream straightforwardly to the ocean. All rivers and streams wind up in ocean
which is a best optimal point. The outlook of flow of streams toward a particular
river is presented in Fig. 2, where star denotes river and circle denotes stream,
respectively.
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Initially, raindrops are created at arbitrary and the good raindrop is computed
which chooses the integrity of the schedule. In the first place, we accept that we
have downpour or precipitation [13]. The best individual that is best raindrop is
picked as an ocean. At that point, various great raindrops are picked as a river and
whatever is left of the raindrops is considered as streams which stream to the rivers

Fig. 1 Hydrologic cycle process

Fig. 2 Flow of stream (raindrop) to river and river to ocean
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and ocean. A similar system is rehashed up to the maximum number of cycles
determined, and then, an optimal solution is obtained. The proposed technique is
delineated in Fig. 2, representing the raindrop, river and ocean. In the proposed
method, Fig. 2 shows the “guidance points” are the rivers, various best picked
points excluding the best one (ocean), utilized for managing other individuals in the
population in the direction of better locations. Moreover, rivers are changeable
points and move to the ocean. The unfilled white shapes describe relocation of
streams (raindrop) and rivers. Steps of WCA are reproduced below for ease of
reading.

Step 1 Select the initial parameters known as raindrops. In WCA, the raindrops
play same role as “chromosome” in GA or “particle position” in PSO.
The rain drop is defined as [21]:

A stream or Raindrop ¼ x1; x2; x3; � � � ; xN½ � ð4Þ

Step 2 Consider no. of raindrops is Npop and no. of variables is defined as Nvar.
Generate the random initial population use Eq. (4) and.

Population of Raindrops ¼

Raindrops1
Raindrops2
Raindrops3

..

.

RaindropsNpop

2
666664

3
777775

¼
x11 x12 � � � x1NVar

x21 x22 � � � x2NVar� � � � � � � � � � � �
xNpop

1 xNpop

2 � � � xNpop

NVar

2
664

3
775 ð5Þ

Step 3 Compute the fitness of raindrops using [13]:

Costi ¼ f xi1; x
i
2; � � � ; xiNVar

� �
i ¼ 1; 2; 3; � � � ;Npop ð6Þ

Step 4 Out of Npop rain drops, Nrs best individuals are chosen as rivers and
ocean. Find the number of rivers using as:

Nrs ¼ No: of Riversþ 1 ð7Þ

Step 5 The best raindrop is selected as the ocean, and the remaining population is
considered as streams or raindrops flows to the ocean and river using:

NRaindrops ¼ Npop �Nrs ð8Þ

Step 6 Consider no. of streams as NSn, streaming to a particular river or ocean.
Determine the intensity of the flow of the ocean and rivers as:
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NSn ¼ round
CostiPNrs
i¼1 Costi

�����
������ NRaindrops

( )
; n ¼ 1; 2; . . .;Nrs ð9Þ

The separation of an individual stream flowing to a specific river is
decided by

Y 2 0; L� sð Þ; L[ 1 ð10Þ

where L is a user defined somewhere around 1 and 2, i.e., L = 2 [13].
s is the current distance between stream and river.
Y is a number between 0 and L� sð Þ with any distribution.

Step 7 Flow of the streams into the rivers is calculated by using Eq. (11).
The new location for streams and rivers is computed as [13]

Yiþ 1
Stream ¼ Yi

Stream þ rand� L� Yi
River � Yi

Stream

� � ð11Þ

Step 8 Flow of the rivers into the ocean (the most downhill location) is
calculated using:

Yiþ 1
River ¼ Yi

River þ rand� L� Yi
Sea � Yi

River

� � ð12Þ

where rand is an equally circulated random number somewhere around 0
and 1 [13, 21].

Step 9 Trade the position of the stream with the river in order to obtain the best
solution.

Step 10 Like Step 7, the location of the river traded when a river discovers
preferred solution over the ocean.

Step 11 Check the conditions of the evaporation using:

if Yi
Sea � Yi

River

�� ��\ smax i ¼ 1; 2; . . .;Nrs �1 ð13Þ

where smax ffi 0 is a small value which controls the search depth, near the
ocean.
Evaporation decreases till it rains; hence, the value of smax decreases at
each of the iterations as

siþ 1
max ¼ simax �

simax

max iteration
ð14Þ

Step 12 Consider LB as lower bound value.
UB is upper bound value characterized by the assumed problem.
New arbitrarily produced raindrops form new streams in distinctive areas
that can be found by using Eqs. (15) and (16) [21].
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Ynew
Stream ¼ LBþ rand� UB� LBð Þ ð15Þ

Consider
ffiffiffi
l

p
as the standard deviation and l (usually = 0.1 [21])

characterizes the idea of variance which illustrates the scope of seeking
area close to the ocean. rand n is an ordinarily appropriated arbitrary
number. The convergence rate [21] and computational execution of the
algorithm optimum point are determined by

Ynew
Stream ¼ Ysea þ ffiffiffi

l
p � randn 1;Nvarð Þ ð16Þ

Step 13 Use Eq. (14) to reduce the value of smax [13].
Step 14 Check the criteria of convergence. On the off-chance that the halting

criteria are met, the procedure will stop, else it will go back to Step 7
The technique for moving streams to the rivers and afterward moving
rivers to the ocean leads to roundabout move to the best solution.
Figure 3 shows the flowchart of proposed WCA. Consequently, the
grouping continues changing with time taking into account the coming of
new tasks.
Consider an illustration of Table 1 consists of [tasks, processors] alike
[4, 5] where every row stands for the processors related to a task that
doles out, and [I1, J1] = 0 implies that task J1 is not allotted to processor
I1 that is 0. [I3, J1] = 1 implies that the task J1 is allotted to processor I3
that is 1.

4 Simulations

Keeping in mind the end goal to assess execution of the proposed strategy using
WCA, we have reproduced the performance of GA-, BFO-, GBF-based strategies
for the purpose of comparison. Simulations were carried out using MATLAB.
Minimization of execution time was taken as the criteria.

Assume the no. of processor is 4 and the no. of task is 5. From this combination,
we selected “S1” number of task assigned to the processor. In WCA, S1 is equal to
Nsr (no. of rivers), i.e., Nrs ¼ S1. The parameters were situated at: Npop ¼
100;Nvar ¼ 10; smax ¼ 1e� 5; LB ¼ �1;L ¼ 2; s is any random value, “g” stands
for the no. of streams, and the value is set to 20. Arbitrarily picked no. of stream
hold in an array “c” framed utilizing [tasks, processors] form alike [4, 5].
c [I1, J1] = 0 implies that task J1 is not allotted to processor I1 that is 0. c [I3, J1] = 1
implies that the task J1 is allotted to processor I3 that is 1. S1 is produced utilizing
“c” that indicates total no. of tasks allocated. Maximum no. of iterations is 100.

The reproduction of GBF, BFO and GA calculations has taken up to 100
emphases. Compare this entire algorithm with our proposed WCA and get the
feasible solution of multiprocessor scheduling problem. Here we have considered
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Fig. 3 Flowchart of proposed WCA
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four cases to prove our proposed algorithm, WCA, which finds the best solution
according to the number of tasks and processors.

Case 1 Fixed no. of task and fixed no. of processors.
Case 2 Impact of the no. of processors.
Case 3 Impact of the no. of tasks.
Case 4 Impact of the no. of tasks and processors.

Case 1: Fixed no. of task and fixed no. of processors

Execution times are as shown in Figs. 4, 5, 6 and 7. Figures 4, 5, 6 and 7
demonstrate the performance result of GA, BFO, GBF and WCA algorithms,
respectively, with the correlation among execution time, and no. of repetitions is
100. The execution consequences of all methods over fitness function are recorded
in Table 2, examined that the proposed WCA finished in a general sense better
execution on all esteems over the GBF, BFO and GA calculations.

Table 1 Example of task
assignment

Processor J1 J2 J3 J4 J5
I1 0 1 1 0 0

I2 0 0 1 0 1

I3 1 0 1 1 1

I4 0 0 1 1 0
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Fig. 4 Performance results of GA
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The parameters for this test result are shown below:

No. of task = 5
No. of processor = 4
No. of iteration = 100.
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Fig. 5 Performance results of BFO

0 10 20 30 40 50 60 70 80 90 100
1

1.0005

1.001

1.0015

1.002

1.0025

No. of Iterations

Ex
ec

ut
io

n 
tim

e
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Fig. 6 Performance results of GBF
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Case 2: Impact of the no. of processors

In this segment, we have presented simulation result for different processors with
the same number of task of different execution time.

The parameters for this test result are shown below:

No. of task = 5
No. of processor = 7, 14, 21, 28, 35
No. of iteration = 100.
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lu
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Fig. 7 Performance results of WCA

Table 2 Comparison
between the performance of
GA, BFO, GBF and WCA
algorithms based on execution
time and no. of repetitions
with fixed number of task and
processors

Iteration no. GA BFO GBF WCA

10 20.7714 2.8541 1.0019 0.50572

20 20.7714 1.6157 1.0000 0.50572

30 20.7714 2.4556 1.0019 0.50572

40 3.1269 3.4234 1.0017 0.59234

50 3.1269 1.0991 1.0018 0.50572

60 4.8984 4.0905 1.0019 0.50572

70 4.9010 3.0705 1.0017 0.50572

80 4.8984 4.3098 1.0019 0.50572

90 4.8984 2.4091 1.0019 0.50572

100 4.8984 3.2946 1.0017 0.50572
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The above-mentioned parameters are taken into different approaches, which
result that our proposed algorithm, WCA, takes less execution time as depicted in
Fig. 8.

The minimum execution time with the equal number of tasks assigned to various
numbers of processors is shown in Table 3.

Here, execution time diminishes when quantity of processors expands, by using
the proposed strategy. (WCA is compared to other mentioned algorithms.)

Case 3: Impact of the no. of tasks

In this segment, we have presented test result of different execution time for dif-
ferent no. of tasks with the same no. of processor as represented in Fig. 9 and the
execution time is shown in Table 4. The parameters for this test result are shown
below:

No. of task = 5, 10, 15, 20, 25
No. of processor = 4
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Fig. 8 Impact of number of processors on execution time

Table 3 Performance with
variation in number of
processors (fixed number of
task = 5)

No. of processor GA BFO GBF WCA

7 1.9524 1.0000 1.0000 0.8527

14 4.6667 1.0000 1.0006 0.5564

21 2.0435 1.0000 1.0014 0.8200

28 6.1429 1.0007 1.0014 1.0000

35 8.0000 1.0218 1.0013 0.8462
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No. of iteration = 100.

It is seen from the tests that when the no. of tasks expands, execution time
diminishes by using the proposed strategy, WCA.

Case 4: Impact of the no. of tasks and processors.

In this section, we have presented the simulation of multiprocessor scheduling with
different execution time from the different number of tasks and the different number
of processors as represented in Fig. 10. The minimum execution time for different
no. of task on different no. of processors is shown in Table 5. The parameters for
this test result are shown below:

No. of task = 5, 11, 18, 26, 35
No. of processor = 6, 12, 18, 24, 30
No. of iteration = 100.
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Fig. 9 Impact of number of tasks on execution time

Table 4 Performance with
variation in number of tasks
(fixed number of
processor = 4)

No. of task GA BFO GBF WCA

7 2.5600 1.0054 1.0000 1.0000

14 7.3182 1.0000 1.0002 0.5259

21 9.2800 1.0000 1.0038 0.7351

28 15.1613 1.0000 1.0010 0.7949

35 9.4545 1.0000 1.0017 0.5720
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It is seen from the tests that even if the number of task and processors increases,
the proposed strategy, WCA, is getting the minimum execution time as compared
with the other algorithms.

Except for the first case, in all the other cases we have taken 35 maximum
numbers of tasks and processors but further it can increase or decrease the numbers
to get the preferred execution time. From the outcomes, we study that the proposed
WCA accomplished fundamentally better execution on all esteems over the GBF,
BFO and GA methods.
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Fig. 10 Impact of change in number of processors and tasks

Table 5 Performance with variation in number of processors and tasks

No. of task No. of processor GA BFO GBF WCA

5 6 5.4000 1.0071 1.0000 0.9278

11 12 12.3636 1.0224 1.0009 1.0000

18 18 19.4375 1.0785 1.0008 0.9114

26 24 137.0000 1.0000 1.0014 0.6478

35 30 202.0000 1.0000 1.0058 1.0000
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5 Conclusion

This paper introduced a novel strategy for multiprocessor scheduling using water
cycle algorithm. It has proved that proposed strategy gives a good result with lesser
execution by simulation. The paper also shows a pointer for future work as the
proposed strategy can be extended to other scheduling problems.
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Estimating Software Reliability
Growth Model Parameters Using
Opposition-Based Shuffled
Frog-Leaping Algorithm

Tarun Kumar Sharma

Abstract Software engineering (SE) is concerned with designing, developing and
maintaining programs that behave reliably and efficiently. SE is composed of
various phases which software goes through during and after its development. In
today’s prospects, predicting quality of software is a quite challenging task. This
study focuses on a recent bio-inspired algorithm named shuffled frog-leaping
algorithm (SFLA) for estimating parameters of software reliability growth models
(SRGM). Most of the bio-inspired algorithms are inspired by some real-world
phenomenon, generally a natural method of optimization. Over the last few dec-
ades, a number of bio-inspired algorithms have been introduced and applied on
various problems of different domains. SFLA embeds features of particle swarm
optimization (PSO) and shuffled complex evolution (SCE) algorithms. It is evident
from the literature that SFLA can be efficiently applied to solve various engineering
design problems. A variant of SFLA named O-SFLA that embeds opposition-based
learning is also introduced in this study. This variant has been evaluated on a set of
benchmark problems, which have been verified by performing nonparametric
analysis. Later the application of O-SFLA has been carried out on estimating
parameters of software reliability growth models (SRGM).

Keywords Shuffled frog-leaping algorithm � SFLA � Opposition-based learning
OBL � Software reliability growth models � Global optimization

1 Introduction

Quality can be defined as conformance to predefined standards, whereas reliability
is failure-free process in said conditions and defined time. Software reliability may
be defined as failure-free operation in a defined time and environment [1–3]. This is
why software developing is a challenging process in the competitive market, as the
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market desires quality product with the restriction of time. The demand of the
market is highly unstable. This keeps changing with respect to time. That is why
developing quality software becomes more challenging. Developed software must
be capable enough of meeting changing requirements. The software development
process is a layered process also named as software development life cycle (SDLC).
There are various phases in SDLC that starts from problem identification followed
by information gathering, analysis, designing, developing, testing and implement-
ing. So change in any phase may result in poor quality of developed software. The
development of software involves several issues and goals like reliability, overrun
of costs, user requirements. The improvement in software process has important
practical significance to defuse software crisis, as it influences the development and
management of software.

This study focuses on the testing phase of the software development where
SFLA and a variant have been applied in predicting the faults. This study uses the
software historical data to perform the analysis.

SFLA, introduced in 2003 by Eusuff and Lansey [4, 5], is a recent member of
memetic algorithms family. SFLA, like other memetic algorithms, is enthused by
natural foraging behavior of species. In SFLA, these natural species are frogs. Since
its introduction, SFLA and its variants have been successfully applied to solve
many real-world optimization problems of versatile engineering and management
domain. The same can be witnessed from the literature. SFLA embeds the features
of both particle swarm optimization (PSO) and shuffled complex evolution
(SCE) algorithms. PSO helps in performing local search, while SCE helps in global
search. In SFLA, like other memetic algorithms, colony of frogs is initialized
randomly and in second step, the colony is divided into subcolonies or memeplexes.
SFLA performs both exploration by dividing the randomly initialized population of
frogs into number of memeplexes and exploitation by performing evolution process
in each of the memeplexes. Although SFLA emerges as successful optimizer, it also
suffers in global convergence velocity. In this study, a modification in the meme-
plexes is introduced by embedding the concept of opposition-based learning. In
general structure of SFLA, the frogs are divided into memeplexes based on their
fitness values where they forage for food. In the proposed variant, the
opposition-based learning concept is embedded into each memeplexes before the
frog initiates foraging. After each iteration when information exchange process
among memeplexes is performed, OBL is again introduced to improvise global
search. The proposal is named as O-SFLA. This modification not only enhances
local search mechanism of SFLA but also improves the diversity. The performance
of the O-SFLA is evaluated on 6 well-known benchmark optimization functions
referred from the literature and on estimating the parameters of SRGM.

The structure of the study is as follows: Sect. 2 discusses the SRGM. Section 3
describes SFLA in brief followed by the proposed scheme in Sect. 4. Test bed,
experimental settings and computational results are presented and analyzed non-
parametrically in Sect. 5. Section 6 presents the conclusions drawn and future work
plan.
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2 SRGM: Software Reliability Growth Models

Failure process modeling represents a challenge because of the various natures of
faults discovered and the methodologies to be used in order to isolate the faults
[3, 6]. Many software techniques were developed to assist in testing the software
before its final release for public use. Most of these techniques are simply based on
building prediction models that have the ability to predict future faults under dif-
ferent testing conditions [7]. These models are normally called software reliability
growth models. Several reliability models of software have been introduced since
last few decades and are a research subject to many researchers. In this work, three
reliability models, namely exponential (EXP), power (POW) and delayed S-shaped
(DSS) models, have been studied. The details of the models are as follows:

2.1 EXP Model

This model was initially introduced in [8, 9]. This model is known as a finite failure
model. The relationship among various parameters is given as:

lðt; bÞ ¼ b0ð1� e�b1tÞ
kðt; bÞ ¼ b0b1e

�b1t
ð1Þ

l(t; b) and k(t; b) represent the mean failure function and the failure intensity
function, respectively. The parameter b0 is the initial estimate of the total failure
recovered at the end of the testing process (i.e., v0). b1 represents the ratio between
the initial failure intensity k0 and total failure v0. Thus, b1 = k0/v0. It is important to
realize that:

kðt; bÞ ¼ @lðt; bÞ
@t

ð2Þ

2.2 POW

The model objective is to compute the reliability of a hardware system during
testing process. It is based on the non-homogeneous Poisson process model and is
provided in [10]. The equations which govern the relationship between the time
t and l(t; b) and k(t; b) are:
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lðt; bÞ ¼ b0t
b1

kðt;bÞ ¼ b0b1te
b1�1

ð3Þ

2.3 DSS

This model describes the software reliability process as a delayed S-shaped model
[11]. It is also a finite failure model. The system equation for l(t; b) and k(t; b) is:

lðt; bÞ ¼ b0ð1� ð1þ b1tÞe�b1tÞ
kðt; bÞ ¼ b0b

2
1
t�b1t

ð4Þ

3 Brief Description of SFLA

SFLA, introduced by Eusuff and Lansey in 2003, has been successfully imple-
mented in solving many real-world optimization problems. SFLA performed at par
when compared to GA, PSO and ant colony optimization (ACO) algorithms [4, 5].
Researchers have proposed many improved variants of SFLA and applied them to
many applications of science, engineering and management [4, 12–25].

SFLA is a memetic algorithm that is inspired from foraging behaviors of natural
species called frogs. SFLA has the abilities to perform local search process as in
PSO algorithm and at the later stage information sharing between memeplexes. The
next paragraph details the working principle of SFLA.

Like in other memetic algorithms, a population of frogs (solutions) is randomly
initialized in feasible search space. Then, frogs are distributed into small colonies
called memeplexes. This is done by calculating fitness values using objective
function. Now each memeplex contains frogs from different cultures, and each frog
is supposed to perform local search process in order to modify worst’s frog position
(in terms of fitness value). This process, within each memeplex, is performed till
some fixed criterion or generations. This process also helps in optimization. Later,
the information or idea hold by the frogs in each memeplex is then exchanged
among other memeplexes through shuffling process. Both local search process and
information exchange process are performed till the fixed number of iterations. In
general, there are 4 steps in basic SFLA and they are as follows.
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3.1 Initialization of Frog Population

The population of frogs is randomly initialized between fixed upper and lower
bounds, i.e., (ubj) and (lbj), using Eq. (5): Set of frogs is presented by F.

xij ¼ lbi þ rand ð0; 1Þ � ðubi � lbiÞ ð5Þ

where rand (0,1) is random number between zero and one which is uniformly
distributed; i = 1, 2, …, F; j = 1, 2, …, D (dimension).

3.2 Sorting and Division of Frogs in Memeplexes

The fitness of each frog is calculated and then sorted in descending order. Then,
division of sorted population is done into m memeplexes such that
F = m (memeplexes) � n (number of frogs in each memeplex). The division of
frogs is done such that the frog with higher fitness value will be the part of first
memeplex, accordingly the next frog into second memeplex, and following fashion
frog m + 1 will again move to the 1st memeplex, and so on.

3.3 Local Searching Process

Global best (Xglobal), best (Xbest) and worst (Xworst) frogs based on fitness values in
each memeplex are noted. Now, an evolution process is implemented to update the
position of worst frogs only using the following Eqs. (6) and (7):

Worst frog’s updated position

Xnew ¼ current position ðXworstÞþMovt
�Movmax �Movt �Movmax

ð6Þ

where

Movt ¼ rand ð0; 1Þ � Xbest � Xworstð Þ ð7Þ

where t and Movt represent the generations (1, 2, …, Ngen) and movement of a frog,
respectively. Movmax is the maximum acceptable frog movement in the feasible
region. When using above equations, the worst frog’s position shows significant
improvement and then the position of worst frog is updated; otherwise, the same
process using Eqs. (6) and (7) is repeated with respect to the global best frog (i.e.,
Xglobal replaces Xbest). If the process shows no improvements, then a new solution is
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randomly generated using Eq. (5) to update the position of worst frog. This is an
iterative process which continued till the maximum number of generations (Ngen).

3.4 Information Exchange or Shuffling Process

Information exchange is performed among memeplexes, or the frogs are sorted and
shuffled again to perform the evolution process. This process again continues till the
fixed number of iterations.

The searching process and basic SFLA algorithm are depicted in Figs. 1 and 2,
respectively.

4 Proposed O-SFLA

SFLA has three phases, initialization of frog positions, local search process in each
memeplex and information exchange, i.e., shuffling process. SFLA performs both
exploration and exploitation. However, because of poor exploration capabilities
SFLA sometimes gets trapped in local optima, which results in poor convergence.
In this study, OBL is introduced in the structure of basic SFLA to eliminate its
limitations.

OBL
This concept was introduced by Tizhoosh [26]. The opposite positions of frogs

can be calculated using Eq. (8):

xijOpp ¼ aj � bj � xij ð8Þ

memeplexes

memeplexes

Memeplexes

Memeplexes

memeplexes

Feasible 
Search Space

Food 

Fig. 1 Frogs performing local search initially and then exchanging information with other
memeplexes
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where the upper range and lower range of search process are represented by a and
b; Frogs by i = 1, 2, …, F; and problem’s dimension by j = 1, 2, …, D.

Embedded OBL in O-SFLA
In the present study, OBL has been employed in local search process of SFLA to

improve positions of frogs within memeplex. In each memeplex, opposite positions
are generated using OBL (shown in Fig. 3) and then, elite n positions are selected
based on fitness values ðf ðnpopÞ [ f ðnOBL�popÞÞ. Further, in order to enhance
diversity and convergence, one extra step to improve the performance of memeplex
is included in the structure of basic SFLA (STEP14) in Fig. 4.

The proposed algorithm is discussed in Fig. 4.

5 Test Bed, Experimental Settings and Results

To validate efficacy of the proposal, ten unimodal and multimodal benchmark
functions are referred from the literature [16, 27]. These functions are Sphere (F1),
Rosenbrock (F2), Step (F3), Rastrigin (F4), Ackley (F5) and Griekwank (F6). The
search space taken for Sphere is [−100, 100], Rosenbrock [−30, 30], Step [−100,
100], Ackley [−32, 32], Rastrigin [−5.12, 5.12] and Griekwank [−600, 600] with
the dimension of 30. The optimum value in each case is 0. The population of frog is
fixed to 200 with 20 memeplexes. There will be 10 frogs in each memeplexes
performing local search. Ten generations are performed in each memeplexes to
explore the local region. The maximum movement step is fixed to 0.5 times of the

Fig. 2 SFL algorithm
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search area. Twenty-five runs are performed to evaluate mean function value and
standard deviation. The simulations are performed on Dev C++ following machine
configurations: Intel(R) CPU T1350@1.86 GHz with 1 GB of RAM.

6 Simulated Results

6.1 Benchmark Problems

The results of O-SFLA are compared with that of PSO, ABC, SFLA and a recent
variant of SFLA, i.e., EOLSFLA [27]. In order to perform unbiased comparison of
O-SFLA with the performance of the other evolutionary algorithms, the population
size is kept same with their standard parameter values. The comparative results
[mean fitness values (mean) and standard deviation (std. dev)] are given in Tables 1
and 2, respectively, where Fun is function.

It can be analyzed from the simulated results presented in Table 2 that the
O-SFLA outperforms or at par with the results of most of the algorithms for all
functions, except F4 where EOLSFLA outperforms all the algorithms. Results

Memeplex

Frogs       Random position of Frogs
      Opposition based position of frogs 

Fig. 3 Generation of opposite position of frogs in each memeplex

156 T. K. Sharma



Proposed Algorithm: O – SFLA 

Step 1: Initial population of frog size N is generated and evaluated (fitness value)

Step 2: Distribute the population of frog in m memeplexes where each memeplex 
contains npop fog members such that F = m x n. 

Step 3:   Start Evolutionary process

Step 4:   Set i = 1

Step 5:  while i ≤ imax
Step 6: Identify the global best (xg) position of frog in the population.

Step 7:  Apply OBL to generate opposition positions of frogs (nOBL-pop) in each 
memeplex.

Step 8:  Select the elite n frogs positions from a set of npop ∪ nOBL-pop based on fit-
ness values.

Step 9: Identify the worst (xworst) and best (xbest) frog in each memeplex.

Step10: Apply eq. (2) & (3) to generate new frog position and evaluate.

Step11:  If f(xnew) < f(xworst)

Step12:  Set xworst = xnew and go to Step 16 .

Step13:  xbest = xglobal. Repeat Step 11 & Step 12.
Step14: Apply OBL to generate opposite point of xworst i.e. xOBL-worst. If f(xOBL-worst) < 

f(xworst)  go to Step 16. 

Step15:  Random position is generated and replaced with xworst.                

Step16:  i =i +1

Step17:  End While

Step18:  Population of frog is shuffled. 

Step19: If fixed termination criterion (Ngen) is achieved then exit else go to Step 2.

Fig. 4 O-SFL algorithm

Table 1 Comparative simulated results in terms of mean of PSO, ABC, SFLA, EOLSFLA and
the proposal O-SFLA

Fun PSO SFLA ABC EOLSFLA O-SFLA

F1 9.6E−07 6.5E+00 1.2E−12 0.0E+00 0.0E+00
F2 2.6E−04 3.0E+01 3.0E+01 2.4E+01 1.9E+01
F3 0.0E−00 1.6E+01 0.0E+00 0.0E+00 0.0E+00
F4 7.9E−00 5.1E+00 2.4E+07 0.0E+00 4.7E+01

F5 6.8E−01 7.8E−01 4.0E−06 5.9E−16 2.2E−19
F6 1.8E−02 1.5E−01 1.0E−09 1.2E−14 1.1E−16
Best results are highlighted in bold

Estimating Software Reliability Growth Model Parameters … 157



Analysis In order to perform in-depth analysis of results, a statistical analysis [28,
29] is done for testing the algorithms’ efficiency. Bonferroni–Dunn [30] test is also
done to calculate the significant difference. Critical difference for Bonferroni–
Dunn’s graph is calculated as (Eq. 9):

CD ¼ Qa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kðkþ 1Þ

6N

r
ð9Þ

Qa is critical value for a multiple nonparametric comparison with control [30],
and k and N represent the total number of algorithms and number of problems
considered for comparison, respectively. To show two levels of significance at
a = 0.05 and 0.10, horizontal lines are drawn. Ranks calculated using Friedman’s
test are presented in Table 3 and presented as graph in Fig. 5.

Bonferroni–Dunn’s test states subsequent significant differences with:

• O-SFLA as a control algorithm:

O-SFLA is better than PSO, ABC and SFLA at a = 0.05.
O-SFLA is better than PSO, ABC, SFLA and EOLSFLA at a = 0.10.

Table 2 Comparative simulated results in terms of standard deviation of PSO, ABC, SFLA,
EOLSFLA and the proposal O-SFLA

Fun PSO SFLA ABC EOLSFLA O-SFLA

F1 ±7.2E−06 ±8.3E+01 ±5.1E−12 ±0.0E+00 ±0.0E+00

F2 ±2.6E+05 ±0.0E+00 ±1.3E+00 ±7.5E+01 ±3.6E+01

F3 ±0.0E+00 ±1.9E+02 ±0.0E+00 ±0.0E+00 ±0.0E+00

F4 ±1.9E+02 ±1.3E+12 ±2.9E+06 ±0.0E+00 ±7.0E+01

F5 ±9.2E+00 ±3.8E+00 ±9.9E−06 ±0.0E+00 ±3.0E−17

F6 ±1.0E−01 ±5.7E−01 ±1.0E−08 ±1.6E−13 ±5.2E−15

Best results are highlighted in bold

Table 3 Friedman’s rank Algorithm Rank

PSO 3.01

ABC 2.80

SFLA 2.67

EOLSFLA 2.1

O-SFLA 1.98

Critical difference (CD) a = 0.05 2.280

Critical difference (CD) a = 0.10 2.045
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6.2 Local Searching Process

Test/debug data for estimating the parameters of software reliability growth models

SFLA and O-SFLA are used to find the best parameters to tune the EXP, POW and
DSS models. A test/debug data set of 111 measurements (Table 4a and b) presented
in [31] was used for the experiments.

RMSE criterion is used to measure the performance of the proposed O-SFLA.
RMSE is frequently used to measure differences between values predicted by a
model or estimator and the values actually observed from the thing being modeled
or estimated. It is just the square root of the mean square error as shown in Eq. (10)
given below:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðyi � ŷiÞ2
vuut ð10Þ

where yi represents the ith value of the effort, ŷi is the estimated effort, and N is the
number of measurements used in parameter estimation of growth models. The
convergence graph of the three growth models is shown in Fig. 6. The computed
parameters and RMSE (training and testing) of all the three software reliability
growth models using SFLA and proposed O-SFLA algorithms are given in
Tables 5 and 6, respectively. It can clearly be analyzed that delayed S-shaped
model provided the minimum RMSE in comparison with other models.
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Fig. 5 Bonferroni–Dunn’s graph
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Table 4 a Test data (1–52); those marked with * are interpolated data. b Test data (53–111);
those marked with * are interpolated data

Days Faults Cumulative
faults

Number
of test
workers
tester(i)

Days Faults Cumulative
faults

Number
of test
workers
tester(i)

a

1 5* 5* 4* 27 3 243 5

2 5* 10* 4* 28 9 252 6

3 5* 15* 4* 29 2 254 6

4 5* 20* 4* 30 5 259 6

5 6* 26* 4* 31 4 263 6

6 8 34 5 32 1 264 6

7 2 36 5 33 4 268 6

8 7 43 5 34 3 271 6

9 4 47 5 35 6 277 6

10 2 49 5 36 13 290 6

11 31 80 5 37 19 309 8

12 4 84 5 38 15 324 8

13 24 108 5 39 7 331 8

14 49 157 5 40 15 346 8

15 14 171 5 41 21 367 8

16 12 183 5 42 8 375 8

17 8 191 5 43 6 381 8

18 9 200 5 44 20 401 8

19 4 204 5 45 10 411 8

20 7 211 5 46 3 414 8

21 6 217 5 47 3 417 8

22 9 226 5 48 8 425 4

23 4 230 5 49 5 430 4

24 4 234 5 50 1 431 4

25 2 236 5 51 2 433 4

26 4 240 5 52 2 435 4

b

53 2 437 4 83 0 473 2*

54 7 444 4 84 0 473 2*

55 2 446 4 85 0 473 2*

56 0 446 4* 86 0 473 2*

57 2 448 4* 87 2 475 2*

58 3 451 4 88 0 475 2*

59 2 453 4 89 0 475 2*

60 7 460 4 90 0 475 2*

61 3 463 4 91 0 475 2*
(continued)
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Table 4 (continued)

62 0 463 4* 92 0 475 2*

63 1 464 4* 93 0 475 2*

64 0 464 4* 94 0 475 2*

65 1 465 4* 95 0 475 2*

66 0 465 3* 96 1 476 2*

67 0 465 3* 97 0 476 2*

68 1 466 3* 98 0 476 2*

69 1 467 3 99 0 476 2*

70 0 467 3* 100 1 477 2*

71 0 467 3* 101 0 477 1*

72 1 468 3* 102 0 477 1*

73 1 469 4 103 1 478 1*

74 0 469 4* 104 0 478 1*

75 0 469 4* 105 0 478 1*

76 0 469 4* 106 1 479 1*

77 1 470 4* 107 0 479 1*

78 2 472 2 108 0 479 1*

79 0 472 2* 109 1 480 1*

80 1 473 2* 110 0 480 1*

81 0 473 2* 111 1 481 1*

82 0 473 2*
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Fig. 6 Actual and accumulated failures for the three growth models using test/debug data (111
measurements)
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7 Conclusions of the Study and the Future Scope

In this study, a novel variant of SFLA that embeds OBL is proposed and named as
O-SFLA. The concept is embedded into the memeplexes before the frog initiates
foraging, and if the position of the worst frog does not improve, then again OBL
comes into picture to generate opposite point of worst frog’s position. The proposal
is investigated on 6 benchmark functions, and its performance is tested by com-
paring it with other algorithms. The efficiency of the proposal is validated using
nonparametric test analysis. The results prove the efficiency of the proposal. In
future, the proposal will be implemented on a real-world problem of paper and pulp
industry.
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